
(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT) 

(19) World Intellectual Property 
Organization 

International Bureau 
(10) International Publication Number 

(43) International Publication Date W O 2016/118897 Al 
28 July 2016 (28.07.2016) W IPOI PCT 

(51) International Patent Classification: (81) Designated States (unless otherwise indicated, for every 
H04N 5/225 (2006.01) kind of national protection available): AE, AG, AL, AM, 

AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY, 
(21) International Application Number: BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM, 

PCT/US2016/0 14584 DO, DZ, EC, EE, EG, ES, Fl, GB, GD, GE, GH, GM, GT, 
(22) International Filing Date: HN, HR, HU, ID, IL, IN, IR, IS, JP, KE, KG, KN, KP, KR, 

22 January 2016 (22.01.2016) KZ, LA, LC, LK, LR, LS, LU, LY, MA, MD, ME, MG, 
MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ, OM, 

(25) Filing Language: English PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA, SC, 

(26) Publication Language: English SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN, 
TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.  

(30) Priority Data: 
14/603,212 22 January 2015 (22.01.2015) US (84) Designated States (unless otherwise indicated, for every 

15/004,316 22 January 2016 (22.01.2016) US kind of regional protection available): ARIPO (BW, GH, 
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ, 

(71) Applicant: KUBICAM INC. [US/US]; 470 Ramona TZ, UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, 
Street, Palo Alto, CA 94301 (US). TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, 

(72) Inventors: KORNELIUSSEN, Jan, Tore; Schweigaards DK, EE, ES, Fl, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, 

Gate 92A, 0656 Oslo (NO). EIKENES, Anders; Skaujord- LVMC,TR) MK, MT, NL, CF, P, T, R, S, S , SK, 

veien 4A, 1357 Bekkestua (NO). ALSTAD, Havard, Ped- SM, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ, 

ersen; Suhms Gate 20B, 0362 Oslo (NO). ERIKSEN, GW, KM, ML, MR, NE, SN, TD, TG).  

Stein, Ove; 5A Rathkes Gate, 0558 Oslo (NO). SHAW, Published: 
Eamonn; Faegeportgaten 79, 1632 Gamle Fredrikstead - with international search report (Art. 21(3)) 
(NO).  

(74) Agent: SHI, Qin; Edge Tech Law LLP, 2225 East Bay
shore Road, Suite 200, Palo Alto, CA 94303 (US).  

(54) Title: VIDEO TRANSMISSION BASED ON INDEPENDENTLY ENCODED BACKGROUND UPDATES 

Figure 1: System Overview 

transmitter receiver 
background background r 

geometry geometry 
bitstream -tstream 

panoraIc outer core video core video outer 
video rcr ie 

source ncoder encoder decoder decoder 
panoramic encoded ROI video 

video salient bitstrea sent 
-video vieo 

user input 
source 

C (57) Abstract: Systems and methods are provided for alleviating bandwidth limitations of video transmission, enhancing the quality 
of videos at a receiver, and improving the VR/AR experience. In particular, an improved video transmission and rendering system is 
provided for generating high -resolution videos. The systems have therein a transmitter and a VR/AR receiver; the transmitter in 
cludes an outer encoder and a core encoder, while the receiver includes a core decoder and an outer decoder. The outer encoder is 

adapted to receive the video from a source and separately output a salient video and an encoded three-dimensional background, and 
f4 the outer decoder is adapted to merge the background with the salient video thereby producing an augmented video. Also provided is 

a system that simulates pan- tilt-zoom (PTZ) operations without PTZ hardware. Further provided are methods for video transmission 
whereby a three-dimensional background model is generated, a background independently encoded, updated incrementally, and the 
background and the updates transmitted independently from the video.
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VIDEO TRANSMISSION BASED ON INDEPENDENTLY 
ENCODED BACKGROUND UPDATES 

BACKGROUND OF THE DISCLOSURE 

[00011 The present disclosure relates in general to video transmission. Specifically, 

the present disclosure relates to apparatus and methods for alleviating bandwidth limitations 

of video transmission and enhancing the quality of videos at a receiver. More specifically, 

improved video transmission systems and methods are provided for generating high

resolution videos at a receiver based on independently encoded background and background 

updates.  

[00021 Real-time video communications systems and the emerging field of 

telepresence are facing an intrinsic challenge as they seek to simulate the experience of 

being present in another physical space to remote users. This is because the human eye 

remains vastly superior over its field of view with its ability to fixate its high-resolution 

fovea on objects of interest, compared to commercially available single-lens cameras with 

their current state-of-art resolution. See, hug/wwgdgk'inog iggedeaii : 

resouiondgni (estimating the resolution of the human eye to be 576 megapixels over 120 

degrees). In addition, telepresence systems are limited in practice by the network 

bandwidth available to most users. It is not surprising, therefore, that telepresence has seen 

limited uptake outside of single person-to-person video chat using the narrow field of view 

cameras found in most tablets, phones, and laptops.  

[00031 Automated and manual pan-tilt-zoom (PTZ) cameras in commercial 

telepresence systems has attempted to overcome the limitation of single lens camera 

resolution by optically and mechanically fixating the field of view on select parts of interest 

in a scene. This partially alleviates the resolution limitations, but has several drawbacks.  

For example, only one mechanical fixation is possible at a given time; as a result, multiple 
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remote users with different interests may not be satisfactorily served. In addition, the zoom 

lens and mechanical pan-tilt mechanism drives up the cost of the camera system and posts 

new challenges on the reliability of the entire system. That is, an automated PTZ system 

creates higher demands on the mechanics compared to a manual system which typically 

sustains fewer move cycles through its lifetime. Compared to a stationary camera, the 

bandwidth-demand for high-quality video encoding also increases significantly. Similarly, 

some digital PTZ in existing systems present many drawbacks as discussed above, 

including for example the inability to be controlled by multiple users on the far end and the 

higher bitrate requirement for video encoding.  

[0004] Panoramic and ultra-wide angle video cameras may meet the resolution 

requirements of telepresence systems to deliver desirable user experience. These cameras 

have the potential for growth in sensor resolution and pixel rate well beyond current 

standards. This can for instance be enabled by curved sensor surfaces and monocentric lens 

designs. See, a d / s/ia s tgid= 14 ; 8 

(discussing a 120 degrees FOV imager capable of resolutions up to at least 85 megapixels); 

-4 1ii c ~s-worid ,b~o~ysooco ii/20 1 4,'O/04K]-sn. -Sfv-r .d-qnn ~:ed~vd btnl 

(a sensor manufacturer announcing prototypes of curved image sensors). However, such 

designs will put a great strain on the capacity of current networks and video encoding 

efficiency and thereby render them impractical for broad real-world deployment. For 

example, a video camera of 85 megapixels at 30 frames per second would require a 

compression down to 0.0002 bit/pixel to fit into a 10 Mbit/s link. This is generally out of 

reach today, considering the current video compression standards like H.264 which operates 

at 0.05 bit/pixel under good conditions.  

[0005] Therefore, there is a need for improved methodologies and systems to alleviate 

bandwidth limitations of video transmission and to generate high-resolution videos based on 
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conventional camera hardware. There is a further need to utilize these improvements to 

enable modern real-time communication systems and desirable telepresence experiences.  

SUMMARY OF THE VARIOUS EMBODIMENTS 

[00061 It is therefore an object of this disclosure to provide methods and systems for 

alleviating bandwidth limitations on video transmission, thereby generating wide-angle, 

high-resolution videos using conventional hardware equipment.  

[00071 Particularly, in accordance with this disclosure, there is provided, in one 

embodiment, a method for transmitting a video that comprises 1) initializing a background 

model by determining from the video a static background of the scene; and 2) transmitting a 

background of the scene as the background model by encoding the background model 

independently from the video. The background model is incrementally updated, and the 

update is further encoded and transmitted independently from the video.  

[00081 In another embodiment, the method further comprises producing an enhanced 

video at a receiver by merging the background with the video. In yet another embodiment, 

the background model is updated and transmitted at a bitrate lower than the bitrate of the 

video. In a further embodiment, the method further comprises transmitting a geometric 

mapping between the background and the video for each frame.  

[00091 In another embodiment, the method further comprises determining the field of 

view of the video by scene analysis. In yet another embodiment, the background model is 

used to suppress noise changes in the background of the video.  

[00101 According to one embodiment, the method of this disclosure further comprises 

compressing the video by a standard video codec. In another embodiment, the video codec 

is one of H.264, H.265, VP8, and VP9. In yet another embodiment, the background is 

transmitted in an auxiliary data channel defined by one of H.264, H265, VP8, and VP9 
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[00111 According to another embodiment, the background model is a parametric 

model. In a further embodiment, the parametric model is Mixture of Gaussians (MOG).  

[00121 According to yet another embodiment, the background model is a non

parametric model. In a further embodiment, the non-parametric model is Visual 

Background Extractor (ViB).  

[00131 In accordance with another embodiment of this disclosure, there is provided a 

method for simulating pan-tilt-zoom operations on a video of a scene that comprises 1) 

initializing a background model by determining from the video a static background of the 

scene; 2) transmitting a background of the scene as the background model by encoding the 

background model independently from the video, wherein the background model is 

incrementally updated, wherein the update is further encoded and transmitted independently 

from the video, and wherein a geometric mapping between the background and the video is 

transmitted for each frame; and 3) selecting one or more field of view of the video by scene 

analysis; and producing an enhanced video at a receiver by merging the background with 

the video.  

[00141 In another embodiment, the method further comprises controlling the 

simulated pan-tilt-zoom operations at the receiver. In yet another embodiment, the method 

further comprises controlling the simulated pan-tilt-zoom operations at a transmitter of the 

video.  

[00151 In accordance with yet another embodiment of this disclosure, there is 

provided a system for transmitting a video of a scene that comprises 1) a transmitter that 

comprises an outer encoder and a core encoder, wherein the outer encoder is adapted to 

receive the video and output separately a salient video and a background and geometry 

bitstream into the core encoder, wherein the core encoder is adapted to output an encoded 
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bitstream; and 2) a receiver that comprises a core decoder, wherein the core decoder is 

adapted to receive the encoded bitstream and output the salient video.  

[00161 In accordance with a further embodiment of this disclosure, there is provided a 

system for transmitting a video of a scene that comprises 1) a transmitter that comprises an 

outer encoder and a core encoder, wherein the outer encoder is adapted to receive the video 

and output separately a salient video and a background and geometry bitstream into the core 

encoder, wherein the core encoder is adapted to output an encoded bitstream; and 2) a 

receiver that comprises a core decoder and an outer decoder, wherein the core decoder is 

adapted to receive said encoded bitstream and output separately the salient video and the 

background and geometry bitstream into the outer decoder, wherein the outer decoder is 

adapted to merge the salient video and the background and geometry bitstream thereby 

outputting an enhanced video of the scene.  

[00171 In another embodiment, the outer encoder further comprises a background 

estimation unit, which is adapted to initialize a background model by determining from the 

video a static background of the scene, and to incrementally update the background model 

at a bitrate lower than the bitrate of the video. In yet another embodiment, the outer encoder 

further comprises a background encoder connected to the background estimation unit. The 

background encoder is adapted to encode the background model and the update 

independently from the video. In a further embodiment, the background encoder comprises 

an entropy encoder, an entropy decoder, an update prediction unit, and an update storage 

unit.  

[00181 According to anther embodiment, the background encoder is connected 

downstream to a bitstream multiplexer. In yet another embodiment, the outer encoder 

further comprises a saliency framing unit, adapted to output a geometry bitstream into the 

bitstream multiplexer. The bitstream multiplexer is adapted to merge the geometry 
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bitstream and the background bitstream thereby outputting a background and geometry 

bitstream.  

[00191 In a further embodiment, the outer encoder further comprises a downscale unit 

capable of scaling and cropping the video. The downscale unit is connected downstream to 

a noise rejection unit. The noise rejection unit is adapted to suppress noise in the salient 

video based on the background model.  

[00201 According to another embodiment, the outer decoder further comprises i) a 

bitstream demultiplexer adapted to receive the background and geometry bitstream from the 

core encoder and to output separately the geometry bitstream and the background bitstream, 

ii) a background decoder connected to the bitstream demultiplexer and adapted to receive 

the background bitstream, and iii) a background merge unit connected downstream to the 

bitstream demultiplexer and the background decoder. The background merge unit is 

adapted to receive the salient video from the core decoder and merge the geometry 

bitstream and the background bitstream with the salient video thereby producing an 

enhanced video of the scene.  

[00211 In yet another embodiment, the background decoder comprises an entropy 

decoder, an update prediction unit, and an update storage unit.  

[00221 In a further embodiment, the outer decoder further comprises a virtual pan-tilt

zoom unit capable of receiving control input thereby producing an enhanced video.  

[00231 According to another embodiment, the core encoder in the system of the 

present disclosure is an H.264/H.265 video encoder, and the background and geometry 

bitstream is carried through the H.264/H.265 video encoder's network abstraction layer. In 

yet another embodiment, the core decoder in the system of this disclosure is an H.264/H.265 

video decoder, and the background and geometry bitstream is carried through the 

H.264/H.265 video decoder's network abstraction layer.  
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[00241 In a further embodiment, the core encoder is in a multimedia container format, 

and the background and geometry bitstream is carried through an auxiliary data channel of 

the core encoder. In another embodiment, the core decoder is in a multimedia container 

format, and the background and geometry bitstream is carried through an auxiliary data 

channel of the core decoder.  

[00251 According to yet another embodiment, the core encoder in the system of the 

present disclosure is a standard video encoder, and the background and geometry bitstream 

is carried through an auxiliary data channel of the core encoder. In a further embodiment, 

the core decoder is a standard video decoder, and the background and geometry bitstream is 

carried through an auxiliary data channel of the core decoder.  

[00261 In accordance with another embodiment of this disclosure, there is provided a 

method for transmitting and rendering a video of a scene from multiple fields-of-view that 

comprises: (1) initializing a three-dimensional background model by determining from the 

video a static background of the scene; (2) transmitting a background of the scene as the 

background model by encoding the background model independently from the video, 

wherein the background model is incrementally updated, and wherein the update is further 

encoded and transmitted independently from the video; and (3) rendering an augmented 

video at a receiver by merging the background with the video.  

[00271 In yet another embodiment, the receiver is a VR/AR device. In a further 

embodiment, the method further comprises self-learning a region of interest from view 

directions of the VR/AR receiver; and transmitting a high-resolution video of the region of 

interest, wherein the augmented video is created by merging the high-resolution video of the 

region of interest with the background.  

[00281 In accordance with another embodiment, there is provided a system for 

transmitting and rendering a video of a scene from multiple fields-of-view that comprises: 

7



WO 2016/118897 PCT/US2016/014584 

(1) a transmitter comprising an outer encoder and a core encoder, wherein the outer encoder 

is adapted to receive the video and output separately a salient video and a three-dimensional 

background and geometry bitstream into the core encoder, wherein the core encoder is 

adapted to output an encoded bitstream; and (2) a VR/AR receiver comprising a core 

decoder and an outer decoder, wherein the core decoder is adapted to receive the encoded 

bitstream and output separately the salient video and the background and geometry 

bitstream into the outer decoder, wherein the outer decoder is adapted to merge said salient 

video and the background and geometry bitstream thereby rendering an augmented video of 

the scene. In another embodiment, the three-dimensional background model is 

incrementally updated.  

[00291 In yet another embodiment, the outer encoder comprises a background 

estimation unit, which is adapted to initialize a three-dimensional background model by 

determining from the video a static background of the scene, and to incrementally update 

the background model at a bitrate lower than the bitrate of the video.  

[00301 In a further embodiment, the system further comprises a video source for 

capturing the scene. In another embodiment, the video source comprises one or more 

cameras with partly overlapping fields-of-view. In yet another embodiment, the cameras 

are moving cameras. In a further embodiment, the system is adapted to estimate the moving 

and still parts of the scene. In another embodiment, the outer encoder comprises a 

background estimation unit, which is adapted to generate a three-dimensional background 

model based on the still parts of the scene, and to incrementally update the background 

model at a bitrate lower than the bitrate of the video.  

[00311 In a further embodiment, the moving cameras are PTZ cameras. In another 

embodiment, the VR/AR receiver is adapted to self-learn regions of interest from its view 
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directions, and wherein the one or more PTZ cameras are adapted to capture high-resolution 

videos of the regions of interest.  

BRIEF DESCRIPTION OF THE DRAWINGS 

[00321 Figure 1 depicts a video transmission system according to one embodiment of 

this disclosure.  

[00331 Figure 2 depicts an outer encoder of a video transmission system according to 

another embodiment.  

[00341 Figure 3 depicts an outer decoder of a video transmission system according to 

another embodiment.  

[00351 Figure 4 depicts an H.264/H.265 core encoder of a video transmission system 

according to another embodiment.  

[00361 Figure 5 depicts an H.264/H.265 core decoder of a video transmission system 

according to another embodiment.  

[00371 Figure 6 depicts a multimedia container format core encoder of a video 

transmission system according to another embodiment.  

[00381 Figure 7 depicts a multimedia container format core decoder of a video 

transmission system according to another embodiment.  

[00391 Figure 8 depicts a standard video encoder with auxiliary data channel as the 

core encoder of a video transmission system according to another embodiment.  

[00401 Figure 9 depicts a standard video decoder with auxiliary data channel as the 

core decoder of a video transmission system according to another embodiment.  

[00411 Figure 10 depicts a background encoder in a video transmission system 

according to another embodiment.  
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[00421 Figure 11 depicts a background decoder in a video transmission system 

according to another embodiment.  

DETAIL DESCRIPTION OF THE VARIOUS EMBODIMENTS 

[00431 The methods and systems according to the various embodiments of this 

disclosure employ a background model, based on which a background of the scene in a 

video is encoded and updated incrementally. The encoded background and the updates are 

transmitted independently of the video. At a receiver the background may then be merged 

with the video thereby producing an enhanced, high-resolution video.  

Methodology Overview 

[00441 In one embodiment, for example, video is transmitted of a scene, including 

both foreground and background. It is compressed by a standard video codec such as 

H.264. The static background of the scene is transmitted as a background model which is 

incrementally updated at a lower bitrate than the video. The background model is generated 

and initialized from a static background of the video based on established surveillance 

system techniques.  

[00451 In an alternative embodiment, multiple cameras with partly overlapping fields

of-views are deployed as a video source, which generates one or more synchronized and 

coordinated video streams for transmission and rendering. Such video source includes 

moving cameras in certain embodiments. Moving and still parts of the scene are estimated 

from the video streams, and a three-dimensional background model is thereby generated 

based on the still parts of the images.  

[00461 In another embodiment, the field of view of the transmitted video is limited 

automatically by scene analysis- such as limiting it to human subjects-to better utilize the 
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resolution of the video format. The exact spatial relation between the video and background 

is transmitted for each frame according to this embodiment.  

[00471 In a further embodiment, the background model is used to suppress spurious 

noise in the background of the video. The background model data and other related 

information is transmitted in auxiliary data channels defined by video standards such as 

H.264. This background and related data may be ignored and bypassed by decoders which 

are not set up to interpret data carried through the auxiliary data channels. The system 

according to this embodiment thus provides the flexibility to integrate with the older and 

existing legacy systems.  

[00481 In certain embodiments, at a receiver, output from the background model is 

merged with the video, thereby producing enhanced video. In a particular embodiment, at 

the receiver, PTZ operations are simulated on the enhanced video. According to one 

embodiment, this simulated PTZ operation is controlled at a transmitter or at a receiver.  

The control is effected by a user or through an automated process at either the transmitter or 

the receiver according to alternative embodiments.  

Background Handling 

[00491 Some existing video encoders apply foreground-background segmentation 

where the background is subtracted from the video before encoding, and the background 

transmitted separately. According to one embodiment of this disclosure, video of both 

foreground and background are encoded, using a standard video encoder such as H.264 or 

H.265. In this embodiment, spurious noise in the background is suppressed by comparing 

incoming video pixels to the predicted pixel states of a background model. Therefore, in 

this embodiment, the video encoder is presented with a nearly static image in background 

regions. The background model is transmitted and incrementally updated in an auxiliary 
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channel of the standard codec. The background transmission methods according to this 

embodiment therefore relax the bandwidth requirement on video transmission, and yet 

enable the rendering of high-resolution videos at a receiver by merging the background 

updates with the video.  

[00501 According to one embodiment, the video is decoded by a standard decoder 

with no knowledge of the background model data. The standard decoder ignores the 

unknown auxiliary fields and bypasses the background model data. The system of this 

embodiment utilizes the existing core video codec, which provides a lower cost of 

implementation. The system of this embodiment thus provides backwards compatibility 

with the older and existing systems.  

[00511 In another embodiment, the system and methods of this disclosure transmit the 

background at an enhanced level of representation relative to the foreground. In a particular 

embodiment, the background data is transmitted at a higher resolution and higher dynamic 

range. This is advantageous for a number of reasons. For example, while it would be 

possible to modify a conventional hybrid video codec to transmit high resolution intra 

frames and transmit prediction frames at a low resolution, the intra frames may require 

many bits to encode and therefore not possible to transfer in a low-latency implementation 

without disruption of the video stream. With background transmission in an outer layer 

according to this embodiment, core video transmission proceeds normally without 

disruption as a background transmission is being completed.  

[00521 Compared to high resolution intra frames, according to this embodiment the 

core encoder can be kept simpler with background transmission in an outer layer. This 

provides cost savings and broad system compatibility.  

Simulated Pan-Tilt-Zoom 
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[00531 According to another embodiment, as discussed above the system of this 

disclosure simulates PTZ operations. In this embodiment, the view is determined by a 

simulated PTZ process on the receiving side as opposed to be fixed on the transmitting side.  

Therefore, all receiving users are able to access different views of the other side. Because 

this simulated PTZ is not constrained by mechanics, it is open for numerous additional 

transitions and transformations in further embodiments. Particularly in one embodiment, 

instantaneous switching between views and rolling of the view are provided.  

[00541 These non-mechanical, simulated PTZ systems according to this disclosure 

provide cost savings as well, and further enhance reliability of the teleprecense compared to 

the existing PTZ telepresence solutions.  

Apparatus and Components 

[00551 Referring to Figure 1, the system of this disclosure in one embodiment 

comprises a video source, a transmitter, and a receiver. In a particular embodiment the 

video source, the transmitter and the receiver each are panoramic.  

[00561 The panoramic video source according to one embodimet is a device that 

provides a wide angle or panoramic digital video stream. In this embodimet it supplies 

uncompressed video with high bitrate suitable for further processing. The video source in 

one embodiment is a single lens and image sensor assembly; in another embodiment it 

includes multiple lenses and sensors along with suitable image stitching software or 

hardware which can emulate the operation of a single lens and sensor. In yet another 

embodiment, the video source includes a graphics rendering device which simulates the 

geometric projection of a three-dimensional (3D) scene to a surface. The system of this 

embodiment may therefore be advantageously deployed for computer video games.  

[00571 The geometric projection of the panoramic video source in one embodiment 

may differ from the desired rendering projection. It may thus be calibrated during the 
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design, manufacture or setup of the video source device in a form suitable for embedding 

into the video transmitter, or being forwarded as side information to the video transmitter.  

The transmitter in turn provides this information to the receiver, which may then be used to 

render the video with another projection. The system of this embodiment therefore provides 

considerable flexibility in rendering the video at a receiver based on desired control, either 

built-in by design or input from a user. Such control may be effected from the transmitter 

or the receiver in alternative embodiments.  

[00581 The transmitter of the system according to one embodiment comprises an outer 

encoder. Referring to Figure 2, the outer encoder takes in a panoramic digital video stream 

in one embodiment and outputs a salient video stream, a sequence of encoded background 

model updates, and geometric projection data. This data from the outer encoder is then 

passed on to a core encoder of the system according to one embodiment. The video stream 

is in uncompressed form in a certain embodiment, and is suitable for compression by a 

standard video encoder. The encoded background model data and geometric projection data 

according to another embodiment is multiplexed and framed to a format suitable for 

transmission in the auxiliary data frames of a standard video encoder. The core encoder of 

the system in this embodiment outputs an encoded bitstream.  

[00591 The core encoder in one embodiment is a H.264/H.265 encoder, as shown in 

Figure 4. The H.264/H.265 core encoder sends auxiliary data in SEI headers marked as 

user data, using the network abstraction layer of the standard. In a certain embodiment, this 

data is ignored by receivers not set up to receive such SEI headers. As discussed above, this 

system provides backward compatibility and facilitates its integration into existing 

telepresence systems.  

[00601 The background model employed in the systems of this disclosure according to 

one embodiment is a parametric model. In such a parametric background model, a number 
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of statistics are determined per pixel based on samples from past video frames. According 

to another embodiment, the background model is a nonparametric model. In such a 

nonparametric background model, a number of samples from past video frames is stored or 

aggregated per pixel - no statistic or parameter is determined in a finite-dimensional space.  

According to one embodiment, the non-parametric background model is Visual Background 

Extractor (ViBe). In another embodiment a parametric background model is Mixture of 

Gaussians (MOG). In certain embodiments of this disclosure, the background model of the 

system is a three-dimensional model and supports VR/AR applications. For the purpose of 

various embodiments of this disclosure, the term "three-dimensional" encompasses the 

scenario where a model is an image from a single viewpoint with depth for each point in the 

image, which is sometimes referred to as "2.5 dimensional." 

[00611 The background model of the system according to one embodiment is 

initialized from pixels in video frames which are known to be background, either by 

controlling the scene or through bootstrapping using a simpler background model. In an 

alternative embodiment, the system assumes that all pixels are part of the background at the 

initialization of the background model.  

[00621 After initialization, in one embodiment the background model is updated based 

on the changes in the background from new samples which are determined to be or likely to 

be background according to the model.  

[00631 The updates are encoded according to one embodiment by predicting each 

update from previous reconstructed updates, and transmitting only the difference between 

the predicted and actual updates, i.e., the residual. The bitrate of the residual is further 

reduced by quantization and entropy coding in another embodiment.  

[00641 Referring to Figures 10 and 11, updates are reconstructed by the same process 

in both the background encoder and background decoder according to certain embodiments 
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of this disclosure. The residual is first decoded by inverting the entropy coding and 

quantization, then each update or set of updates are predicted from previous updates, and 

the actual updates reconstructed by adding the residual and predicted update.  

[0065] The transmitter of the system according to one embodiment comprises an outer 

encoder and a core encoder as shown in Figure 1. The transmitter and parts thereof are 

implemented in this embodiment in the same physical device. For example, the transmitter 

in one embodiment is a mobile system on a chip (SoC). In certain embodiment, the outer 

encoder is implemented in software for GPU or CPU cores, and the core encoder is 

implemented using hardware accelerators for video encoding found in such SoCs. This SoC 

transmitter implementation is advantageous for a telepresence system where mobile phones 

or tablet devices offers the transmitter utility.  

[0066] In another embodiment, the transmitter is implemented in a SoC tailored for 

cameras. Further functionality is implemented as software running on DSP cores, in 

addition to accelerators for video encoding. The transmitter of this particular embodiment 

is advantageous for a telepresence system that employs a stand-alone camera.  

[0067] As discussed above, the video receiver of this disclosure comprises a core 

decoder. Referring to Figures 5, 7, and 9, the core decoder in certain embodiments takes in 

an encoded bitstream and outputs uncompressed video in addition to the auxiliary data.  

The auxiliary data includes the background model data and geometric mapping data 

according to these embodiments. This data is passed on to an outer decoder, as shown in 

Figure 3, which merges the salient video and the background model output thereby 

producing an enhanced panoramic video stream according to one embodiment. In a further 

embodiment, the outer decoder changes the geometric mapping of the video, thereby 

simulating the effect of an optical PTZ camera.  
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[00681 In the event the auxiliary data channel between the transmitter and receiver 

experiences packet loss or other reliability issues, the system of this disclosure in another 

embodiment provides a utility that sends a request for the transmitter to retransmit the lost 

packets. These may include parts of the background model data and other transmitted 

metadata.  

[00691 The video receiver of the system according to one embodiment is implemented 

in a cloud service, running on a general purpose data center or media processors. In another 

embodiment, the receiver is implemented in the web browser of an end user device such as 

a smartphone, a tablet or a personal computer. In the web browser, the receiver 

functionality implemented in a particular embodiment by a browser extension, or using 

standardized web components such as WebRTC (for the core decoder) and WebGL (for the 

outer decoder). In yet another embodiment, the receiver is implemented as a native 

application in the operating system of an end user device such as a smartphone, a tablet or a 

personal computer. In a further embodiment, the receiver is implemented in an appliance 

dedicated to video communication.  

[00701 In another embodiment, the receiver is implemented as a part of a virtual 

reality (VR) or an augmented reality (AR) system, along with immersive eye goggle 

display, head-mounted tracking, or alternative technologies projecting select images into the 

retinas of the users. According to this embodiment, the apparatus and method of this 

invention may alleviate bandwidth limitations of a VR/AR-enabled videoconferencing 

system where distant live images are projected onto the near-end views.  

[00711 In a further embodiment, information about the eye-gaze and view direction of 

a VR/AR receiver is relayed back to the camera system of this invention. High-resolution 

videos from that particular view direction are accordingly transmitted, allowing certain 

extra margin around that particular view direction. In yet another embodiment, the system 

17



WO 2016/118897 PCT/US2016/014584 

of this invention adapts self-learning to map out the regions of interest. Specifically, the 

VR/AR receiver analyzes the eye-gaze direction over time, and the regions which receive 

the most views or "hits" are coded at higher resolution for transmission and rendering.  

[00721 According to one embodiment the system of this disclosure comprises a video 

source. The video source includes one or more moving PTZ cameras in certain 

embodiments. High-resolution videos are captured by these moving PTZ cameras for 

particular regions of interest ("ROI"), and merged with a background according to one 

embodiment. The background is a still image in this embodiment and rendered at a higher 

resolution than the resolution of ROI videos, thereby enhancing the VR/AR experience.  

[00731 The moving cameras according to one embodiment are synchronized in time 

and coordinated in location, thereby allowing for efficient blending between ROI videos 

gathered from multiple cameras.  

[00741 In another embodiment where a spatially moving camera system is used as the 

video source, a three-dimensional model of the background is generated in advance using 

multiple stationary high-resolution cameras with partially overlapping fields of view (FOV).  

These cameras further comprises a background and foreground segmentation filter in one 

embodiment, thereby distinguishing moving parts of the scene from non-moving parts.  

Only the background (still) parts of the scene are used to generate a 3D model of the scene.  

Techniques of super-resolution imaging are used in an alternative embodiment prior to the 

generation of the 3D model to increase the 3D model's resolution.  

[00751 In a further embodiment, a combination of gyros and accelerometers for spatial 

and angular positioning is applied in a moving camera video source, along with visual 

information for fine-adjustment. Simultaneous Localization And Mapping (SLAM) 

techniques are employed, allowing the system of this disclosure to estimate which parts of 
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the scene is moving and which parts are not moving thereby generating a 3D model of the 

scene.  

[00761 By way of example, the system in one embodiment determines moving parts of 

the scene according to the following steps when the camera video source is moving. First, 

for each consecutive video frame, estimate Harris corner feature points (or other type 

feature points; for each pair of video frames (both adjacent in time and some pairs with 

larger time intervals in between), estimate rotation and translation of the camera between 

frames (with six axis of freedom); and, remove outliers. Some of the outliers are due to 

noise, and others reflect objects that have moved between frames. Second, for the outlier 

Harris corners, introduce 3D motion vectors for the parts of the scene that contain the 

outliers; estimate motion for these points; and, for feature points that are consistently 

moving together, 3D motion vectors are estimated. A 3D model based on the still parts of 

the scene is thus generated, taking into account the camera orientation.  

[00771 The receiver and the transmitter in the system of this disclosure according to 

certain embodiments are implemented in the same device for two-way video 

communication.  

Application Areas 

[00781 According to various embodiments, the system of this disclosure may be 

advantageously deployed in real-time video communication (video conferencing and 

telepresence), live streaming (sports, concerts, events sharing, and computer gaming), traffic 

monitoring (dashboard cameras, road monitoring, parking lot monitoring and billing), 

virtual reality; surveillance, home monitoring; storytelling, movies, news, social and 

traditional media, and art installations among other applications and industries.  

[00791 In live-streaming and two-way communication VR/AR-applications where the 

bandwidth is not large enough to transmit high-resolution video of the entire scene, 
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according to one embodiment high-resolution stills of the whole field of view are 

transmitted periodically, while high resolution video of selected regions of interest are 

transmitted with regular frequency. In a further embodiment, the video and stills are 

blended locally at the VR/AR receiver, thereby archiving fast rendering and low latency for 

the AR/VR. A typical latency in this context is 20ms or lower.  

[00801 The descriptions of the various embodiments provided in this disclosure, 

including the various figures and examples, are to exemplify and not to limit the invention 

and the various embodiments thereof.  
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We Claim: 

1. A method for transmitting and rendering a video of a scene from multiple 

fields-of-view, comprising: initializing a three-dimensional background 

model by determining from said video a static background of said scene; 

transmitting a background of said scene as said background model by 

encoding said background model independently from said video, wherein 

said background model is incrementally updated, and wherein said update 

is further encoded and transmitted independently from said video; and 

rendering an augmented video at a receiver by merging said background 

with said video.  

2. The method of claim 1, wherein said receiver is a VR/AR device.  

3. The method of claim 2, further comprising self-learning a region of interest 

from view directions of the VR/AR receiver; and transmitting a high

resolution video of said region of interest, wherein the augmented video is 

created by merging said high-resolution video of the region of interest with 

the background.  

4. A system for transmitting and rendering a video of a scene from multiple 

fields-of-view, comprising: i) a transmitter comprising an outer encoder 

and a core encoder, wherein said outer encoder is adapted to receive said 

video and output separately a salient video and a three-dimensional 

background and geometry bitstream into said core encoder, wherein said 

core encoder is adapted to output an encoded bitstream; and ii) a VR/AR 

receiver comprising a core decoder and an outer decoder, wherein said core 
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decoder is adapted to receive said encoded bitstream and output separately 

said salient video and said background and geometry bitstream into said 

outer decoder, wherein said outer decoder is adapted to merge said salient 

video and said background and geometry bitstream thereby rendering an 

augmented video of said scene.  

5. A system of claim 4, wherein said outer encoder comprises a background 

estimation unit, said background estimation unit is adapted to initialize a 

three-dimensional background model by determining from said video a 

static background of said scene, and to incrementally update said 

background model at a bitrate lower than the bitrate of said video.  

6. A system of claim 4, further comprising a video source for capturing the scene.  

7. A system of claim 6, wherein said video source comprises one or more 

cameras with partly overlapping fields-of-view.  

8. A system of claim 7, wherein said cameras are moving cameras.  

9. A system of claim 8, further adapted to estimate the moving and still parts of 

the scene.  

10. A system of claim 9, wherein said outer encoder comprises a background 

estimation unit, said background estimation unit is adapted to generate a 

three-dimensional background model based on the still parts of the scene, 

and to incrementally update said background model at a bitrate lower than.  

the bitrate of said video.  

11. A system of claim 8, wherein said moving cameras are pan-tilt-zoom (PTZ) 

cameras.  

12. A system of claim 11, wherein said VR/AR receiver is adapted to self-learn 

regions of interest from its view directions, and wherein said one or more 

22



WO 2016/118897 PCT/US2016/014584 

PTZ cameras are adapted to capture high-resolution videos of said regions 

of interest.  
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We Claim (Continued): 

13. A method for transmitting a video of a scene, comprising: initializing a background 

model by determining from said video a static background of said scene; and 

transmitting a background of said scene as said background model by encoding said 

background model independently from said video, wherein said background model 

is incrementally updated, and wherein said update is further encoded and transmitted 

independently from said video.  

14. The method of claim 14, further comprising producing an enhanced video at a 

receiver by merging said background with said video.  

15. The method of claim 14, wherein said background model is updated and transmitted 

at a bitrate lower than the bitrate of said video.  

16. The method of claim 13, further comprising transmitting a geometric mapping 

between said background and said video for each frame.  

17. The method of claim 16, further comprising determining the field of view of said 

video by scene analysis.  

18. The method of claim 13, wherein said background model suppresses noise changes 

in said background of said video.  

19. The method of claim 13, further comprising compressing said video by a standard 

video codec.  

20. The method of claim 19, wherein said video codec is one of H.264, H.265, VP8, and 

VP9.  
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21. The method of claim 20, wherein said background is transmitted in an auxiliary data 

channel defined by one of H.264, H265, VP8, and VP9.  

22. The method of claim 13, wherein said background model is a parametric model.  

23. The method of claim 22, wherein said parametric model is Mixture of Gaussians 

(MOG).  

24. The method of claim 13, wherein said background model is a non-parametric model.  

25. The method of claim 24, wherein said non-parametric model is Visual Background 

Extractor (ViB).  

26. A method for simulating pan-tilt-zoom operations on a video of a scene, comprising: 

initializing a background model by determining from said video a static background 

of said scene; transmitting a background of said -scene as said background model by 

encoding said background model independently from said video, wherein said 

background model is incrementally updated, wherein said update is further encoded 

and transmitted independently from said video, and wherein a geometric mapping 

between said background and said video is transmitted for each frame; selecting one 

or more field of view of said video by scene analysis; and producing an enhanced 

video at a receiver by merging said background with said video.  

27. The method of claim 26, wherein said simulated pan-tilt-zoom operations are 

controlled at said receiver.  

28. The method of claim 26, wherein said simulated pan-tilt-zoom operations are 

controlled at a transmitter of said video.  

29. A system for transmitting a video of a scene, comprising: i) a transmitter comprising 

an outer encoder and a core encoder, wherein said outer encoder is adapted to 

receive said video and output separately a salient video and a background and 

geometry bitstream into said core encoder, wherein said core encoder is adapted to 
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output an encoded bitstream; and ii) a receiver comprising a core decoder, wherein 

said core decoder is adapted to receive said encoded bitstream and output said 

salient video.  

30. A system for transmitting a video of a scene, comprising: i) a transmitter comprising 

an outer encoder and a core encoder, wherein said outer encoder is adapted to 

receive said video and output separately a salient video and a background and 

geometry bitstream into said core encoder, wherein said core encoder is adapted to 

output an encoded bitstream; and ii) a receiver comprising a core decoder and an 

outer decoder, wherein said core decoder is adapted to receive said encoded 

bitstream and output separately said salient video and said background and geometry 

bitstream into said outer decoder, wherein said outer decoder is adapted to merge 

said salient video and said background and geometry bitstream thereby outputting an 

enhanced video of said scene.  

31. A system of claim 30, wherein said outer encoder comprises a background 

estimation unit, said background estimation unit is adapted to initialize a background 

model by determining from said video a static background of said scene, and to 

incrementally update said background model at a bitrate lower than the bitrate of 

said video.  

32. A system of claim 31, wherein said outer encoder further comprises a background 

encoder connected to said background estimation unit, said background encoder is 

adapted to encode said background model and said update independently from said 

video.  

33. A system of claim 32, wherein said background encoder comprises an entropy 

encoder, an entropy decoder, an update prediction unit, and an update storage unit.  
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34. A system of claim 33, wherein said background encoder is connected downstream to 

a bitstream multiplexer.  

35. A system of claim 34, wherein said outer encoder further comprises a saliency 

framing unit, said saliency framing unit is adapted to output a geometry bitstream 

into said bitstream multiplexer, wherein said bitstream multiplexer is adapted to 

merge said geometry bitstream and said background bitstream thereby outputting a 

background and geometry bitstream.  

36. A system of claim 35, wherein said outer encoder further comprises a downscale 

unit capable of scaling and cropping said video, said downscale unit is connected 

downstream to a noise rejection unit, said noise rejection unit is adapted to suppress 

noise in said salient video based on said background model.  

37. A system of claim 36, wherein said outer decoder further comprises i) a bitstream 

demultiplexer adapted to receive said background and geometry bitstream from said 

core encoder and to output separately said geometry bitstream and said background 

bitstream, ii) a background decoder connected to said bitstream demultiplexer and 

adapted to receive said background bitstream, and iii) a background merge unit 

connected downstream to said bitstream demultiplexer and said background 

decoder, wherein said background merge unit is adapted to receive said salient video 

from said core decoder and merge said geometry bitstream and said background 

bitstream with said salient video thereby producing an enhanced video of said scene.  

38. A system of claim 37, wherein said background decoder comprises an entropy 

decoder, an update prediction unit, and an update storage unit.  

39. A system of claim 37, wherein said outer decoder further comprises a virtual pan

tilt-zoom unit capable of receiving control input thereby producing an enhanced 

video.  
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40. A system of claim 37, wherein said core encoder is an H.264/H.265 video encoder, 

wherein said background and geometry bitstream is carried through a network 

abstraction layer of said core encoder.  

41. A system of claim 37, wherein said core decoder is an H.264/H.265 video decoder, 

wherein said background and geometry bitstream is carried through a network 

abstraction layer of said core decoder.  

42. A system of claim 37, wherein said core encoder is in a multimedia container 

format, wherein said background and geometry bitstream is carried through an 

auxiliary data channel of said core encoder.  

43. A system of claim 37, wherein said core decoder is in a multimedia container 

format, wherein said background and geometry bitstream is carried through an 

auxiliary data channel of said core decoder.  

44. A system of claim 37, wherein said core encoder is a standard video encoder, 

wherein said background and geometry bitstream is carried through an auxiliary data 

channel of said core eicoder.  

45. A system of claim 37, wherein said core decoder is a standard video decoder, 

wherein said background and geometry bitstream is carried through an auxiliary data 

channel of said core decoder.  
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