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USING OPTICAL SENSORS TO RESOLVE VEHICLE 

HEADING ISSUES 

The present application claims priority to U.S. Provisional Patent Application 

Ser. No. 62/403,364 filed on October 3, 2016, entitled: USING OPTICAL SENSORS 

FOR RESOLVING HEADING ISSUES which is incorporated by reference in its 

entirety.  

COPYRIGHT NOTICE 

[0001] A portion of the disclosure of this patent document contains material which 

is subject to copyright protection. The copyright owner has no objection to the 

facsimile reproduction by anyone of the patent document or the patent disclosure, as it 

appears in the United States Patent and Trademark Office patent file or records, but 

otherwise reserves all copyright rights whatsoever.  

TECHNICAL FIELD 

[0002] One or more implementations relate generally to using optical sensors to 

resolve vehicle heading issues.  

BACKGROUND 

[0003] An automatic steering system may steer a vehicle along a desired path. The 

steering system may use gyroscopes (gyros), accelerometers and a global navigation 

satellite system (a) to determine the location and heading of the vehicle. While steering 

along the desired path, the vehicle may need to stop. While the vehicle is stopped, the 

heading estimate will drift due to drift in the gyros.  

[0004] When the vehicle starts moving again, the automatic steering system will have 

poor steering performance until the heading and roll estimations are corrected. If the 

heading is offset, the controller will try to correct this and if the roll is offset then the 

projection from the antenna position to the ground will be offset. These offsets will 

slowly be corrected for example by an extended Kalman filter. However, until the 

offsets are corrected the vehicle will not steer as precisely and have a wiggling behavior.  
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In very low speed operations the estimation of heading is also challenged due to noisy 

and/or delayed heading information from a global navigation satellite system (GNSS).  

[0005] A typical agricultural GNSS steering control system uses GNSS positioning 

and an inertial measurement unit (IMU) for heading information or uses a dual antenna 

to calculate heading based on the position of the two antennas. Due to crabbing, such 

as on a slope, the vehicle heading is not always aligned with the direction of the course 

over ground. GNSS also requires a good line of sight to satellites. Trees, buildings, 

windmills etc. can cause the GPS position to degrade or not be available. This is 

important for farmers that need precise vehicle control systems. Products on the market 

try to solve this problem by wheel odometry, inertial navigation systems (INS) and 

getting the best out of the available GNSS even though it has degraded, such as from 

real-time kinematic (RTK) fix to RTK float, etc.  

[0006] Dual antenna systems may measure the heading and roll as long as there is 

high precision GNSS available independent of velocity. The extra antenna hardware 

however makes the system more expensive than single antenna systems. The precision 

of the heading is also limited by the length of the baseline between the two or more 

antennas and the precision of the GNSS signal. This can be a problem for certain 

vehicles, such as narrow vineyard tractors.  

[0007] Single antenna systems rely on gyros and accelerometers to measure the roll 

and yaw of the vehicle. The yaw is used together with the GNSS course over ground 

to get a good a heading of the vehicle for control of the vehicle heading. Since the 

course over ground is not the same as the heading of the vehicle due to crabbing, a 

single GNSS system will not be able to directly measure the crabbing like a dual 

antenna GNSS system.  

[0008] The roll and heading are also used for projecting the GNSS antenna position 

readings to the point on the vehicle to be controlled. Typically, the vehicle operator is 

concerned about the accuracy on the ground. The gyros and accelerometers drift over 

time and are especially affected by temperature, shocks and vibration, and depending 

on the technology and quality, also have a bias instability that is difficult to calibrate.  

These biases are compensated by the GNSS course over ground information based on 

the Doppler effect and/or low-pass filtered delta values between the last n position 
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measurements from GNSS. Both course over ground sources from GNSS are poor at 

low speed and not available at a standstill.  

[0009] As mentioned above, gyroscopes are used for navigation, guidance, and 

stabilization and/or pointing of many manned and unmanned systems designed for 

commercial, industrial, and military applications. From game controllers to 

smartphones, and from remote stabilized weapons to driverless vehicles, gyros and 

inertial measurement units (IMUs) perform a number of vital navigation, guidance, and 

positioning functions within these systems.  

[0010] With the tremendous variety of applications comes an equally wide array of 

performance grades in gyros and IMUs. Consumer grade gyros such as those used in 

video game controllers, smartphones, tablets, and automobile airbag systems exist on 

the low-end of both performance and cost. More demanding applications such as 

weapons systems, driverless vehicles, and navigation in GPS/GNSS-denied 

environments require a much higher grade of performance. The performance 

capabilities and accuracy requirements determine which technology is integrated into a 

specific system.  

[0011] Micro-electro-mechanical systems (MEMS) gyros offer smaller size and 

weight and less power consumption than other gyroscopes. MEMS are capable of 

withstanding high non-operating shock levels, and in general offer a lower cost than 

other gyro technologies. Some weaknesses of MEMS gyros and inertial systems lie in 

critical performance parameters such as higher angle random walk/noise, which is an 

extremely important performance criterion in stabilization and positioning systems. In 

addition, MEMS gyros have higher bias instability, which results in a degraded 

navigation or stabilization/pointing solution. Thermal sensitivity of MEMS gyros and 

inertial systems also impact their bias and scale factor performance. These attributes 

are important to both stabilization and navigation applications.  

SUMMARY OF THE DISCLOSURE 

[0012] Disclosed is a control system for fusing different sensor data together to 

determine an orientation of a vehicle, comprising: 

a hardware processor to: 
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receive visual heading data for the vehicle from a camera system; 

receive global navigation satellite system (GNSS) heading data from a GNSS 

system; 

receive inertial measurement unit (IMU) heading data for the vehicle from an 

IMU; 

assign weights to the visual heading data, GNSS heading data, and IMU 

heading data based on operating conditions of the vehicle that vary accuracy 

associated with the visual heading data, the GNSS heading data, and the IMU heading 

data; 

use the weighted visual heading data, weighted GNSS heading data, and 

weighted IMU heading data to determine a heading of the vehicle; 

monitor a speed of the vehicle; 

assign lower weights to the GNSS heading data when the vehicle is stopped or 

traveling at a speed below a given value; 

assign higher weights to the GNSS heading data when the vehicle is traveling 

at a speed above the given value; 

stop using one or more of the visual heading data, GNSS heading data, and 

IMU heading data that drop below associated threshold values to determine the 

heading of the vehicle; and 

use the remaining ones of the visual heading data, GNSS heading data, and 

IMU heading data, to steer the vehicle.  

[0013] Also disclosed is a computer system for calculating a heading of a vehicle, 

the computer system comprising: 

a processor; and 

memory coupled to the processor and storing a set of instructions that, 

when executed by the processor, cause the computer system to: 

receive visual heading data for the vehicle from a camera system; 

receive global navigation satellite system (GNSS) heading data from a GNSS 

system; 

receive inertial measurement unit (IMU) heading data from an IMU; 

monitor operating conditions of the vehicle that reduce reliability of one or 

more of the visual heading data, GNSS heading data, and IMU heading data; 
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use different combinations and weightings of the visual heading data, GNSS 

heading data, and IMU heading data to determine a heading of the vehicle and 

compensate for the operating conditions that reduce the reliability of the visual 

heading data, GNSS heading data, and IMU heading data; 

generate a frequency signal that varies based on a speed of the vehicle; 

input the frequency signal into a complimentary low pass filter and 

high pass filter; 

input the GNSS heading data into the low pass filter; 

input the visual heading data into the high pass filter; and 

use a fused heading output from the complimentary low pass filter and 

high pass filter to determine the vehicle heading 

stop using at least one of the visual heading data, GNSS heading data, 

and IMU heading data to determine the heading of the vehicle when the associated 

weighting drops below a threshold value; and 

use remaining ones of the visual heading data, GNSS heading data, and 

IMU heading data, to steer the vehicle.  

[0014] Also disclosed is a computer system for calculating a heading of a vehicle, 

the computer system comprising a processing device operable to: 

receive visual heading data for the vehicle from a camera system; 

receive global navigation satellite system (GNSS) heading data from a GNSS 

system; 

generate a first frequency signal that varies based on a speed of the vehicle; 

input the frequency signal into a first low pass filter and high pass filter; 

input the GNSS heading data into the first low pass filter; 

input the visual heading data into the first high pass filter; 

generate a fused heading from the first low pass and high pass filter; 

receive inertial measurement unit (IMU) heading data from an IMU; 

generate a second frequency signal based on a drift rate time constant 

associated with the IMU; 

input the second frequency signal into a second low pass and high pass filter; 

input the fused heading into the second low pass filter; 

input the IMU heading data into the second high pass filter; 
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use an output of the second low pass and high pass filter to determine the 

heading of the vehicle; and 

use the output of the second low pass and high pass filter to steer the vehicle.  

BRIEF DESCRIPTION OF THE DRAWINGS 

[0015] The included drawings are for illustrative purposes and serve to provide 

examples of possible structures and operations for the disclosed inventive systems, 

apparatus, methods and computer-readable storage media. These drawings in no way 

limit any changes in form and detail that may be made by one skilled in the art without 

departing from the spirit and scope of the disclosed implementations.  

[0016] Figure 1 is a side view of a vehicle that includes visual, GNSS, and IMU 

sensors.  

[0017] Figure 2 is a top view of the vehicle that includes visual, GNSS, and IMU 

sensors.  

[0018] Figure 3 shows different vehicle headings.  

[0019] Figure 4 shows an example fusion orientation system.  

[0020] Figure 5 shows an example process used by the fusion orientation system of 

FIG. 4.  

[0021] Figure 6 shows an example steering control system that uses the fusion 

orientation system of FIG. 4.  

[0022] Figure 7 shows example complementary filters used by the fusion system.  

[0023] Figure 8 shows additional complementary filters used by the fusion system.  

[0024] Figure 9 shows an example Kalman filter used by the fusion system.  

[0025] Figure 10 shows how the fusion system may select different heading 

measurement data.  
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[0026] Figure 11 shows how the fusion system may use cascaded complementary 

filters.  

[0027] Figure 12 shows how the fusion system may use complementary filters in 

combination with a Kalman filter.  

[0028] Figure 13 shows how the fusion system may correct the vision heading data 

based on a previously traveled vehicle path.  

[0029] Figure 14 shows how the fusion system may realign visual heading data with 

a GNSS heading data.  

[0030] Figure 15 shows how the fusion system may use a Kalman filter realign visual 

heading data.  

DETAILED DESCRIPTION 

[0031] FIG. 1 is a side view and FIG. 2 is a top view of a vehicle 50. Vehicle 50 

includes a steering control system 100 that solves the problem of poor heading after a 

standstill start/stop, low speed and/or poor GNSS. Steering control system 100 includes 

a camera system that uses one or more cameras 102 to solve the problem of losing 

GNSS vehicle heading information during a standstill. Cameras 102 identify features 

104 in a field of view 106 and continuously tracks features 104 to maintain a heading 

of vehicle 50 without drifting.  

[0032] The explanation below may refer to GNSS and global positioning systems 

(GPS) interchangeably and both refer to any locating system, such as a satellite or 

cellular positioning system, that provides a latitude and longitude and/or a position 

relative to true north.  

[0033] In one example, camera 102 is mounted in the front top center of the cabin of 

vehicle 50. Camera 102 is looking forward and has a relatively wide field of view to 

view features 104 close to vehicle 50 and on the horizon. In other examples, cameras 

102 are located inside of the vehicle cabin and/or on a front end of vehicle 50. Of 

course, cameras 102 may be located in any other location of vehicle 50.  
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[0034] Cameras 106 do not necessarily have to look forward. Cameras 106 also may 

look to the side or backwards of vehicle 50. Cameras 106 could also operate as a 

surround view or 360 degree view and could also include an omnidirectional camera 

that takes a 360 degree view image.  

[0035] Control system 100 may operate algorithms that calculate the pose and 

trajectory of cameras 106 by chronologically analyzing images in scenes or frames.  

These algorithms process the captured images in chronological order and track 

movements of the images from one frame to a next frame. Based on the tracked 

movement of the images, or sparse features in the images, the change in both position 

and orientation of camera 102 can be determined from image to image. The image 

movements tracked by camera 102 are used by a control algorithm in control system 

100 in combination with GNSS positions from GNSS 108 and IMU turn rates and 

accelerations from IMU 110 for determining a heading and position of vehicle 50 that 

are then used for steering vehicle 50.  

[0036] One example algorithm used for calculating the pose and trajectory of a 

camera is described in U.S. Patent No. 8,155,870 which is incorporated by reference in 

its entirety. Other algorithms may only output orientation and not pose.  

[0037] A sensor may include a camera 102 in combination with a three-dimensional 

(3D) sensor so tracked features 104 are also localized in 3D by a direct measurement.  

Control system 100 can also detect vehicle orientation and pose based on a single 

camera 102 providing monocular visual odometry that uses special initialization based 

on assumptions about the scene to solve scale problems.  

[0038] Monocular camera measurements of features 104 are relative. An absolute 

scale value can be obtained by control system 100 making certain assumptions about 

the scene, such as a planar scene, to recover the scale or alternatively use known points 

in 3D for recovering scale. The 3D sensors may include integrated stereo cameras, 

radar, LIDAR, or any other 3D sensor. Control system 100 also may calculate the 

orientation and pose of vehicle 50 based on a 3D sensor alone without an additional 

camera 102. However, for agricultural fields a combination of camera 102 and a 3D 

sensor may provide more accurate vehicle orientation and pose measurements.  
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[0039] Control system 100 may also use visual odometry to create a map of the area, 

often referred to as simultaneous localization and mapping (SLAM). Optical sensors, 

such as camera 102 can localize when placed in the map at a later time. This map may 

be geographically located with GNSS when available from GNSS 108. Visual features 

104 may be stored in a map based on GNSS. In one example, the map is stored online 

for easy updating by the different vehicles working in the field.  

[0040] Visual odometry may drift as a function of primarily distance travelled. If a 

location in the map is revisited, control system 100 may use a loop closure operation to 

optimize the map and reduce drift. Control system 100 also may reduce drift by using 

GNSS readings when available to give absolute inputs for the map creation process.  

[0041] The created map may include a pointcloud map with 3D points presenting the 

3D structure of the environment. This is a popular method for laser based systems. For 

camera based systems, control system 100 may augment the map position information 

with image information, such as feature descriptions, that allow a more robust tracking 

from image to image and also provide better re-localization in the map.  

[0042] Thus, control system 100 may generate the vehicle pose from either a visual 

odometry solution and/or a SLAM solution. As mentioned above, visual odometry and 

SLAM are known to those skilled in the art and are therefore calculating vehicle 

orientation and pose based on odometry or SLAM are not described in further detail.  

Fusion of vision with IMU and GNSS 

[0043] FIG. 3 shows reference directions for a moving vehicle. Vehicle 50 may have 

a heading 130. However, do to physical circumstances, such as the slope of a hill, 

vehicle 50 may travel along a different path referred to as course over ground 134. The 

angle between vehicle heading 130 and course over ground heading is referred to as the 

crab angle 132. Course over ground 134 is also referred to as the velocity heading 136.  

[0044] Vision data from camera 102 may provide a relative position, relative 

orientation, relative course over ground, and speed in a vehicle coordinate frame.  

Known vision algorithms also may deliver confidence values associated with the vision 
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based position, orientation, course over ground, and speed estimations. The vision data 

from camera 102 may drift primarily based on a distance travelled by vehicle 50.  

[0045] The GNSS 108 provides GNSS data that may provide an absolute position, 

speed and course over ground 134 in a north-east coordinate frame. The speed and 

course over ground provided by GNSS 108 is typically noisy at low vehicle speeds.  

IMU 110 provides pitch, roll and yaw rates and accelerations. The integration of turn 

rates measured by IMU 110 typically drift over time.  

[0046] FIG. 4 is a block diagram explaining how vision data 140 from optical camera 

102 is fused with GNSS data 142 from GNSS 108 and IMU data 144 from IMU 110.  

Control system 100 also may operational data 146 associated with vehicle 50. For 

example, operational data 146 may include the vehicle speed from a speedometer or 

calculated from GNSS 142 or camera system 102. Operational data 146 also may 

include a distance of vehicle travel and a time of vehicle travel.  

[0047] Control system 100 operates a fusion orientation algorithm 146 that uses 

vision data 140, GNSS data 142, and IMU data 144 to more accurately calculate the 

heading and/or location of vehicle 50 after a standstill start/stop, low speed and/or poor 

GNSS. The description below may refer to heading and orientation interchangeably.  

Any reference to calculating vehicle heading below also may include calculating the 

vehicle position.  

[0048] FIG. 5 shows in more detail the fusion operations performed by the steering 

control system. Referring to FIGS. 4 and 5, in operation 150A, control system 100 

may receive vision data 140 from camera 106, GNSS data 142 from GNSS 108, and 

IMU data 144 from IMU 110. In operation 150B, control system 100 receives speed 

data 146 from a vehicle speedometer or from any of sensors 102, 108, and/or 110.  

[0049] Control system 100 assigns weights to vision data 140, GNSS data 142, and 

IMU data 144 in operations 150C, 150D, and 150E, respectively, based on vehicle 

operating parameters. For example, control system 100 in operation 15OC may assign 

vision data 140 a 100% weighting when vehicle 50 is at a standstill and assign vision 

data 140 a higher weight at low vehicle speeds.  
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[0050] Control system 100 in operation 150C may further weight vision data 140 

based on a confidence factor coming from a vision tracking algorithm applied to vision 

data 140. In other words, control system 100 may weight vision data 140 based on a 

reliability factor determined by vision tracking algorithms. As explained above, vision 

tracking algorithms that calculate vision tracking reliability are known to those skilled 

in the art and is therefore not explained in further detail.  

[0051] In operation 150D, control system 100 may assign a higher weight to GNSS 

heading, speed, and course over ground data 142 when vehicle 50 travels at higher 

speeds. Control system 100 in operation 150 may assign lower weightings to GNSS 

data 142 at slower vehicle speeds and assign a zero weighting when the vehicle is 

stopped.  

[0052] The different sensor data especially from vision and GNSS might already 

come with a noise characteristic in form of e.g. a covariance matrix. Ideally each sensor 

would already provide a noise characteristic that included the speed dependency. In 

this ideal case the Kalman filter could just fuse directly without any further weighting 

scheme. This kind of information is however often not provided to the user of a GNSS 

system.  

[0053] In operation 150E, control system 100 may assign a higher weight to IMU 

data 144 when vehicle 50 is traveling as higher speeds. This may account for the less 

noise and drift that GNSS and IMU data may have at higher vehicle speeds and shorter 

time periods, respectively.  

[0054] In operation 150F, control system 100 fuses together the weighted data from 

sensors 102, 108, and 144 to provide an improved estimate of the vehicle orientation 

(heading). Fusion orientation 146 in FIG. 4 weights and blends together data from 

camera sensor 102, GNSS sensor 108, and IMU sensor 110 to mitigate the problems 

with each individual sensor source. For example, fusion operation 146 mitigates the 

increased noise and uncertainty in single antenna GPS velocity heading measurements 

at reduced vehicle speeds and/or mitigates the increased drift and uncertainty in IMU 

yaw angle estimates associated with integrating inertial rate measurements with time.  
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[0055] FIG. 6 shows one example control system used for steering a vehicle based 

on the fused sensor data described above. An operator may enter a desired path 160 

into control system 100. Control system 100 may include controllers Ki, K2, and K3 

for controlling different characteristics of vehicle 50, sensors 140-144, and valve 

steering controller 168, respectively. For example, controller Ki may control a heading 

control loop, controller K2 may control a heading control loop, and controller K3 may 

control a curvature control loop. Feedback control systems that include gain control 

coefficients Ki, K2, and K3 are known to those skilled in the art and is therefore not 

described in further detail.  

[0056] Desired path 160 is fed through model controllers Ki, K2, and K3 and then 

into a hydraulic valve steering system 168 for that steers vehicle 50. Desired vehicle 

path 160 is compared with a projected position 170 of vehicle 50. The difference is fed 

back into controller Ki.  

[0057] Vision data 140, GNSS data 142, and IMU data 144 from sensors 102, 142, 

and 144 is fused together as described above and further below by fusion operation 146 

and compared with the output from controller Ki. The difference of the comparison is 

feed into controller K2. The output from valve steering system 168 is fed back and 

compared with the output of controller K2. The output of controller K3 are then fed 

back into valve steering 168 for steering vehicle 50.  

[0058] The fused heading data output from fusion operation 146 allows control 

system 100 to project more accurate positions 170 of vehicle 50 and more accurately 

steer vehicle 50. The scheme used by fusion operation 146 can be accomplished with 

a number of different algorithms or combinations of algorithms, such as, but not limited 

to, Kalman filtering and complementary filtering.  

[0059] FIG. 7 shows one example scheme for fusing GNSS data 142 and visual 

heading data 140 using a complementary filter with the filter cross-over frequencies 

scheduled with speed. A speed to frequency mapping operation 180 may convert the 

speed of vehicle 50 into a frequency signal. For example, mapping 180 may apply a 

weighting to a vehicle speed identified in the GPS data to generate a frequency value.  

The GPS heading data 142 is into a low pass filter 182 and visual heading data 140 is 

feed into a high pass filter 184.  
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[0060] As mentioned above, GPS velocity heading information 142 becomes less 

reliable at slower speeds and requires more low-pass filtering. When vehicle 50 is 

stationary or traveling at very low speeds, GPS data 142 does not provide accurate 

heading information and is completely filtered by low pass filter 182. At lower speeds, 

less GPS heading data 142 is provided from low pass filter 182 and more visual heading 

data 140 is provided from high pass filter 184. At higher speeds, less visual heading 

data 140 is provided from high pass filter 184 and more GPS heading data 142 is 

provided from low pass filter 182.  

[0061] Visual heading data 140 does not give an absolute heading (relative to north) 

but can provide strong heading change information, even when the vehicle is stationary.  

The GPS velocity heading data 142 can provide absolute (i.e. relative to north) 

information while the visual heading data 140 can provide strong heading change 

information.  

[0062] As the speed of vehicle 50 drops towards zero, the frequency from mapping 

operation 180 decreases in complementary filters 182 and 184 until fused heading 186 

fully relies on visual heading data 140. As the speed of vehicle 50 increases, the cross

over frequency from frequency mapping operation 180 increases causing fused heading 

186 to rely more on the now stronger GPS heading information 142.  

[0063] FIG. 8 shows how fusion operation 146 may generate a fused heading 198.  

Fused heading 186 derived in FIG. 7 is fed into a low pass filter 194. A gyroscope yaw 

rate from IMU data 144 is fed into an integrator 192 to produce a yaw angle. The yaw 

angle is fed into a high pass filter 196.  

[0064] Inertial sensor data 144 is a useful source of high rate heading rate 

measurements. However, heading estimates from integrating the inertial rate 

measurements in integration 192 suffer from drift due to accumulation of small errors 

in the heading rate measurements. This drift needs to be constrained with absolute 

heading measurements. When only GPS heading measurements are used as a source 

of heading corrections, no heading information can be obtained when the vehicle is 

stationary, in this condition the heading estimates fully rely on the inertial information 

144 so the heading estimates will drift.  
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[0065] Complementary filters 194 and 196 handle this data fusion. Fused heading 

186 from the complementary filters fusing GPS and visual headings in FIG. 7 provide 

the absolute heading reference. The absolute heading reference is then used to constrain 

the drift from integrating the gyro heading rate information 144. The absolute heading 

reference 186 can be used even when vehicle 50 is stationary, due to the complementary 

information obtained from the different visual and GNSS heading information. For 

example, complementary filters 194 and 196 may filter out the low frequency IMU data 

144 with less inaccurate information due to low frequency drift and may filter less of 

the high frequency IMU data 144 which is more accurate.  

[0066] FIG. 9 shows how a Kalman filter 200 is used for fusing GPS heading data 

142 and visual heading data 140 with IMU measurement data 144. Kalman filter 200 

may include a prediction stage that uses the IMU measurements 144 to predict a next 

forward vehicle heading 206. Kalman filter 200 may include an update stage 202 that 

uses GPS heading 142 and visual heading 140 to constrain the drift in IMU data 144.  

[0067] Kalman filter 200 may fuse heading measurements 140, 142, and 144 at the 

same time with each measurement weighted according to an estimated uncertainty 

around the measurement. This allows Kalman filter 200 to internally correct a current 

internal heading estimate using the best available sensor source to produce an overall 

improved estimate.  

[0068] As explained above, the estimated uncertainty of GPS heading measurements 

142 may be based on the speed of vehicle 50. The estimated uncertainty of visual 

heading data 140 may be constant relative to speed but may vary over time or distance.  

[0069] FIG. 10 shows another technique for determining heading where GPS and 

visual measurements are not fused together. GPS heading measurement data 142 and 

visual heading measurement data are both fed into a switching operation 210 performed 

by fusion orientation operation 146. Switching operation 210 also receives a current 

vehicle speed.  

[0070] Instead of combining heading measurements 140 and 142, switching 

operation 210 selects one of measurements 142 or 140 with a current lowest uncertainty 

(highest certainty). For example, at low speeds or stationary conditions, switching 

14



operation 210 may select visual heading measurements 140 for determining the vehicle 

heading. At higher speeds, switching operation 210 may select GPS heading 

measurements 142 for determining the vehicle heading.  

[0071] FIG. 11 shows a cascaded fusion operation. GPS heading measurement data 

142 and visual heading measurement data 140 is fed into the complimentary low pass 

and high pass filters 182 and 184, respectively, as previously shown in FIG. 7. The 

fused heading data 186 from complimentary filters 182 and 184 and IMU measurement 

data 144 are fed into complimentary low pass and high pass filters 194 and 196, 

respectively, shown in FIG. 8. The cascaded complimentary filtering fuses all of the 

different sensor heading data 140-144 together into a fused heading 198.  

[0072] FIG. 12 shows an example complementary filter cascaded with a Kalman 

filter. As shown above in FIG. 11, GPS heading measurement data 142 and visual 

heading measurement data is fused together by complementary filters 182 and 184. The 

output of complementary filters 182, 184 is fed into Kalman filter 200 and IMU 

measurement data 144 is fed into Kalman filter 200. Kalman filter 200 then estimates 

the vehicle heading and/or other vehicle states based on fused GPS measurement data 

142, visual measurement data 140, and IMU measurement data 144.  

Initialization 

[0073] In a normal speed range above 0.5 to 1.0 km/h the GNSS derived course over 

ground can be used to initialize the system similar to initialization of the IMU. Since 

the GNSS course over ground is noisy at low speed below approximately 1.0 km/h, 

control system 100 may not be able to initialize the heading directly from GNSS data.  

Control system 100 may use GNSS heading data stored for a previous driven path to 

align the vehicle heading with the course over ground and the true north heading.  

[0074] FIG. 13 shows how control system 100 may align a vision path to a GNSS 

path after a path history length. GNSS 108 may detect a vehicle POS over a path 210 

indicated with X's and camera 102 may detect a vehicle pos and orientation over a path 

212 indicated by circles with arrows.  
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[0075] Control system 100 may initialize and align the relative vision heading 

indicated bypath 212 to the north GNSS heading indicated bypath 210. Forexample, 

a polynomial or spline function 214 is fitted to a previous traveled distance, such as the 

last 10 meters driven by vehicle 50. Polynomial or spline function 214 provides robust 

information about the course over ground traveled by vehicle 50 even at low speed.  

Based on the GNSS course over ground 210 and a possible crab angle determined by 

visual data from camera 102, control system 100 estimates and corrects a bias on vision 

heading 212. The vision bias may be frequently updated to avoid big jumps in the 

vision measurements.  

[0076] In one example, visual heading measurements 212 are produced relative to 

some initial heading condition while GPS velocity heading measurements 210 are 

relative to absolute north. In order to use visual measurements 212 when GPS velocity 

heading measurements 210 are unavailable, control system 100 aligns visual heading 

210 and true north. The true north alignment is also updated to account for any accrued 

visual drift while vehicle 50 is in operation.  

[0077] Control system 100 may use the visual data to determine the crab angle 

between GNSS path 210 and an actual course over ground path of vehicle 50. Control 

system 100 may also assume no crab angle for appropriate vehicle types and when 

appropriate operating conditions are met. Control system 100 also may measure crab 

angle using a sensor that measures the velocity of the vehicle in the body frame 

compared with the velocity of the vehicle in the GPS frame.  

[0078] Control system 100 derives GPS velocity heading measurements 210 from 

the motion of the GNSS antenna 108 attached to vehicle 50. Control system 100 derives 

visual heading measurements 212 based on the orientation vehicle 50 is facing. These 

two angles (vehicle heading vs velocity heading) do not need to be the same. For 

example, vehicle 50 might not be traveling in the direction it is facing. A clear example 

of this is when vehicle 50 is traveling in reverse. While traveling in reverse, vehicle 

heading and velocity heading measurements are 180 degrees away from each other. A 

less serve case would be when vehicle 50 is side-slipping due to vehicle under or over

steer in a turn or has a crab angle due to the slope of the terrain.  
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[0079] Control system 100 uses the crab angle to align visual heading measurements 

212 with the GPS measurements 210. It is possible to measure this sideslip angle by 

estimating the velocity vector of the direction of motion relative to the vehicle frame 

(i.e. motion direction of the camera). In another example, control system may use an 

assumption about the motion such as a zero side-slip condition. Once determined, 

control system 100 may use the sideslip angle to align visual heading measurements 

212 with GPS velocity heading measurements 210.  

[0080] FIG. 14 shows how control system 100 estimates the GPS course heading 

based on a time history of GPS positions. Control system 100 may not be able to use 

GPS velocity heading 220 at low speeds due to the amount of noise on the 

measurements. Visual heading data 222 must first be aligned with GNSS data 220. In 

other words, both GNSS heading data 220 and visual heading data 222 are operating in 

a same north-east frame of reference.  

[0081] Control system 100 may use a Kalman filter that stores a history of previous 

headings and positions of vehicle 50. The Kalman filter than combines the heading and 

position history data with the crab angle derived from the visual data 222 to determine 

a visual heading alignment offset 224 between GNSS data 220 and visual data 222.  

[0082] Once the visual to GPS alignment is determined, control system 100 

continuously corrects the visual heading measurements 222 based on the alignment 

offset 224. Control system 100 then uses the corrected/aligned visual heading 

measurement 222 in-place of GPS measurements 220 when the GPS measurements 220 

are unavailable.  

[0083] FIG. 15 shows how a Kalman filter is used to estimate vehicle heading from 

GPS and visual measurements. A GPS velocity heading 142A and a GPS position 

heading 142B from the GNSS sensor 108 are input into Kalman filter 200. A visual 

heading 140 from camera 102 and a body crab angle 234 determined from visual data 

140 are also input into Kalman filter 200. Kalman filter 200 generates the heading 230 

as described above.  

[0084] Internally Kalman filter 200 can estimate the visual to GPS alignment 232 

when both GNSS 108 and camera 102 measurements sources are available. The top 
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block in FIG. 15 shows a GPS and visual mode where both GPS measurement data 142 

and visual measurement data 140 is available and used by Kalman filter 200 to 

determine heading 230. Kalman filter 200 at the same time also uses crab angle 234 to 

determine alignment 232 that aligns visual heading 140 with GPS heading 142.  

[0085] The bottom block in FIG. 15 shows a visual only mode where GPS heading 

data 142 is no longer available when the vehicle is stopped or operating at a very slow 

speed, such as less than 1 km/h. If GPS measurements 142 become unreliable, Kalman 

filter 200 can use the last estimated alignment 232 with visual heading measurements 

140 to keep heading estimate 230 constrained.  

[0086] The camera system described above allows the vehicle to continue auto 

steering with high precision even if GNSS is lost for a shorter period of time. This is 

especially relevant on headlands where there is often a tree line that can block the view 

to the satellites. With automatic turning on the headland it is desired to have good 

positioning also on the headland. The control system may use visual data 140 in 

combination with SLAM for a field and compare items identified in the map with 

visually detected features to eliminate the drift problem.  

[0087] Items causing blockage or causing multipath of GNSS data is often high 

obstructions like buildings, trees, windmills, power line towers, etc. These obstructions 

are also very good visual landmarks that are different from other visual features in the 

field. A field is often driven in the same path year after year. This is also a benefit for 

the system since the visual features will most often need to be recognized from similar 

directions.  

[0088] Some of the operations described above may be implemented in software and 

other operations may be implemented in hardware. One or more of the operations, 

processes, or methods described herein may be performed by an apparatus, device, or 

system similar to those as described herein and with reference to the illustrated figures.  

[0089] "Computer-readable storage medium" (or alternatively, "machine-readable 

storage medium") used in control system 100 may include any type of memory, as well 

as new technologies that may arise in the future, as long as they may be capable of 

storing digital information in the nature of a computer program or other data, at least 
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temporarily, in such a manner that the stored information may be "read" by an 

appropriate processing device. The term "computer-readable" may not be limited to 

the historical usage of "computer" to imply a complete mainframe, mini-computer, 

desktop, wireless device, or even a laptop computer. Rather, "computer-readable" may 

comprise storage medium that may be readable by a processor, processing device, or 

any computing system. Such media may be any available media that may be locally 

and/or remotely accessible by a computer or processor, and may include volatile and 

non-volatile media, and removable and non-removable media.  

[0090] Examples of systems, apparatus, computer-readable storage media, and 

methods are provided solely to add context and aid in the understanding of the disclosed 

implementations. It will thus be apparent to one skilled in the art that the disclosed 

implementations may be practiced without some or all of the specific details provided.  

In other instances, certain process or methods also referred to herein as "blocks," have 

not been described in detail in order to avoid unnecessarily obscuring the disclosed 

implementations. Other implementations and applications also are possible, and as 

such, the following examples should not be taken as definitive or limiting either in 

scope or setting.  

[0091] References have been made to accompanying drawings, which form a part of 

the description and in which are shown, by way of illustration, specific 

implementations. Although these disclosed implementations are described in sufficient 

detail to enable one skilled in the art to practice the implementations, it is to be 

understood that these examples are not limiting, such that other implementations may 

be used and changes may be made to the disclosed implementations without departing 

from their spirit and scope. For example, the blocks of the methods shown and 

described are not necessarily performed in the order indicated in some other 

implementations. Additionally, in other implementations, the disclosed methods may 

include more or fewer blocks than are described. As another example, some blocks 

described herein as separate blocks may be combined in some other implementations.  

Conversely, what may be described herein as a single block may be implemented in 

multiple blocks in some other implementations. Additionally, the conjunction "or" is 

intended herein in the inclusive sense where appropriate unless otherwise indicated; 

19



that is, the phrase "A, B or C is intended to include the possibilities of "A," "1B," "C," 

"A and B," "B and C," "A and C and "A, B and C." 

[0092] Having described and illustrated the principles of a preferred embodiment, it 

should be apparent that the embodiments may be modified in arrangement and detail 

without departing from such principles. Claim is made to all modifications and 

variation coming within the spirit and scope of the following claims.  

[0093] Throughout this specification and the claims which follow, unless the context 

requires otherwise, the word "comprise", and variations such as "comprises" or 

"comprising", will be understood to imply the inclusion of a stated integer or step or 

group of integers or steps but not the exclusion of any other integer or step or group of 

integers or steps.  

[0094] The reference in this specification to any prior publication (or information 

derived from it), or to any matter which is known, is not, and should not be taken as, an 

acknowledgement or admission or any form of suggestion that that prior publication (or 

information derived from it) or known matter forms part of the common general 

knowledge in the field of endeavour to which this specification relates.  
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CLAIMS 

1. A control system for fusing different sensor data together to determine an 

orientation of a vehicle, comprising: 

a hardware processor to: 

receive visual heading data for the vehicle from a camera system; 

receive global navigation satellite system (GNSS) heading data from a GNSS 

system; 

receive inertial measurement unit (IMU) heading data for the vehicle from an 

IMU; 

assign weights to the visual heading data, GNSS heading data, and IMU 

heading data based on operating conditions of the vehicle that vary accuracy 

associated with the visual heading data, the GNSS heading data, and the IMU heading 

data; 

use the weighted visual heading data, weighted GNSS heading data, and 

weighted IMU heading data to determine a heading of the vehicle; 

monitor a speed of the vehicle; 

assign lower weights to the GNSS heading data when the vehicle is stopped or 

traveling at a speed below a given value; 

assign higher weights to the GNSS heading data when the vehicle is traveling 

at a speed above the given value; 

stop using one or more of the visual heading data, GNSS heading data, and 

IMU heading data that drop below associated threshold values to determine the 

heading of the vehicle; and 

use the remaining ones of the visual heading data, GNSS heading data, and 

IMU heading data, to steer the vehicle.  

2. The system of claim 1, wherein the hardware processor is further configured 

to: 

receive visual position data for the vehicle from the camera system; 

receive GNSS position data from the GNSS system; 

assign weights to the visual position data and the GNSS position data based on 

the operating conditions of the vehicle; and 
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use the weighted visual position data and the weighted GNSS position data to 

determine a position of the vehicle.  

3. The system of claim 1 or 2, wherein the hardware processor is further 

configured to: 

assign higher weights to the visual heading data when the vehicle is stopped or 

traveling at a speed below a given value; and 

assign lower weights to the visual heading data when the vehicle is traveling at 

a speed above the given value.  

4. The system of claim 3, wherein the hardware processor is further configured 

to: 

assign a zero weight to the GNSS heading data and only use the visual heading 

data to determine the heading of the vehicle when the vehicle is stopped.  

5. The system of any one of the preceding claims, wherein the hardware 

processor is further configured to: 

continuously generate visual drift corrections between the visual heading data 

and the GNSS heading data when the GNSS heading data is available; 

monitor a distance traveled by the vehicle; 

assign lower weights to the visual heading data as the vehicle travels longer 

distances between the visual drift corrections; and 

use the visual heading data without any assigned weights to determine the 

heading of the vehicle when the GNSS heading data is not available.  

6. The system of any one of the preceding claims, wherein the hardware 

processor is further configured to: 

identify a drift rate for the IMU; and 

assign a weight to the IMU heading data based the drift rate.  

7. The system of any one of the preceding claims, wherein the hardware 

processor is further configured to: 

estimate a bias of the IMU based on the visual heading data; and 
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calibrate the IMU based on the estimated bias.  

8. The system of any one of the preceding claims, wherein the hardware 

processor is further configured to align the heading of the vehicle relative to a true 

north based on a previous travelled path of the vehicle.  

9. The system of any one of the preceding claims, wherein the hardware 

processor is further configured to initialize and update the heading of the vehicle 

based on a map with stored visual features that the camera system recognizes and uses 

for generating the visual heading data.  

10. The system of any one of the preceding claims, wherein the hardware 

processor is further configured to estimate a drift in the visual heading data by 

continuously analyzing a previous portion of a path travelled by the vehicle.  

11. A computer system for calculating a heading of a vehicle, the computer 

system comprising: 

a processor; and 

memory coupled to the processor and storing a set of instructions that, when 

executed by the processor, cause the computer system to: 

receive visual heading data for the vehicle from a camera system; 

receive global navigation satellite system (GNSS) heading data from a GNSS 

system; 

receive inertial measurement unit (IMU) heading data from an IMU; 

monitor operating conditions of the vehicle that reduce reliability of one or 

more of the visual heading data, GNSS heading data, and IMU heading data; 

use different combinations and weightings of the visual heading data, GNSS 

heading data, and IMU heading data to determine a heading of the vehicle and 

compensate for the operating conditions that reduce the reliability of the visual 

heading data, GNSS heading data, and IMU heading data; 

generate a frequency signal that varies based on a speed of the vehicle; 

input the frequency signal into a complimentary low pass filter and high pass 

filter; 
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input the GNSS heading data into the low pass filter; 

input the visual heading data into the high pass filter; and 

use a fused heading output from the complimentary low pass filter and high 

pass filter to determine the vehicle heading 

stop using at least one of the visual heading data, GNSS heading data, and 

IMU heading data to determine the heading of the vehicle when the associated 

weighting drops below a threshold value; and 

use remaining ones of the visual heading data, GNSS heading data, and IMU 

heading data, to steer the vehicle.  

12. The computer system of claim 11, wherein the set of instructions further cause 

the computer system to: 

generate a second frequency signal based on drift rate time constant associated 

with the IMU; 

input the second frequency signal into a second complimentary low pass filter 

and high pass filter; 

input the fused heading into the second low pass filter; 

input an integrated yaw rate from the IMU heading data into the second high 

pass filter; and 

use an output of the second complimentary low pass filter and high pass filter 

to determine the vehicle heading.  

13. The computer system of claim 11, wherein the set of instructions further cause 

the computer system to: 

input the fused heading into a Kalman filter; 

input the IMU heading data into the Kalman filter; and 

use the Kalman filter to determine the vehicle heading based on the fused 

heading and the IMU heading data.  

14. The computer system of claim 11, wherein the set of instructions further cause 

the computer system to: 

input the GNSS heading data, the visual heading data, and the IMU heading 

data into a Kalman filter; and 
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use the Kalman filter to determine the vehicle heading based on the GNSS 

heading data, the visual heading data, and the IMU heading data.  

15. The computer system of claim 14, wherein the set of instructions further cause 

the computer system to use the Kalman filter to align the visual heading data with the 

GNSS heading data.  

16. The computer system of claim 15, wherein the set of instructions further cause 

the computer system to use the Kalman filter to determine the heading of the vehicle 

based only on the aligned visual heading data when the GNSS heading data is 

unavailable or inaccurate.  

17. A computer system for calculating a heading of a vehicle, the computer system 

comprising a processing device operable to: 

receive visual heading data for the vehicle from a camera system; 

receive global navigation satellite system (GNSS) heading data from a GNSS 

system; 

generate a first frequency signal that varies based on a speed of the vehicle; 

input the frequency signal into a first low pass filter and high pass filter; 

input the GNSS heading data into the first low pass filter; 

input the visual heading data into the first high pass filter; 

generate a fused heading from the first low pass and high pass filter; 

receive inertial measurement unit (IMU) heading data from an IMU; 

generate a second frequency signal based on a drift rate time constant 

associated with the IMU; 

input the second frequency signal into a second low pass and high pass filter; 

input the fused heading into the second low pass filter; 

input the IMU heading data into the second high pass filter; 

use an output of the second low pass and high pass filter to determine the 

heading of the vehicle; and 

use the output of the second low pass and high pass filter to steer the vehicle.  
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