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COMPUTER AIDED SYSTEMS AND METHODS FOR CREATING CUSTOM
PRODUCTS

INCORPORATION BY REFERENCE TO ANY PRIORITY APPLICATIONS

[0001] Any and all applications for which a foreign or domestic priority claim is
identified in the Application Data Sheet as filed with the present application are hereby
incorporated by reference under 1 CFR 1.57.

BACKGROUND
[0002] The present invention is generally related to computer aided design and
manufacture of custom products.

Description of the Related Art

[0003] Computer-Aided Design (CAD) systems are conventionally used to design
articles of manufacture. However, such conventional CAD systems often have overly difficult
to use user interfaces, do not adequately ensure compliance with manufacturing processes, and
do not provide adequate mechanisms for a manufacturer to provide flexibility for users to
customize articles of manufacture.

SUMMARY

[0004] The following presents a simplified summary of one or more aspects in
order to provide a basic understanding of such aspects. This summary is not an extensive
overview of all contemplated aspects, and is intended to neither identify key or critical
elements of all aspects nor delineate the scope of any or all aspects. Its sole purpose is to
present some concepts of one or more aspects in a simplified form as a prelude to the more
detailed description that is presented later.

[0005] A computer-aided design system enables physical articles to be customized
via printing or embroidering and enables digital content to be customized and electronically
shared. A user interface may be generated that includes an image of a model of an article of
manufacture and user customizable design areas. Customization permissions associated with a
selected design area are accessed. User provided content to be used in customizing a design
area may be analyzed in real time to determine if it complies with one or more rules. A neural

network may be used to perform such analysis. If the user provided content satisfies a
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corresponding rule, manufacturing instructions and a design file may be transmitted to a
printing system. Optionally, the user provided content may be analyzed at a later time, in batch
mode (e.g. based on the availability of computer resources, such as when computer processing,
memory, and/or network bandwidth are typically at a low utilization level).

[0006] A computer-aided design system enables digital content to be customized
and enables customized digital content to be customized and electronically shared. A user
interface may be generated that includes an image of digital content and associated user
customizable design areas. Customization permissions associated with a selected design area
are accessed. User provided content to be used in customizing a design area may be analyzed
in real time to determine if it complies with one or more rules. A neural network may be used
to perform such analysis. If the user provided content satisfies a corresponding rule, the
customized digital content may be electronically shared.

[0007] An aspect of the disclosure relates to a computer-aided design (CAD)
computer system comprising: a computing device; a network interface; a non-transitory data
media configured to store instructions that when executed by the computing device, cause the
computing device to perform operations comprising: provide for display on a terminal of a first
user a collections user interface enabling a first user to specify a plurality of sets of content
item collections; provide for display on the terminal of the first user a product selection user
interface enabling a first user to select a product image from a library of product images with
which sets of content item collections may be associated; receive from the first user, via the
product selection interface, a selection of an image of a first product from the library of product
images; provide, for display on the terminal of the first user, a design customization user
interface enabling the first user to define a first template comprising a plurality of design areas
for use in product customization; enable the first user to define the first template using a design
customization user interface by: assigning a plurality of sets of content to a given defined
design area; specifying one or more exceptions indicating at least two content items in the
plurality of sets of content which may not be used together; add the first template to an online
catalog accessible by a plurality of end users, wherein the first template is configured to be
used by end users to customize one or more products, including at least the first product; enable
a first end user interface to be displayed on an end user device comprising a touch screen;

detect a user selection of the first product via the first end user interface; cause a first image of
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the first product to be displayed by the end user device; detect a user touch of a first design
area; determine which sets of content items are associated with the first design area; cause a
first swipeable menu of content items from the sets of content items associated with the first
design area to be displayed via the touch screen; detect a user touch of a first content item from
the first swipeable menu of content items from the sets of content items associated with the
first design area; enable the first content item to be displayed in the first design area; detect a
user touch of a second design area; determine which sets of content items are associated with
the second design area; access exception records associated with the first content item; using
the accessed exception records, determine which content items in the sets of content items
associated with the second design area cannot be used with the first content item in the first
design area; cause a second swipeable menu of content items from the sets of content items
associated with the second design area to be displayed via the touch screen, wherein the second
swipeable menu is configured to indicate content items in the sets of content items associated
with the second design area that cannot be used with the first content item in the first design
area; detect a user touch of a second content item from the second swipeable menu of content
items from the sets of content items associated with the second design area; determine whether
the second content item can be used; based on a determination that the second content item can
be used, enable the second content item to be displayed in the second design area; and cause
the first content and the second content item, to be printed or embroidered on a physical
instance of the first product at respective locations corresponding to the first design area and
the second design area.

[0008] An aspect of the disclosure relates to a computer-aided design (CAD)
computer system comprising: a computing device; a network interface; a non-transitory data
media configured to store instructions that when executed by the computing device, cause the
computing device to perform operations comprising: enable a design customization user
interface to be rendered on a display associated with a first user, the design customization user
interface configured to enable the first user to define a first template comprising a plurality of
design areas for use in product customization, wherein the design customization user interface
is configured to enable the first user to: assign at least one set of content to a given defined
design area; specify one or more exceptions indicating at least two content items in the at least

one set of content which may not be used together; enable the first template to be accessible
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by users via respective user devices, wherein the first template is configured to be used by
users to customize one or more products; enable a first user interface to be displayed on a user
device; enable detection of a selection of a first product via the first user interface, the first
product associated with the first template; enable a first image of the first product to be
displayed by the user device; enable detection of a selection of a first area of the displayed first
product; enable a determination as to which sets of content items are associated with the first
design area of the displayed first product; enable a first menu of content items from the sets of
content items associated with the first design area to be displayed; enable detection of a
selection of a first content item from the first menu of content items; enable the first content
item to be displayed in the first design area; enable detection of a selection of a second design
area; enable determination as to which sets of content items are associated with the second
design area; enable exception records associated with the first content item to be accessed;
enable, via use of the exception data, a determination as to which content items in the sets of
content items associated with the second design area are proscribed from being used with the
first content item in the first design area; enable a second menu of content items from the sets
of content items associated with the second design area to be displayed, wherein the second
menu is configured to indicate content items in the sets of content items associated with the
second design area that are proscribed from being used with the first content item in the first
design area; enable a detection of a selection of a second content item from the second menu
of content items from the sets of content items associated with the second design area; enable
a determination to be made as to whether the second content item can be used; based on a
determination that the second content item can be used, enable the second content item to be
displayed in the second design area; and enable the first content and the second content item
to be printed or embroidered on a physical instance of the first product at respective locations
corresponding to the first design area and the second design area.

[0009] An aspect of the disclosure relates to a computer implemented method, the
method comprising: enabling a design customization user interface to be rendered on a display
associated with a first user, the design customization user interface configured to enable the
first user to define a first template comprising a plurality of design areas for use in product
customization, wherein the design customization user interface is configured to enable the first

user to: assign one or more sets of content to a given defined design area of a product; specify
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one or more exceptions indicating at least two content items in the one or more sets of content
which may not be used together; enabling the first template to be included in an online catalog
accessible by a plurality of users, wherein the first template is configured to be used by users
to customize one or more products; enabling a first user interface to be displayed on an user
device; enabling detection of a selection of a first product via the first user interface; enabling
a first image of the first product to be displayed by the user device; enabling detection of a
selection of a first area of the displayed first product; enabling a determination as to which sets
of content items are associated with the first design area of the displayed first product; enabling
a first menu of content items from the sets of content items associated with the first design area
to be displayed; enabling detection of a selection of a first content item from the first menu of
content items; enabling the first content item to be displayed in the first design area; enabling
exception data associated with the first content item to be accessed, that exception data
indicating content items that are proscribed from being used in conjunction with the first
content item; enabling detection of a selection of a second design area; enabling determination
as to which sets of content items are associated with the second design area; enabling a second
menu of content items from the sets of content items associated with the second design area to
be displayed, wherein the second menu is configured to indicate, using the exception data,
content items in the sets of content items associated with the second design area that are
proscribed from being used with the first content item in the first design area; enabling a
detection of a selection of a second content item from the second menu of content items from
the sets of content items associated with the second design area; and enabling the first content
and the second content item to be printed or embroidered on a physical instance of the first
product at respective locations corresponding to the first design area and the second design
area.

[0010] An aspect of the disclosure relates to non-transitory data media configured
to store instructions that when executed by a computing device, cause the computing device to
perform operations comprising: enabling a design customization user interface to be rendered
on a display associated with a first user, the design customization user interface configured to
enable the first user to define a first template comprising a plurality of design areas for use in
object customization, wherein the design customization user interface is configured to enable

the first user to: assign one or more sets of content to a given defined design area of an object;
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specify one or more exceptions indicating at least two content items in the one or more sets of
content which may not be used together; enabling the first template to be included in an online
catalog accessible by a plurality of users, wherein the first template is configured to be used
by users to customize one or more objects; enabling a first user interface to be displayed on an
user device; enabling detection of a selection of a first object via the first user interface;
enabling a first image of the first object to be displayed by the user device; enabling detection
of a selection of a first area of the displayed first object; enabling a determination as to which
sets of content items are associated with the first design area of the displayed first object;
enabling a first menu of content items from the sets of content items associated with the first
design area to be displayed; enabling detection of a selection of a first content item from the
first menu of content items; enabling the first content item to be displayed in the first design
area; enabling exception data associated with the first content item to be accessed, that
exception data indicating content items that are proscribed from being used in conjunction with
the first content item; enabling detection of a selection of a second design area; enabling
determination as to which sets of content items are associated with the second design area;
enabling a second menu of content items from the sets of content items associated with the
second design area to be displayed, wherein the second menu is configured to indicate, using
the exception data, content items in the sets of content items associated with the second design
area that are proscribed from being used with the first content item in the first design area;
enabling a detection of a selection of a second content item from the second menu of content
items from the sets of content items associated with the second design area; and enabling the
first content and the second content item to be rendered on an instance of the first object at
respective locations corresponding to the first design area and the second design area.

[0011] An aspect of the disclosure relates to a computer implemented method, the
method comprising: enabling a design customization user interface to be rendered on a display
associated with a first user, the design customization user interface configured to enable the
first user to define a first template comprising a plurality of design areas for use in object
customization, wherein the design customization user interface is configured to enable the first
user to: assign one or more sets of content to a given defined design area of an object; specify
one or more exceptions indicating at least two content items in the one or more sets of content

which may not be used together; enabling the first template to be included in an online catalog



WO 2020/106905 PCT/US2019/062506

accessible by a plurality of users, wherein the first template is configured to be used by users
to customize one or more objects; enabling a first user interface to be displayed on an user
device; enabling detection of a selection of a first object via the first user interface; enabling a
first image of the first object to be displayed by the user device; enabling detection of a
selection of a first area of the displayed first object; enabling a determination as to which sets
of content items are associated with the first design area of the displayed first object; enabling
a first menu of content items from the sets of content items associated with the first design area
to be displayed; enabling detection of a selection of a first content item from the first menu of
content items; enabling the first content item to be displayed in the first design area; enabling
exception data associated with the first content item to be accessed, that exception data
indicating content items that are proscribed from being used in conjunction with the first
content item; enabling detection of a selection of a second design area; enabling determination
as to which sets of content items are associated with the second design area; enabling a second
menu of content items from the sets of content items associated with the second design area to
be displayed, wherein the second menu is configured to indicate, using the exception data,
content items in the sets of content items associated with the second design area that are
proscribed from being used with the first content item in the first design area; enabling a
detection of a selection of a second content item from the second menu of content items from
the sets of content items associated with the second design area; and enabling the first content
and the second content item to be rendered on an instance of the first object at respective
locations corresponding to the first design area and the second design area.

[0012] An aspect of the present disclosure relates to a computer-aided design
(CAD) computer system comprising: a computing device; a network interface; a non-transitory
data media configured to store instructions that when executed by the computing device, cause
the computing device to perform operations comprising: provide for display on a terminal of a
first user a product selection user interface enabling a first user to select a product image;
receive over a network using the network interface, from the first user, a selection of an image
of a first product via the product selection interface; provide, for display on the terminal of the
first user, a design customization user interface enabling the first user to define a first template
for use in product customization; enable the first user to define the first template using a design

customization user interface by: associating one or more sets of content to a first area of the
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first product; indicating for at least a second area of the first product whether an end user is
permitted to add end user provided content to the second area, and in response to the first user
indicating that the end user is permitted to add end user provided content to the second area
causing: a moderation user interface to be rendered comprising a moderation stage control and
amoderation type control, wherein the moderation stage control enables the first user to specify
at what stage of end user customization of the first product moderation is to be performed, and
where the moderation type control enables the first user to specify permitted customization
image types and/or prohibited customization image types with respect to end user provided
content; an alignment interface to be rendered comprising a reference selector, a match face
size control, and a match eye level control, wherein the reference selector enables the first user
to specify an area of the first product whose content is to be used as a reference with respect to
performing one or more alignment operations of end user provided content designated for the
second area, the alignment operations comprising a face size matching operation and/or an eye
level alignment operation specified by the first user via the alignment interface; receive a
definition of the first template, the definition of the first template including at least a first image
associated with the first area, an indication that an end user is permitted to add end user
provided content to the second area, a moderation stage specification, a moderation type
specification, and an alignment specification; add the first template to an online catalog
accessible by a plurality of end users, wherein the first template is configured to be used by
end users in customizing at least the first product; enable a depiction of the first product to be
displayed by an end user device via a customization user interface in association with a visual
indication that the second area of the first product is customizable by an end user; enable the
end user to provide a first item of content comprising a second image; at the specified
moderation state, enable a neural network to determine if the second image satisfies the
moderation type specification; enable the second image to be automatically cropped in
accordance with the alignment specification; enable the automatically cropped second image
to be displayed in the second area of the first product on the end user device via the
customization user interface; at least partly in response to determining that the second image
satisfies the moderation type specification, enable the automatically cropped second image to

be printed or embroidered on a physical instance of the first product at the second area.



WO 2020/106905 PCT/US2019/062506

[0013] An aspect of the present disclosure relates to a computer system comprising:
a computing device; a non-transitory data media configured to store instructions that when
executed by the computing device, cause the computing device to perform operations
comprising: enable a depiction of a first item to be displayed by an end user device via a
customization user interface with a first template image displayed in a first area of the first
item and in association with a visual indication that a second area of the first item is
customizable by an end user; enable the end user to provide a first element of content
comprising a second image; access moderation rules associated with the second area; enable a
trained artificial intelligence engine to determine if the second image satisfies the accessed
moderation rules; enable the second image to be displayed in the second area of the depicted
first item on the end user device via the customization user interface; at least partly in response
to determining that the second image satisfies the moderation rules, enable the second image
to be printed or embroidered on a physical instance of the first item at the second area and/or
an image of the first item to be electronic shared, with the first template image in the first area
and the second image in the second area.

[0014] An aspect of the present disclosure relates to a computer-implemented
method, comprising: enabling, by a computer system comprising one or more processing
devices, a depiction of a first item to be displayed by an end user device via a customization
user interface with a first template image displayed in a first area of the first item and in
association with a visual indication that a second area of the first item is customizable by an
end user; enabling, using the computer system, the end user to provide a first item of content
comprising a second image; accessing, using the computer system, alignment rules associated
with the second area; enabling, using the computer system, the second image to be
automatically cropped in accordance with the accessed alignment rules; enabling, using the
computer system, the automatically cropped second image to be displayed in the second area
of the first item on the end user device via the customization user interface; and enabling the
automatically cropped second image to be printed or embroidered on a physical instance of the
first item at the second area and/or an image of the first item to be electronic shared, with the
first image in the first area and the automatically cropped second image in the second area.

[0015] An aspect of the present disclosure relates to a system, such as a computer-

aided design (CAD) computer system, comprising: a computing device; a network interface; a
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non-transitory data media configured to store instructions that when executed by the computing
device, cause the computing device to perform operations comprising: provide for display on
a terminal of a first user a product selection user interface enabling a first user to select a
product image; receive over a network using the network interface, from the first user, a
selection of an image of a first product via the product selection interface; provide, for display
on the terminal of the first user, a design customization user interface enabling the first user to
define a first template for use in product customization; enable the first user to define the first
template using a design customization user interface by: associating at least a first item of
content to a first area of the first product; indicating for at least a second area of the first product
whether an end user is permitted to add end user provided content to the second area, specifying
color characteristics associated with the second area; enable a depiction of the first product to
be displayed by an end user device via a customization user interface; enable the end user to
provide a second item of content comprising a second image; process the second image to
correspond to the specified color characteristics associated with the second area; enable the
processed second image to be printed or embroidered on a physical instance of the first product
at the second area.

[0016] An aspect of the present disclosure relates to a computer-implemented
method, comprising: enabling, by a computer system comprising one or more processing
devices, a depiction of a first item to be displayed by an end user device via a customization
user interface with a first template image displayed in a first area of the first item and in
association with an indication that at least a second area of the first item is customizable by an
end user; enabling, using the computer system, the end user to provide a first item of content
comprising a second image; accessing, using the computer system, a rule associated with at
least the second area, where the rule indicates that the end user-provided content for the second
area is to have at least a first characteristic that corresponds to a characteristic of a reference
image; enabling, using the computer system, the second image to be automatically processed
in accordance with the accessed rule; enabling, using the computer system, the second image,
automatically processed in accordance with the accessed rule, to be displayed in the second
area of the first item on the end user device via the customization user interface; and enabling
the second image, automatically processed in accordance with the accessed rule, to be printed

or embroidered on a physical instance of the first item at the second area and/or an image of
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the first item to be electronic shared, with the first template image in the first area and the
automatically processed second image in the second area.

[0017] An aspect of the present disclosure relates to a computer system comprising:
a computing device; a non-transitory data media configured to store instructions that when
executed by the computing device, cause the computing device to perform operations
comprising: enable a depiction of a first item to be displayed by an end user device via a
customization user interface with a first template image displayed in a first area of a first item;
enable the end user to provide a first item of content comprising a second image; access a rule
associated with at least the second area, where the rule indicates that the end user-provided
content for the second area is to have at least a first characteristic that corresponds to a
characteristic of a reference image; enable the second image to be automatically processed in
accordance with the accessed rule; enable the second image, automatically processed in
accordance with the accessed rule, to be displayed in the second area of the first item on the
end user device via the customization user interface; and enable the second image,
automatically processed in accordance with the accessed rule, to be printed or embroidered on
a physical instance of the first item at the second area and/or an image of the first item to be
electronic shared, with the first template image in the first area and the automatically processed
second image in the second area.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] Embodiments will now be described with reference to the drawings
summarized below. Throughout the drawings, reference numbers may be re-used to indicate
correspondence between referenced elements. The drawings are provided to illustrate example
embodiments described herein and are not intended to limit the scope of the disclosure.

[0019] Figure 1A is a block diagram illustrating an example embodiment of an
operating environment.

[0020] Figure 1B is a block diagram illustrating an embodiment of example
components of a computing system capable of providing product customization services.

[0021] Figures 2A-3Y, 4A-4YYY illustrate example user interfaces.

[0022] Figures 5SA-14B illustrate example operations.

[0023] Figure 15 illustrates an example user interface.

[0024] Figures 16A-16M illustrate addition example user interfaces.
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[0025] Figures 17-21 illustrate example processes.

[0026] Figure 22 illustrates an example analytics dashboard.

[0027] Figures 23A-23C illustrate additional example analytics interfaces.

[0028] Figures 24 A-24K illustrate additional example user interfaces.

[0029] Figures 25-29B illustrate additional example processes.

[0030] Figure 30A-30F illustrate the states of an auto-cropping/alignment
technique.

[0031] Figures 31A-32C illustrate additional example user interfaces.

[0032] Figures 33A-33B illustrate additional example processes.

[0033] Figures 34 A1-34F illustrate example user interfaces.

DESCRIPTION

[0034] Systems and methods are described that provide computer aided design of
customized items. Non-limiting examples of such items may include t-shirts, hoodies, shirts,
jackets, dresses, pants, glasses, phone cases, laptop skins, backpacks, laptop cases, tablet cases,
hairbands, wristbands, jewelry, 3D printed objects, and the like. Techniques, processes and
user interfaces are disclosed that enable more efficient and accurate generation, editing, and
printing or embroidering of design elements. Because the resulting customized items will more
closely reflect user-desired customizations, there may be less wastage of materials (e.g., item
fabric, ink, etc.), as there will be fewer defective customized items.

[0035] An aspect of the disclosure relates to computer aided design (CAD) systems
and methods that enable an item (e.g., a product) provider to submit (e.g., via an upload or by
providing a link) one or more images of the item (e.g., a photograph or graphic image of the
front, back, left side, right side, top view, bottom view, and/or interior view of the item) and/or
portions of the item (e.g., left sleeve, right sleeve, shoe lace, strap, etc.) for posting to an online
interactive catalog of one or more items. A further aspect of the disclosure relates to systems
and methods adapted to enable an item provider to define certain customization options for
users and define certain areas of the item which may or may not be customized by users. For
example, optionally an item provider may specify the types of customizations described herein.
An item provider may be an item seller, manufacturer, a branding entity (e.g., a celebrity or

brand name licensor), or a collaboration initiator. A collaboration initiator may be a user that
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is also be an end user (item purchaser/recipient) but that has initiated an end user customization
collaboration for an item of an item seller, manufacturer, or branding entity.

[0036] An example CAD system may provide a user interface including a design
area and a set of tools via which a product provider can specify and/or apply design elements
(e.g., text, image, and/or a graphic design elements) to a product, specify areas to which an end
user may specify design elements to be applied (e.g., printed or embroidered), specify
permitted end user modifications to a design element originally specified by the product
provider (that the system may perform in response to an end user request), and/or specify
permitted design element types and characteristics that the system may apply to the product in
response to an end user request.

[0037] A design element may be in the form of a template. Templates, including
image templates, text templates, and templates that include both image(s) and text may be
presented to an end-user to provide the end-user with a starting point for customization, thereby
simplifying the customization process. A template, by way of example, may include text, a
digital sticker (e.g., a licensed cartoon character image), a logo, an image of a person, etc. A
template may be editable by the end-user in accordance with item provider and/or template
provider restrictions. For example, as discussed further elsewhere herein, a user interface may
be provided via which an item provider may specify which colors in a given image can or
cannot be changed. By way of further example, a user interface may be provided via which an
item provider may specify which portions of an image may or may not be edited. By way of
still further example, a user interface may be provided via which an item provider may specify
design element size change restrictions (e.g., a maximum and/or a minimum height or width),
restrict adding one or more specified colors to a design element, restrict changes to design
element orientation (e.g., maximum and/or minimum rotation angle), restrict changes to text
content (e.g., prevent changes to one or more words in a text design element), restrict changes
to a design template height/width ratio, restrict changes to one or more fonts, restrict the use
of one or more effects (e.g., text curvature effects, 3D effects, etc.), and/or the like. By way of
yet further example, a user interface may be provided via which a user may specify
placement/movement restrictions for templates, images and/or text. By way of further

example, a user interface may be provided via which a user may specify that certain text and/or
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image notifications (e.g., copyright notices, trademark notices) or logos may not be removed
and/or altered.

[0038] By way of illustration, if a sports team is offering a template (e.g., the team
logo on a background) which may be added to an item, the sports team may want to permit an
end-user to change the background color but not the color of the logo itself, which may be in
the official team colors. Thus, the sports team may specify that the color corresponding to the
team color (e.g., purple) may not be changed but other colors in the template may be changed.
By way of further example, a user interface may permit an item provider to specify that portion
of a template that corresponds to a person (e.g., an athlete, performer, celebrity, etc.), cannot
be deleted by an end user but that other portions of the template may be deleted. By way of
yet further example, a user interface may permit an item provider to specify that an end-user
may distort (e.g., by changing a height to width ratio) certain templates, such as logos or
cartoon characters, but may not distort specified other templates (e.g., a template that includes
an image of an athlete, performer, celebrity, etc.).

[0039] Optionally, one or more of the systems and processes described herein may
be configured to enable a user (e.g., a product provider, an intellectual property licensor (e.g.,
licensing a cartoon character, a logo, a brand name, etc.), someone acting on behalf of the
product provider or licensor such as the system operator, etc.) to specify a palette of colors
(e.g., solid colors, or patterns, such a plaid, stripped, rainbow, etc.), assets, content (e.g., text,
graphic, image content), fonts, and/or special effects, that may be utilized by other users (e.g.,
end users, licensees, etc.) in customizing a product or in customizing a design element (e.g., a
sticker, a template, or a portion thereof).

[0040] By way of example, a user can define a restricted content palette (e.g., text
and/or image content) from which an end user may select when customizing a product or a
design element being applied to the product. Additionally, a menu of available colors may be
provided from which the user may select to define a restricted color palette from which an end
user may select when customizing a product or a design element being applied to the product.

[0041] By way of further example, a menu of available design assets may be
provided from which the user may select to define a restricted asset palette from which an end
user may select when customizing a product or a design element being applied to the product.

By way of yet further example, a menu of available of fonts may be provided from which the
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user may select to define a restricted font palette from which an end user may select when
customizing a product or a design element being applied to the product. By way of further
example, a menu of available of text effects may be provided from which the user may select
to define a restricted text effects palette from which an end user may select when customizing
a product or a design element being applied to the product. Optionally, a user may require end
users to use certain restricted palettes (e.g., fonts) in performing certain types of corresponding
customizations and enable end users to select any customizations of certain types (e.g., colors)
utilizing the full menu made available by the system.

[0042] Optionally, the user may be able specify, via a corresponding user interface,
different restricted palettes for different products, product types (e.g., t-shirt, hoodie, backpack,
phone case, 3D printed objects made with a 3D printer (e.g., a rapid prototyping printer), etc.),
and/or design elements. By way of illustration, the user may be able to define a first restricted
palette for a first jacket and a second restricted palette for a second jacket. By way of further
example, the user may be able to define a first restricted palette to be used for t-shirts, and a
second restricted palette to be used for backpacks. By way of yet further example, the user
may be able to define a first restricted palette to be used for a first template, and a second
restricted palette to be used for a second template. By way of still further example, the user
may be able to define a first restricted palette to be used for a first “sticker” (an item of text,
an image, etc.), and a second restricted palette to be used for a second “sticker”.

[0043] Optionally, palettes (e.g., color, font, effect, etc.) associated with one design
element item (e.g., a default asset, text, image, etc.) may be automatically associated with other
design element items added to a design element palette.

[0044] While certain examples herein reference creating a restricted palette for a
particular product or design element, a restricted palette may be defined for an online “store”
(and products and design elements provided by the store) as a whole. For example, for a given
online store or product provider, an operator may be able to specify that users (e.g., end users)
may only be permitted to utilize certain colors, text, graphics, images, fonts, and/or effects to
customize the store’s or other product provider’s products. Thus, even if a restricted palette is
not defined for a specific product or design element, the end user may still be restricted to using

only the palettes specified by the store in customizing the product.
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[0045] By way of yet further example, if the item is a sports team jersey, a template
may include the team logo, a player name, and a player number. The item provider may specify
via a user interface that the team logo may not be edited in any manner, but that an end-user
may edit the content of the player name and the player number.

[0046] By way of further example, if a template includes multiple words, a user
interface may enable the item provider to specify that a specific words or words in the template
may be edited by an end user, but that the text content of other words in the template may not
be edited by an end user.

[0047] The system may store the restrictions/permissions in a text or non-text file
in association with the corresponding template.

[0048] Optionally, the CAD system further comprises collaboration tools that
enable end users to collaborate with each other and/or the product provider on customizations
for a given product. By way of illustrative example, a collaboration initiator may be a member
of a class or grade in an educational institution. The collaboration initiator may specify certain
design features of a product, such as a shirt. For example, the collaboration initiator may
specify that the phrase “Class of 2027 Acme School of the Plastic Arts” is to be printed on the
back of a shirt, and may provide permission (via a user interface) to a first class member to
specify design elements for a left sleeve of the shirt, and provide permission to a second class
member to specify design elements for a right sleeve of the shirt.

[0049] CAD tools may be provided that enable a user to specify a product color for
the entire product or for corresponding portions of the product. By way of illustration, if the
product is a jacket, the tools may enable the provider to specify that the jacket exterior is red
and that the jacket interior is black. By way of further example, the tools may be enable the
provider to specify different colors for each sleeve, the product body, hood, muff, zipper, cord,
ete.

[0050] The CAD system may provide tools that enable a user (e.g., an item/product
provider) to specify one or more design element areas in which a respective design element
may be applied. For example, a tool may be provided which enables a user to draw a bounding
shape on a product, such as a hoodie jacket, which designates an area of the product as an area

to which a design element may be added.

-16-



WO 2020/106905 PCT/US2019/062506

[0051] As similarly discussed above, the CAD system may provide tools that
enable a user to specify which colors are to be applied to a specific design element and/or
which colors may be applied any design element added by a user to a specified design area. A
tool may further be provided that enables the user to specify that a given design element may
incorporate only certain designated colors (e.g., gold and blue) and/or that the design element
may not incorporate certain designated colors (e.g., grey and white). By way of illustration,
an item provider may not want to permit colors to be applied that will not be adequately visible
against the background color of the product. By way of further illustration, if the product has
a gray exterior, white and gray design elements may not have sufficient contrast to be
adequately visible. By way of still further illustration, certain types of clothing (e.g., a running
jacket) may be safer and otherwise more functional with brighter or more reflective colors, and
so the item provider may specify that certain design areas (e.g., the sleeves, the zipper area,
etc.) may only be certain bright colors and/or may specify that certain dark colors (e.g., black,
navy blue) may not be used on such design areas. By way of yet further example, the item
provider may feel that certain colors will clash with colors of certain design elements specified
by the item provider, and so may specify that such clashing colors may not be used in certain
design areas, or on the product as a whole. By way of further example, the item provider may
specify a maximum amount of rotation for a design element.

[0052] The design element and/or design element area may be associated with one
or more specified dimensions (e.g., height and/or width, diameter, etc.). The dimensions may
be specified using a bounding tool (e.g., that enables a user to graphically draw a boundary of
a design element area) or via a numerical entry (e.g., via a field that enables the user to specify
a height or width in units, such as inches and centimeters).

[0053] Where a design element includes text and/or design element area permits
the addition of text, a user interface may be provided via which the item provider may specify
one or more fonts for the text (e.g., Times New Roman, Times New Roman Italic, Arial, Arial
Narrow, etc.) and/or specify one or more fonts that may not be used for the text. The design
element and/or design element area may also be associated with formatting instructions (e.g.,
none, left justified, right justified, center justified, top left justified, top right justified, top
center justified, bottom left justified, bottom right justified, bottom center justified, concave

arc, concave high arc, concave low arc, convex arc, convex high arc, convex low arc, wave,
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shadow, rotate, make 3D, make vertical, etc.). The item provider may provide, via a user
interface, restrictions on which formatting instructions may be used for different design
elements and/or different design areas.

[0054] Access to certain functions, such as a given function disclosed herein, of the
CAD system may be limited to certain types of users. For example, optionally only users
having an item provider account are provided with tools to define design areas that an end user
may modify and corresponding permissions and restrictions.

[0055] Certain aspects of the disclosure will now be discussed with reference to the
figures.

[0056] An example system architecture that may be utilized to provide computer
aided design and manufacturing services will now be discussed with reference to Figure 1A.
In the illustrated embodiment a computer aided design (CAD) system 102 may be hosted on
one or more servers. The CAD system 102 may be cloud-based and may be accessed by one
or more client terminals 110, 112 (e.g., associated with an item provider or end user) and item
provider terminals 105a-105n over a network 114 (e.g., the Internet, Ethernet, or other wide
area or local area network). Client terminals may be able to share software applications,
computing resources, and data storage provided by the CAD system 102.

[0057] The client terminals may be in the form of a desktop computer, laptop
computer, tablet computer, mobile phone, smart television, dedicated CAD terminal, or other
computing device. A client terminal may include user input and output devices, such a displays
(touch or non-touch displays), speakers, microphones, trackpads, mice, pen input, printers,
haptic feedback devices, cameras, and the like. A client terminal may include wireless and/or
wired network interfaces via which the client terminal may communicate with the CAD system
102 over one or more networks. A client terminal may optionally include a local data store
that may store CAD designs which may also be stored on, and synchronized with, a cloud data
store.

[0058] User interfaces described herein are optionally configured to present edits
(e.g., edits to images, text, item colors, or the like) in real time as applied to an item to ensure
enhanced accuracy, reduce the possibility of user error, and so make the customization process
more efficient. The user interfaces may present controls and renderings to further ease the

specification of customization permissions by item providers, and to ease customizations of

-18-



WO 2020/106905 PCT/US2019/062506

items by end users. Optionally, a version of the user interfaces described herein may be
enhanced for use with a small screen (e.g., 4 to 8 inches diagonal), such as that of a mobile
phone or small tablet computer. For example, the orientation of the controls may be relatively
more vertical rather than horizontal to reflect the height/width ratio of typical mobile device
display. Further, the user interfaces may utilize contextual controls that are displayed in
response to an inferred user desire, rather than displaying a large number of tiny controls at the
same time (which would make them hard to select or manipulate using a finger). For example,
if a user touches an image template in a template gallery, it may be inferred that the user wants
to add the image template to a previously selected item design area and to then edit the image
template, and so the selected image template may be automatically rendered in real time on the
selected item design area on a model/image of a product in association with permitted edit
tools.

[0059] Further, optionally user interfaces may enable a user to expand or shrink a
design element using a multi-touch zoom gesture (where the user touches the screen with two
fingers and moves the fingers apart) or a multi-touch pinch gesture (where the user touches the
screen with two fingers and moves the fingers together) to further ease editing of a design
element and ease specification of a design area or editing restrictions. Optionally, a user
interface may enable a user to resize a design element using a one finger icon drag/pull.

[0060] Optionally, a resizing control may be provided which enables the user to
quickly resize a design element to an appropriate size. For example, if an existing design
element is sized for a shirt pocket, the resizing control may enable the user to instruct the
system to automatically resize the design element for another selected area, such as a chest
area or a sleeve area.

[0061] Optionally, user interfaces may be configured to respond to a user swipe
gesture (e.g., a left or a right swipe gesture using one or more fingers) by replacing a currently
displayed design element (e.g., a template) on an item model with another design element (e.g.,
another template in a set of templates). Optionally, if a user has edited a first design element
and then used a swipe gesture to replace the design element with a second design element,
some or all of the edits made to the first design element (e.g., height edit, width edit, color edit,

or the like) may be automatically applied to the second design element.
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[0062] Optionally, in response to a swipe gesture (e.g., an up or down swipe
gesture) a user interface may display metadata related to the displayed item and/or item
customizations (e.g., cost, shipping time, item size, etc.) or other notifications.

[0063] Optionally, in response to a gesture (e.g., an up/down or left/right swipe)
the product on which the design element is displayed is changed. For example, if a design
element is displayed on a model of a jacket, the gesture may cause the same design element
(optionally with any user edits) to be displayed in real time on another item model (e.g., a t-
shirt or a different jacket style) in place of the original jacket model.

[0064] As will be described in greater detail herein, the CAD system 102 may
provide tools to graphically construct computer models of and to modify computer models of
products such t-shirts, hoodies, shirts, jackets, dresses, pants, glasses, phone cases, laptop
skins, backpacks, laptop cases, tablet cases, hairbands, wristbands, jewelry, and the like.

[0065] The CAD system 102 tools may include tools for specifying and/or applying
design elements (e.g., text, image, and/or a graphic design elements) to a product, specify areas
to which an end user may apply design elements, specify permitted end user modifications to
a design element and/or specify permitted design element types and characteristics that the
system may apply to the product in response to an end user request. Optionally, collaboration
tools are provided that enable users (e.g., end users, or a graphic designer and an item provider)
to collaborate with each other and/or the item provider on customizations for a given product.

[0066] The CAD system 102 may optionally generate, based on an end-user design
or design modification, corresponding order forms and/or manufacturing instructions. Some
or all of the information generated by the CAD system 102 may be provided to an
inventory/ordering system 104, a manufacturing system 106, a packing/shipping system 108,
and/or an analysis engine 114. Some are all of the foregoing systems may optionally be cloud
based. Optionally, the CAD system 102, inventory/ordering system 104, manufacturing
system 106, packing/shipping system 108, and/or analysis engine 114 may be the same system
and may be operated by the same entity, or may be separate systems operated by separate
entities.

[0067] Optionally some or all of the services provided by the CAD system 102,
inventory/ordering system 104, manufacturing system 106, packing/shipping system 108,

and/or analysis engine 114 may be accessed via one or more APIs by authorized third party
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systems. For example, a movie studio website may provide access to the services (including
some or all the user interfaces) to enable visitors of their website to use logos and images of
characters of the studio to customize physical and/or digital items. By way of further example,
a third party CAD system used to customize physical and/or digital items may access the
services to access restrictions and/or permissions (rules) specified for design elements that
users of the third party CAD system are modifying or otherwise using. For example, the third
party CAD system may generate a request for usage rules, where the request may identify the
design element that a user wishes to use (e.g., customize, combine with other content,
electronically distribute, print, etc.). The CAD system may generate a corresponding response
to the query that includes usage rules. The third party CAD system may utilize the services to
determine if a given modification or other use satisfies the rules.

[0068] The CAD system may also enable an item or content provider to specify
permitted printer-types (e.g., heat transfer vinyl, screen printing, direct to garment printing,
sublimation printing, transfer printing, 3D printing, embroidery) and/or permitted printer
models for a given item or item-type. Optionally, end users customizing an item may be able
to select a printer-type or printer model from a menu of the permitted printer-types or printer
models.

[0069] The CAD system may also enable an item or content provider to specify
permitted manufacturers for a given item or item-type. Optionally, end users customizing an
item may be able to select an item manufacturer from a menu of the permitted manufacturers.

[0070] The CAD system may also enable an item provider or content provider to
specify via a user interface that certain authentication data (e.g., date data, product code, etc.)
is to be printed on an item. For example, the manufacturing date (e.g., year, month, date, and/or
time), the printing date, and/or template creation date, may be printed on the item. In addition
or instead, a unique item serial number may be printed on the item. Optionally, the
authentication data may be encrypted or hashed, and the encrypted or hashed authentication
data may be printed on the item (e.g., as plain text, encoded as a barcode (e.g., a QR code), or
otherwise).

[0071] The CAD system 102 may optionally generate directives in the form of
manufacturing machine instructions for applying (e.g., printing or embroidering). For

example, design files may be provided that include an image file (e.g., in raster graphics file
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format, such as a portable network graphics file) and screenshots of the user customized item.
Optionally the image file may support RGB color spaces and/or non-RGB color spaces (e.g.,
CMYK color spaces). Optionally, the image file may be in SVG, PDF, GIF, Encapsulated
PostScript, AutoCAD DFX, or ADOBE ILLUSTRATOR format. Optionally, one or more
files may be compressed (e.g., losslessly compressed) and transmitted to the manufacturing
system 106 in the form of a zip file, jar file or other file format. The manufacturing system
106 may then decompress the file using an appropriate decompression module.

[0072] The CAD system 102 may enable multiple users to collaborate on a design
via their respective terminals, optionally in real time. As noted above, a first user may specify
different design permissions for different collaborating users. For example, a design project
leader may select an item to be designed (or to have a design modified), such as a sweatshirt.
The project leader may identify, via a collaboration set-up user interface provided by the
system 102 (directly or via an application installed on a user device) multiple other
collaborating users (e.g., by email address, mobile phone number, other communication
address, etc.). The project leader may assign, via a permissions user interface, certain
permissions to a given collaborating user, such as what design element the collaborating user
has permission to design (e.g., a right sleeve design element, a left sleeve design element, a
hood design element, a chest area design element, a muff area design element, a hood
drawstring, a zipper, stitching, etc.), and any design restrictions (e.g., color, font, formatting,
design element dimensions, rotation angle, text effects, other design restrictions discussed
herein, etc.). The system 102 may record the collaborating user identifiers, permissions, and/or
restrictions in non-volatile memory in a record associated with the design leader and/or project.

[0073] The system 102 may transmit over a network respective collaboration
invitations to respective invitee collaborator destination addresses (e.g., by email address,
mobile phone number, other communication address, etc.). A given invitation may provide a
link to the corresponding project hosted by the system 102, where the link may also uniquely
identify the invitee. Activation of the link may further cause a CAD item customization
interface to be presented displaying the corresponding item that is the subject of the project,
with the design element(s) that the invitee is permitted to customized emphasized (e.g., via
bolding, line width, text, and/or otherwise). Optionally, in addition to or instead of a link, a

unique code may be generated and provided in the invitation, wherein a user interface is
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provided to receive the code from the invitee. The system 102 may then permit a given invitee
to design the item in accordance with the invitee’s respective permissions and prohibitions.

[0074] The system 102 may generate and provide collaboration information,
indicating who added or modified a given design element, when the addition or modification
was made, and what the addition or modification was. Optionally, controls may be provided
that enable a given collaborating user to undo and redo a particular customization made by that
collaborating users (but not other users). Optionally, the project leader may be provided with
permissions to undo or redo customizations made by other collaborating users.

[0075] The inventory/ordering system 104 may receive and process an order for a
customized item, generate prices for a customized item (e.g., based on a base item price, the
number of customizations, and/or the type of customizations), maintain a user shopping cart,
and generally interact with a user ordering an item and managing the ordering process. The
inventory/ordering system 104, when receiving an order for a customized item customized
using the CAD system 102, may determine if the item being designed/modified is in stock, and
order items that are below a specified threshold (e.g., zero or some number greater than zero).

[0076] The packing/shipping system 108 may generate packing instructions to
efficiently package the items being shipped to the user. For example, the instructions may
specify package sizes and which items are to be shipped in which package. The
packing/shipping system 108 may further generate shipping labels and/or other shipping
documents.

[0077] The analysis system 118 may be configured to analyze user modifications
to design elements and/or user added or selected content (e.g., images and/or text) associated
by the user with the design elements. The analysis system 118 may be configured to receive a
query generated by the CAD system 102 that specifies one or more different feature types to
be detected. The CAD system 102 may generate the query based at least in part on rules
specified by a source of the design elements. The rules may indicate how a design element
may be modified and what content may be used in conjunction with the design element (e.g.,
overlaying the design element, or directly to one side of the design element). The analysis
system 118 may generate a likelihood indication/value as to whether a given feature type is
present. The likelihood indication/value may be provided to the CAD system 102, which may

determine, using such indication, whether or not the modification and/or associated user added
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or selected content may be used and/or shared by the user. The analysis system 118 may utilize
artificial intelligence and/or machine learning in performing text, image (e.g., using computer
vision), and/or audio analysis to determine the likelihood that given a feature type is present.
For example, the analysis system 118 may utilize a deep neural network (e.g., a convolutional
deep neural network) and/or a matching engine in performing image, text, and/or audio
analysis.

[0078] Figure 1B is a block diagram illustrating an embodiment of example
components of the CAD system 102. The example CAD system 102 includes an arrangement
of computer hardware and software components that may be used to implement aspects of the
present disclosure. Those skilled in the art will appreciate that the example components may
include more (or fewer) components than those depicted in Figure 1B.

[0079] The CAD system 102 may include one or more processing units 120 (e.g.,
a general purpose process and/or a high speed graphics processor with integrated transform,
lighting, triangle setup/clipping, and/or rendering engines), one or more network
interfaces 122, a non-transitory computer-readable medium drive 124, and an input/output
device interface 126, all of which may communicate with one another by way of one or more
communication buses. The network interface 124 may provide the CAD services with
connectivity to one or more networks or computing systems. The processing unit 120 may
thus receive information and instructions from other computing devices, systems, or services
via a network. The processing unit 120 may also communicate to and from memory 124 and
further provide output information via the input/output device interface 126. The input/output
device interface 126 may also accept input from one or more input devices, such as a keyboard,
mouse, digital pen, touch screen, microphone, camera, etc.

[0080] The memory 128 may contain computer program instructions that the
processing unit 120 may execute in order to implement one or more aspects of the present
disclosure. The memory 120 generally includes RAM, ROM (and variants thereof, such as
EEPROM) and/or other persistent or non-transitory computer-readable storage media. The
memory 120 may store an operating system 132 that provides computer program instructions
for use by the processing unit 120 in the general administration and operation of the CAD
application module 134, including it components. The memory 128 may store user accounts,

including copies of a user’s intellectual property assets (e.g., logos, brand names, photographs,
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graphics, animations, videos, sound files, stickers, tag lines, etc.) and groupings thereof (with
associated group names). Optionally, in addition or instead, the intellectual property assets are
stored remotely on a cloud based or other networked data store. The copies of the intellectual
property assets may optionally be stored in a relational database, an SQL database, a NOSQL
database, or other database type. Because the assets may include BLOBs (binary large
objects), such as videos and large images, which are difficult for conventional database to
handle, some (e.g., BLOBs) or all of the assets may be stored in files and corresponding
references may be stored in the database. The CAD application module components may
include a GUI component that generates graphical user interfaces and processes user inputs, a
design enforcement component to ensure that user designs do not violate respective
permissions/restrictions, a CAD file generator that generates data files for an inputted user
design, and/or an image generator that generates image data files for printing and/or
sewing/embroidering machines.

[0081] The printing machines may utilize, by way of example, heat transfer vinyl,
screen printing, direct to garment printing, sublimation printing, and/or transfer printing to
print design elements on an item. By way of further example, embroidery machines may be
used to embroider design elements on an item. The memory 128 may further include other
information for implementing aspects of the present disclosure. By way of further example, a
3D printer may be used to print 3D customized objects from a digital file. Optionally, a 3D
printed object may be printed using additive processes, where an object is created by laying
down successive layers of material until the object is created.

[0082] The memory 128 may include an interface module 130. The interface
module 130 can be configured to facilitate generating one or more interfaces through which a
compatible computing device, may send to, or receive from, the CAD application module 134
data and designs.

[0083] The modules or components described above may also include additional
modules or may be implemented by computing devices that may not be depicted in Figures 1A
and 1B. For example, although the interface module 130 and the CAD application module 134
are identified in Figure 1B as single modules, the modules may be implemented by two or
more modules and in a distributed manner. By way of further example, the processing unit

120 may include a general purpose processor and a graphics processing unit (GPU). The CAD
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system 102 may offload compute-intensive portions of the CAD application module 134 to the
GPU, while other code may run on the general purpose processor. The GPU may include
hundreds or thousands of core processors configured to process tasks in parallel. The GPU
may include high speed memory dedicated for graphics processing tasks. As another example,
the CAD system 102 and its components can be implemented by network servers, application
servers, database servers, combinations of the same, or the like, configured to facilitate data
transmission to and from data stores, client terminals, and third party systems via one or more
networks. Accordingly, the depictions of the modules are illustrative in nature.

[0084] Certain user interfaces will now be described with references to Figures 2A-
4E. Inputs received from a user device may be received and stored by the CAD system 102 or
other system (e.g., the inventory/ordering system 104), for example, in a database record
associated with a user, user entity (e.g., an online shop), and/or a project (e.g., a collaborative
item design). The user interfaces may be displayed on a user device display, such as a display
associated with a computing device (e.g., a smart phone, a laptop computer, a tablet computer,
a desktop computer, a virtual or augmented reality headset, etc.). The user interfaces may be
provided via a dedicated application (e.g., a phone “app”), via a website, or otherwise. The
user interfaces may be provided and/or generated by one or more of the systems described
herein (e.g., a CAD system, an ordering/inventory system, client device, etc.).

[0085] Optionally, the user interfaces (e.g., item customization user interfaces
and/or other user interfaces) and functionality described herein may be made available via a
third party website/webpage using an IFrame (Inline Frame), which is an HTML document
embedded inside another HTML document on a website, such as third party website. The
embedded user interfaces may be surrounded on one or more sides by other content, such as
branding and/or other content of one or more third parties. The Iframe may have its own
session history, distinct from the session history of the parent web page. Thus, the iFrame and
the parent webpage may each have a distinct browsing context.

[0086] In addition, if a user adds a product (customized by the user using
interactive item customization interfaces presented via the iFrame) to an electronic shopping
cart using an “add to shopping cart” control presented in the iFrame, the customized product
may appear in the same shopping cart as non-customized products added to the shopping cart

using an add to shopping cart control presented natively by the third party website (and not via
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the iFrame). For example, the iFrame code may store an order in a shopping cart cookie on the
user’s device maintained by the third party website. Optionally, the “add to shopping cart”
control presented in the iFrame may point to a handler script which will execute to add the
item to the third party website shopping cart. Optionally, the “add to shopping cart” control
may be presented outside the iFrame in the host webpage.

[0087] Figure 2A illustrates an example item creation user interface. Fields are
provided via which a user, such as an item provider (e.g., a product seller, manufacturer, a
branding entity (e.g., a celebrity or brand name licensor) can specify various item
characteristics. For example, a field is provided configured to receive an item name from a
user. A menu of predefined item categories is provided via which the user can select a
respective item category (e.g., t-shirt, sweat shirt, hat, outerwear, shorts, jeans, pants,
accessories, backpack, phone case, etc.). A description field is provided configured to receive
free form text (e.g., tags corresponding to the item or a sequence of text describing the item).
A size field is provided via which the user can specify one or more sizes that the user intends
to make the item available in. Color fields are provided via which the user can specify one or
more solid and/or non-solid colors that the user intends to make the item available in.

[0088] A “sides” field is provided via which the user can specify the sides of the
item (e.g., front, back, right, left, top, and/or bottom) for which images are to be presented to
end-users. A default field is provided via which the user can specify which side image is to be
presented as a default when an end-user accesses an item detail page (e.g., an interactive online
catalog page) corresponding to the item or to be presented in search results provided in
response to a user product search.

[0089] The image may be a two dimensional or three-dimensional model (where
the surface of a depicted item is rendered in three dimensions).

[0090] For example, a three-dimensional model of an item may utilize points in
three-dimensional space, connected by triangles, lines, curved surfaces, or the like. Texture
mapping may be utilized to define surfaces of the 3D model. The 3D model may be a solid
model or a boundary model (which may be constructed using a mesh).

[0091] Optionally, the model may be provided using WebGL (Web Graphics
Library) which utilizes a JavaScript API (which may be used with HTMLS) to render an

interactive 3D or 2D graphic. The interactive 3D model may enable the user to spin the model,
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rotate the model in any direction, scale the model in or out, add text or graphics to the model,
and/or animate the model. For example, a user interface may enable the user to manipulate the
model via touch or via discrete spin, rotate, scale controls. By way of illustrative example, if
the item is a jacket, the image of the jacket may be a 3D image of the jacket in a worn state, as
if draped over a torso. For example, the front of the jacket may be curved as if conforming to
a human chest. Optionally, the image of the jacket or other item may be continuously rotated
around an axis (e.g., a vertical or horizontal axis) when presented to the user so that the user
can view the front, back, left and rights sides. By way of further example, if the item is a hat,
the front of the hat may be curved, and the bill of the hat may project outwards. A design
element (e.g., text and/or an image) may be configured to appear curved when applied to a
curved portion of a 3D model.

[0092] By way of further illustrative example, if the item is a shoe, the model of
the shoe may be animated to demonstrate how the shoe flexes when being worn and used to
run.

[0093] Figure 2B illustrates a color specification user interface via which the user
can add an image of the item for each selected color for corresponding item sides. Optionally
in addition or instead, the system may enable the user to upload images of the item in a single
color, such as white, and the system may then enable the user to specify other colors for the
item. The system may then generate files corresponding to the other specified colors for the
item, and may enable an end user to view item images corresponding to the specified colors.
Controls are provided via which the user can upload the image of the item or select an image
from a gallery/library of item images (e.g., images of generic items, such as a generic t-shirt or
sweat shirt). Controls are provided via which the user can specify the side of the item (e.g.,
front, back, right, left, top, and/or bottom) that the image being uploaded or selected
corresponds to. Controls are provided via which the user can assign a solid color (e.g., red,
blue, black, purple, dark blue, gray, etc.) or non-solid color (e.g., striped, geometric, plaid, etc.)
to the item.

[0094] The user interface may specify that the uploaded image be in a scalable
vector graphics (SVG) format which is defined in an XML text file. The system may locate
and edit a color entry in the text file to correspond to a color specified by the user, thereby

causing the color of graphic added to the design area to be the specified color (e.g., via fill,
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stroke, and/or other properties). The color may be in the form of a standard color name (e.g.,

bR INYS

“green,

values (e.g., rgb (126, 255, 216), as rgb percentages (e.g., rgb (75%, 50%, 25%), or otherwise).

red,” “blue”), or via a numerical code (e.g., as a hexadecimal value, as rgb decimal

Thus, the utilized image format may permit quicker editing of colors with less processing
power and requiring less working memory.

[0095] In the illustrated example, a color map is provided via which the user can
point to a desired color, and the corresponding numerical value (e.g., a hexadecimal value) will
appear in color name field. The numerical color value may be edited by the user.

[0096] Figure 2C illustrates a select product view user interface which may be
presented in response to the user selecting the gallery/library control. The select product view
user interface may present various views of an item (e.g., a product) accessed from a product
view database, where the images (e.g., which may be product outlines or photographs) are
selected to correspond to the product category selected by the user. The user may select an
image to be associated with the corresponding side (e.g., front) specified by the user.

[0097] Figure 2D illustrates the user interface of Figure 2B with the product view
selected by the user displayed. In this example, the user has selected the blue color control. A
color map is displayed for a range of blue colors. The user may select a particular color shade
of blue from the map. The corresponding hex value may be determined and displayed in a
color value field. Optionally, the user can enter the desired color via the color value field (e.g.,
by entering or modifying a color hex value). The product in the product view will then be
colored using the selected color in real time. A control is provided via which the user can
decolorize the product in the product view. The user may activate a save control, and the user
settings are saved to a data store.

[0098] Figure 2E illustrates an example CAD user interface that enables a user,
such as an item provider (e.g., a product seller, manufacturer, a branding entity (e.g., a celebrity
or brand name licensor), a template licensor (e.g., a licensor of a digital sticker, image, text, or
the like), or a collaboration initiator) to specify one or more design areas (e.g., printable areas)
on an item. The user interface may include side selection controls (e.g., front, back, right, left,
up, down controls). In response to a user selecting a corresponding side control, the CAD
system accesses and presents an image (e.g., photograph or drawing) of the corresponding item

side.
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[0099] A design area specification tool (e.g., an “add printable area” tool) may be
provided that enables a user to draw or otherwise specify a design area perimeter. By way of
illustration, a user may select the tool, specify a first corner via a pointer (e.g., mouse, stylus,
finger), drag the pointer to indicate a diagonally opposite corner, and a corresponding perimeter
will be drawn (e.g., using dashed lines or other indicator), which may be in the form of a
rectangle or square (although other shapes may be used).

[0100] Referring again to Figure 2E, a ratio control may be provided via which the
user can specify a height to width ratio for the design area. Controls may be provided enabling
the user to grab a corner or side of the perimeter and drag the grabbed portion to change the
size of the design area perimeter (e.g., make the perimeter larger or smaller), rotate the
perimeter, move the perimeter to a different portion of the item, and delete the
perimeter. Fields are provided via which the user can assign an identifier (e.g., an
alphanumeric name) for each design area.

[0101] Referring to Figure 2F, in this example, the user has added four design areas
and assigned the following design area names: printable area 1, printable area 2, printable area
3, printable area 4. In this example, an image gallery previously specified by the user is
displayed, and the user is dragging an image (“Mama Bear” image) to a design area. In
addition, a product color palette is provided. The user may select a product color, and the
illustrated product’s color will change in real time to the selected color.

[0102] Referring to Figure 2@, in this example, the user has added two design areas
and assigned the following design area names: print zone #1, print zone #2. In this example,
each listing of a design area is associated with a ratio user interface displaying the respective
design area ratios. Optionally, once the ration is set for a design area it may not be modified.
If the user wants to change the ratio, the user needs to delete the design area and add it back in
with a different ratio. Optionally instead, the system may enable the user to modify the ratio
of a design area without having to delete the design area. In this example, design area #2 has
been slightly rotated by a user using the rotation control associated with design area #2. A
control is optionally provided in association with a given design area listing via which the user
can delete a design area.

[0103] Figure 2H illustrates a user interface via which a user can assign a base price

and prices for each specified item variant (e.g., for each combination of available color,
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available size, and number of design areas customizable by an end user). Optionally, the user
interface may enable the user to specify what type of print options may be used or made
available for a given item. For example, the user interface may enable an item provider to
specify whether standard ink, glow-in-the dark ink, and/or embroidery are to be made available
to end users to customize a given item.

[0104] Figure 2I illustrates a products user interface via which a user can view a
listing of items that the user has authorization to edit, remove, publish, or unpublish. For
example, the listing may be products to be offered by an online store associated with the user.
The user interface may include data accessed from a database record associated with the
user/user store. A given product listing entry may include a product name and date/time last
published. A given product listing entry may include edit, remove, and/or publish controls
which when activated will cause the system to respectively enable the user to edit the product
via an edit user interface, remove the product entry from the listing and/or store, and publish
the corresponding product so that it appears to end users via an interactive catalog. If the
product has already been published an un-publish control may presented, which when
activated, with cause the product to be removed from the end-user accessible catalog.

[0105] Figure 2] illustrates an example user interface via which a user (e.g., an item
provider) can edit a product corresponding to a product entry (a hoodie jacket in the illustrated
example). A similar user interface may be provided to an end user to customize or edit a
product design in accordance with permissions and restrictions of the item provider, as
discussed elsewhere herein. In this example, the front side of the item is displayed. The front
side may be the pre-specified default side that is to be initially displayed. In addition, a menu
of sides is provided. The user may select a side from the menu, and the corresponding image
of the selected side is displayed by the user interface, with any design areas indicated (e.g.,
with a border and a design area identifier).

[0106] In the illustrated example, the user interface indicates via respective
borders, shading/coloring, and identifiers, that the jacket has four design areas that had been
specified by the item provider (design area 1 - chest, design area 2 - muff, design area 3 - right
sleeve, design area 4 - left sleeve). The user interface provides various tools (e.g., an add
image control, an add text control). A preview control is provided which when activated, will

cause the item to be realistically rendered with any customizations. A save control is provided
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which when activated will cause the system to save any user customizations. A picture gallery
area is presented in association with an “add” image control which when activated enables the
user to add an image to the gallery (e.g., by selecting an image from a specified location or by
providing a link to an image).

[0107] Figure 2K illustrates an example user image selection user interface
presented in response to a user selecting the add image control depicted in Figure 2J. The user
interface accesses and lists image files from a specified location. A given listing may include
an image name, an image thumbnail, and/or other data (e.g., last edit date, creation date, image
author, etc.). Controls are provided via which the user can navigate to another location to
search for and select images.

[0108] Figure 2L illustrates the user interface of Figure 2J with images listed in the
image gallery. Figure 2M illustrates the user interface illustrated in Figure 2L with an image
from the image gallery added to design area 1. The user has selected an add color control and
in response, the user interface accesses and presents a color map corresponding to the color
selected by the user. The user may select a desired shade from the color map, and the image
color will be changed to the selected shade. A lock control is provided which when activated
will prevent the image color from being changed unless the lock is unlocked (e.g., by clicking
on the lock image and optionally entering a password if such has been set). The user may lock
the design to prevent an end user from modifying the locked portions of the design. An
interface may be provided via which the user can specify elements to be locked at a very
granular level. For example, the interface may enable the user to lock (for a given image and/or
text template) size, one or more colors (or all colors), orientation, placement, text content, font,
effects, overlays, selected portions of an image or text, and/or the like.

[0109] Thus, by way of illustrative example, an item provider may specify via a
user interface that an end user is not permitted to edit certain aspects of a template text. For
example, a user interface may be provided via which the item provider may indicate that the
content of a given item of text (e.g., a string of characters) may not be edited by an end user,
but that optionally certain other forms of editing (e.g., change of color, font, size, effects, and/or
rotation angle) may be permitted.

[0110] If the user selects the add text control, then the example user interface

illustrated in Figure 2N may be presented. In the illustrated example, the user has selected
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design area 1 (on the jacket chest), which is highlighted (e.g., via color, shading, and/or change
in border from a solid to interrupted/dashed boarder) via the user interface relative to the other
design areas to indicate that design area 1 has been selected. A text field is provided, wherein
as the user enters text (e.g., using a keyboard, via voice input, or otherwise) the text is displayed
in real time in the design area 1. In addition, in this example the user has selected a Helvetica
font, selected a regular/default version of the Helvetica font (e.g., not bolded, underlined,
struck through, subscripted, or superscripted). Controls are provided via which the user can
specify text alignment (e.g., left, right, center), whether the text is to be solid or stenciled, and
a text curvature type. Optionally, controls are provided via which the user can specify
character and/or line spacing. In addition, in this example a text rotation tool is provided
(which enables the user to specify a rotation angle of the text graphically and/or via a specified
rotation angle). Optionally, the text is displayed in the design area, as the user enters the text,
with the color, hue, saturation, font, alignment, line spacing, character spacing rotation, and/or
with effects previously specified by the user. A design area deletion control is also provided
which when activated will delete the selected design area from the user’s instantiation of the
jacket (but not from that of other users or from the interactive catalog). Text formatting
changes specified by the user may be reflected in the design area on the image of the jacket in
real-time.

[0111] Optionally, a user interface may be provided via which a user may upload
a custom font (e.g., in the form of a textured watercolor, 3D bubble font, etc.) which may then
be used by the item provider and/or an end user. For example, the user interface may enable
the user to upload images to be used as fonts (e.g., PNG, SVG, GIF, or other image file). By
way of illustration, a user may create images of balloons in the shape of letters. Such images
may then be displayed on respective customized keyboard keys rendered on the user device.
The user can create sequential “text” characters to form words or phrases by typing them in
using the customized keyboard keys. Optionally, a given uploaded character image may be
transparent and tools may be provided via which the user can specify or change color, hue,
effect, etc. As the user types, the custom font characters may be rendered in real time is a
designated design area of the item model.

[0112] Figure 20 illustrates the example user interface illustrated in Figure 2N with

a color map displayed in response to the user selecting the character color control. The user
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interface accesses and presents a color map corresponding to the color selected by the user.
The user may select a desired shade from the color map, and the text color will be changed to
the selected shade. The user may specify which aspects of the text and/or text formatting and
effects may not be modified by an end user. For example, a lock control is provided which
when activated will prevent the text color from being changed unless the lock is unlocked (e.g.,
by clicking on the lock image and optionally entering a password if such has been set).

[0113] Figure 2P illustrates the example user interface illustrated in Figure 20 with
the text curved in response to the user activating the convex text curvature control.

[0114] Figures 2Q-27Z illustrate additional user interfaces which enable an item
provider to create or specify an item and create templates. Figure 2Q illustrates a user interface
with four defined design areas (referred to in the user interface as printable areas). The design
areas are visually outlined on respective areas of the product. In addition, a textual list of the
design areas is provided (Printable Area 1, Printable Area 2, Printable Area 3, Printable Area
4, in this example). A “choose product” menu enables the user to switch products displayed
by the user interface. A side menu enables the user to select a view of a product side (e.g.,
front side, back side, left side, right side). Tabs (“Pictures”, “Text”, “Templates™ tabs) are
provided via which the user can specify or create pictures, text, or templates to add to design
areas. In this example, the user has selected the “Templates” tab. To customize a given design
area, the user may select a design area (e.g., by clicking on or otherwise selecting the design
area).

[0115] As illustrated in Figure 2R, in response to the user selecting a design area
(Printable Area 1 in the illustrated example), an indicator is displayed in association with the
corresponding design area name in the design area list (via a “4” symbol in the illustrated
example), and the design area itself is highlighted (e.g., via a change of the border from a
broken border to a solid border, and via a change in shading of the design area).

[0116] As illustrated in Figure 285, in response to the user selecting the selected
design area indicator (the “+” symbol in this example), add "Picture" and add "Text" controls
are displayed (in the form of tabs), in addition to a "lock template" control (in the form of a
lock icon). As illustrated in Figures 28, 2T, in order to add an image to the selected design
area, the user may select the “Picture” control, as illustrated. In response, a gallery of images

is displayed via the user interface. The user can drag and drop one or more images from the
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gallery to one or more design areas. In the illustrated example, the user has dragged and
dropped one image to Printable Area 1.

[0117] As illustrated in Figures 2U, 2V in order to add text to a design area, the
user selects the “Text” control. In response, a text user interface may be displayed. The text
user interface includes a field for receiving text, a font menu, a size menu, a text alignment
menu (e.g., left, right, center), a control via which the user can specify whether the text is to
be solid or stenciled, and a text curvature menu. Optionally, controls are provided via which
the user can specify character and/or line spacing. A text area border is displayed in the
selected design area (Printable Area 1 in the illustrated example). As the user enters text, the
text is rendered in both the text field and in the text area in the selected design area at the same
time. If the user wants to add another text area to a design area, the user may select the “add
text” control and another text area border will be displayed in the selected design area. Thus,
multiple images and multiple text phrases may be added to the same design area. The user
may specify the layer order. For example, the user may specify if a text entry is to overlay an
image (or a portion thereof), or whether the image (or a portion thereof) is to overlay the text
entry. Figure 3W illustrates an example where the user added two text areas overlaying an
image in Printable Area 1.

[0118] As illustrated in Figure 2X, 2Y, the user can lock or unlock a template for
each design area by selecting the design area and then selecting the lock control. For example,
if the template is unlocked, selecting the lock control will lock the template. If the template is
locked, selecting the lock control will unlock the template.

[0119] As illustrated in Figure 27, the user can activate the save control to save the
template. Optionally, a separate publish control is provided which when activated makes the
template available to end users (e.g., via one or more interfaces described elsewhere herein).

[0120] Optionally, a user interface may be provided which enables an item provider
to specify an expiration date/time for a given template (which may include an image and/or
text). For example, a user interface may be provided which includes a date field and/or a time
field that enable an item provider to specify for a given template a date and/or time at which
the template is to no longer be made available to end-users for use in customizing an item.

Optionally, fields may be provided that enable an item provider to specify a number of days
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and/or hours after which the corresponding template is to no longer be made available to end-
users.

[0121] Optionally, the user interface may enable the item provider to select
multiple displayed templates (e.g., by selecting respective check boxes displayed in association
with a template and/or a template name) and associate a single expiration date/time with a set
of selected templates. Item provider inputs associated with setting an expiration period and/or
geolocation (e.g., a city or a venue) may be stored and utilized as described herein.

[0122] Optionally, a user interface may be provided via which the item provider
can specify a process for handling scenarios where an end user is still in the process of applying
a template to an item model, editing a template selected for an item model, or ordering an item
customized with a template, upon the occurrence of an expiration event. For example, the user
interface may enable the item provider to specify that the expired template may no longer be
used to customize an item as soon the expiration date/time is reached. Optionally, the user
interface may enable the item provider to specify that the expired template may be utilized to
customize an item for a certain period of time (e.g., 10 minutes, 1 hour, 1 day, or the like) after
the expiration date/time is reached if an end user is already in the process of applying, editing,
and/or ordering an item with the template. Optionally, a countdown timer may be provided
for display to the user that indicates how long the user has before an item customized with the
expired template may no longer be ordered.

[0123] Such expiration periods and/or geolocation limitations may be used to
heighten interest in templates or may be tied to expiration of a license to such templates and/or
to a location limitation of the license. For example, an item provider may want to tie the
availability of a given template to a given real world event, such as a sporting event or concert
tour, wherein after the event is over, the corresponding template(s) are no longer to be made
available to end users.

[0124] Optionally, different design elements may be associated with different
prices specified by an item provider. For example, a licensed design element of a cartoon
character may be more expensive than a design element that uses a public domain graphic or
photograph. Thus, a user interface may be provided via which the item provider may specify
a price for an individual design element, for a selection of design elements, or for all design

elements. The user interface may also enable the item provider to associate a tag (e.g., an icon)
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reflective of the price. For example, a single star may correspond to the least expensive design
elements, two stars may correspond to medium-priced design elements, and three stars may
correspond to high-priced design elements. The tags may be displayed to an end user in
association with respective design elements in a gallery of design elements.

[0125] Figure 3A illustrates an example user interface that may be presented to an
end-user that wants to customize an item offered by an item provider. The example user
interface may display a catalog of items offered by a single item provider (e.g., selected by the
user from a listing of item providers) or by multiple item providers. A given entry in the user
interface may include a corresponding item image, a short description, an indication as to
available colors, an indication as to available size, and/or an indication as to the location of
one or more customizable design areas. The item images may have been previously uploaded
or selected by the item provider and designated as default images.

[0126] Referring to Figure 3B-1, illustrating an item customization user interface,
in this example, the user has selected a hoodie sport jacket. In this example, an image
corresponding to the front side of the jacket is accessed from memory and displayed as a default
side, optionally in an item provider specified default color or a color specified by the user. The
image may be a two dimensional or three-dimensional model (where the surface of a depicted
item is rendered in three dimensions).

[0127] For example, as similarly discussed above, a three-dimensional model of an
item may utilize points in three-dimensional space, connected by triangles, lines, curved
surfaces, or the like. Texture mapping may be utilized to define surfaces of the 3D model. The
3D model may be a solid model or a boundary model (which may be constructed using a mesh).

[0128] Optionally, the model may be provided using WebGL (Web Graphics
Library) which utilizes a JavaScript API (which may be used with HTMLS) to render an
interactive 3D or 2D graphic. The interactive 3D model may enable the user to spin the model,
rotate the model in any direction, scale the model in or out, add text or graphics to the model,
and/or animate the model. For example, a user interface may enable the user to manipulate the
model via touch or via discrete spin, rotate, scale controls. Optionally, the model of an item
will automatically rotate around an axis when a user selects the item (e.g., from a catalog).

[0129] By way of illustrative example, if the item is a jacket, the image of the jacket

may be a 3D image of the jacket in a worn state, as if draped over a torso. For example, the
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front of the jacket may be curved as if conforming to a human chest. A design element (e.g.,
text and/or an image) may be configured to appear curved when applied to a curved portion of
a 3D model. Optionally, the image of the item (e.g., a jacket) may be continuously rotated
around a vertical axis when presented to the user so that the user can view the front, back, left
and rights sides of the item, as illustrated in Figures 3B-3, 3B-4, and 3B-5.

[0130] By way of further illustrative example, if the item is a shoe, the model of
the shoe may be animated to demonstrate how the shoe flexes when being worn and used to
run.

[0131] The front side may be the pre-specified default side that is displayed. In
addition, a side selection control is provided. The user may activate the side selection control
to scroll through (or otherwise select from) available side images, where the corresponding
image of the selected side is displayed by the user interface, with any design areas indicated
(e.g., with a border and/or a design area identifier). In the illustrated example, the user interface
indicates via respective borders, shading/coloring, and identifiers, that the jacket has four
design areas that had been specified by the item provider (design area 1 - chest, design area 2
- muff, design area 3 - right sleeve, design area 4 - left sleeve). The user may select (e.g., by
clicking on) a design area to add to or modify the design area. A toggle control may optionally
be provided which when activated by the user causes the design area indicators (e.g., borders)
to turn on or off (where when a toggle off command is issued, the design area indicators are
not displayed).

[0132] Controls are optionally provided which when activated enable the user to
command the user interface to display a description of the item, change the size of the item
(e.g., XS, S, M, L, XL, 2XL, etc., where the size information may include gender an age
information (e.g., unisex, men, women, juniors, youth, toddler, infant)), change the color of
the item, and/or display a menu of available products. An item cost may be accessed from
memory or calculated and displayed. A control may be provided via which the user can add
the item to the user’s shopping cart.

[0133] Figure 3B-2 illustrates another example item customization user interface.
In this example, the size and description controls are not displayed, and a template control is
provided. When the user selects the template control, a gallery of templates may be displayed

as described elsewhere herein. In this example, the item provider has specified a header logo
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and a background associated with a character (e.g., a cartoon character) included on the item
and associated with the item provider store.

[0134] Referring to Figure 3C, in this example, the user has selected the description
control, and in response, the user interface provides a textual description of the item (e.g., the
item material(s), a description of the color type, cuff type, and hem type, and an article number
(e.g., a sku)), which may have been provided by the item provider.

[0135] In response to the user selecting a design area (e.g., design area 1 on the
chest), the example user interface illustrated in Figure 3D may be presented. The selected
design area is highlighted (e.g., via color, shading, and/or change in border from a solid to
interrupted/dashed boarder) via the user interface relative to the other design areas to indicate
that the design area (e.g., design area 1) has been selected. The user interface provides various
editing tools (e.g., an add template control, an add image control, an add text control) to enable
the user to customize the selected design area. A save control may be provided. In response
to the user selecting the save control, the information corresponding to the user interface may
be saved for later access.

[0136] In response to the user selecting the images control, the example user
interface illustrated in Figure 3E-1 may be presented. Controls are provided via which the user
can upload an image to be added to the item or the user can select an image from a displayed
gallery of image templates (e.g., by clicking on or pointing at an image template), which may
optionally have associated text, which may include editable text and/or non-editable text.

[0137] The gallery of images may be organized in order of popularity (e.g., most
popular in the last specified number of hours/days or overall), newness, exclusivity (where
images that are only available for printing on products via the system are displayed first or
last), soonest to become unavailable (e.g., where a given image may be associated with a
date/time at which the image will no longer be available to print on the item), cost (where
certain images may be associated with a higher cost than other images), user ratings, or
otherwise. A control may be provided via which a user can specify which criteria are to be
used to order the image templates. A control may be provided via which a user can specify
the ascending or descending ordering for the selected criteria. For example, if the user selects

newness as the ordering criterion, the user may activate an ascending/descending control to
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cause the user interface to present the newest template first, the second newest template second,
and so on, or to present the oldest template first, the second oldest template second, and so on.

[0138] A filter control may be provided to cause only templates meeting specified
filter conditions to be presented. For example, a filter may be specified so that only templates
that have a specified future unavailability date are to be displayed. By way of further example,
a filter may be specified so that only exclusive templates are to be displayed. By way of further
example, a filter may be specified so that only templates whose color, size, orientation, text,
subject matter (e.g., sports, music, movies, etc.), and/or other specified feature, are user-
editable are to be displayed. A given filter control may be in the form of a slider control (e.g.,
slide slider to one side to see all the templates, slide to the other side to see only the most
expensive templates, slide to the middle to average prices templates), a text field, a menu entry,
or otherwise.

[0139] Optionally, the system may automatically filter out certain templates. For
example, the system may filter out templates associated with expiration dates/times that have
passed or will pass within a threshold period of time (e.g., the next 30 seconds, 1 minute, 5
minutes, or other threshold period of time) or that are not available at the user’s current
geolocation. The system may filter out templates that are not permitted for use on the item or
for the selected design area.

[0140] By filtering out unavailable templates and/or templates that do not meet
certain criteria, the amount of network bandwidth needed to transmit the templates to the user
device is reduced, the amount of user device memory needed to store the templates is reduced,
and the amount of display area needed to display templates is reduced.

[0141] Optionally, the gallery of image templates may include a corresponding
listed expiration date/time for those image templates that are associated with an expiration
date/time (e.g., specified by a content or item provider via a corresponding user interface).
Optionally, a continuously updated countdown clock/timer may be displayed in association
with a given template or set of templates that reflects the corresponding expiration date/time.
The countdown clock/timer may textually display the number of days and/or
hours/minutes/seconds until the expiration date/time will be reached.

[0142] For example, a template (or a particular content item) may only be offered

at a certain geolocation (e.g., a city or venue, such as a stadium, concert hall, club, school,
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house, hotel, etc.) and/or during a corresponding real-life event (e.g., a concert, sporting event,
speech, fair, party, graduation ceremony, interview, album/song/video release, clothing item
release, marriage ceremony, awards ceremony, etc.) or in a range of time about a corresponding
real-time event. By way of illustration, an image taken at a concert of a band or a band member
may only be made available for use in item customization at the concert hall and during the
concert and/or for a limited period after the concert. By way of further example, an image
taken at a baseball game may only be made available during a certain inning or certain innings
of the baseball game at the baseball stadium.

[0143] Optionally, a given template may be displayed in association with its
corresponding cost. Optionally, tags (e.g., a number of stars) may be displayed to an end user
in association with templates that indicate cost levels.

[0144] The user interface may specify that the uploaded image be in a scalable
vector graphics (SVG) format which is defined in an XML text file. The system may locate
and edit a color entry in the text file to correspond to a color specified by the user, thereby
causing the color of graphic added to the design area to be the specified color (e.g., via fill,
stroke, and/or other properties). The color may be in the form of a standard color name (e.g.,
“green,” “red,” “blue”), or via a numerical code (e.g., as a hexadecimal value, as rgb decimal
values (e.g., rgb (126, 255, 216), as rgb percentages (e.g., rgb (75%, 50%, 25%), or otherwise).
In the illustrated example, a color map is provided via which the user can point to a desired
color, and the corresponding numerical value (e.g., a hexadecimal value) will appear in color
name field. The numerical color value may be edited by the user.

[0145] Optionally, a user interface may be provided (e.g., in the form of a drop
down or pop-up user interface) that indicates restrictions with respect to a given image
template. For example, the user interface may indicate where the image template may be used
(e.g., only on a breast pocket), whether the size may not be changed, whether the height/width
ratio may not be changed, whether one or more colors cannot be changed, other restrictions
discussed herein, etc.

[0146] Figure 3E-2 illustrates the user interfaces corresponding to Figures 3D and
3E-1, where a portion of the gallery of images may be displayed overlaying the user interface
of Figure 3D so that the user can efficiently view at least a portion of the item being edited and

the gallery images at the same time. An interface may be provided via which the user can
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cause the gallery of images or the user interface of Figure 3D to be displayed in full screen or
near full screen mode, as illustrated in Figure 3E-3.

[0147] Figure 3F illustrate an example user interface with an image added to the
selected design area in response to the user selecting the corresponding image from the gallery
illustrated in Figure 3E. Controls are provided via which the user can instruct the user interface
to rotate the image, change the size of the image (e.g., by dragging a corner or side of an
image), edit the image (e.g., change the color of the image), straighten image, center image in
the design area, center the image in a feature of the item (e.g., in the center of a pocket), or
delete the image. In addition a color control is provided via which the user can instruct the
user interface to change the color image. A toggle control may optionally be provided which
when activated by the user causes the design area indicators, editing controls displayed over
the item image, and/or any added images/text to turn on or off (where when a toggle off
command is issued, the design area indicators, editing controls displayed over the item image,
and/or any added images/text are not displayed).

[0148] If the user selects the color control, the example user interface illustrated in
Figure 3G may be displayed. The example user interface displays a palette of colors from
which the user can select a desired color. The palette may have been specified by the item
provider. The color of the image is changed in real time to the color selected by user. Controls
(e.g., slide controls) are provided via which the user can specify hue, saturation, and brightness
for the selected color. The hue slide control depicts a continuum of hues for the selected color.
The hue number corresponding to the hue slider position is determined and displayed. The
saturation slide control depicts a continuum of saturations for the selected color. The saturation
percentage corresponding to the saturation slider position is determined and displayed. The
brightness slide control depicts a continuum of brightness for the selected color. The
brightness percentage corresponding to the brightness slider position is determined and
displayed. Changes in hue, saturation, and brightness specified by the user via respective
controls are displayed in real time in the image depicted in the design area (e.g., the image on
the hoodie jacket image). When the user selects a done control, the user settings are saved in
memory.

[0149] Optionally, a control may be provided via which a person can isolate a

portion of the image and remove a specified color from the portion. For example, if an image
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has a black background, the control may be used to remove the black background or change
the color of the black background (without affecting other black colored portions of the image).

[0150] In response to the user selecting the text control illustrated in Figure 3D, the
example user interface illustrated in Figure 3H may be presented. A “create” control and
“template” control are displayed. When the user selects the “create” control a user interface
may be displayed via which the user can enter the user’s own text.

[0151] If the user selects the “template” control a gallery of templates, as
illustrated in Figure 31, previously entered by the item provider (e.g., an online shop owner)
via which the user can select and add a template (e.g., text/phrases), created by item provider
for users to add to the item provider’s products. When the user selects a done control, the user
settings are saved in memory. The user can select the cancel control to cancel the template
add operation. The user can select the create control to enter the user’s own text. Optionally,
a given template may include a visual watermark (e.g., of the item provider, the owner/licensor
of a template (or character or phrased in the template) to prevent or hinder an unauthorized use
of the template. However, when the template is printed on a product, the watermark is not
visibly present.

[0152] Figure 3J illustrates an example text entry user interface including a
keyboard and a text field. As the user types (via the keyboard) or otherwise enters text, the
user interface displays the text in real time in the text entry field and in the selected design
area, optionally with the color, hue, saturation, font, alignment, line spacing, character spacing
rotation, and/or effects previously specified by the user. In response to the activating the
“done” control, the user interface may be modified so that the keyboard slides away and
enables the item to occupy a larger percentage of the user deice display. Controls are provided
via which the user can instruct the user interface to rotate the text, change the size of the text
(e.g., by dragging a corner or side of the design are or specifying a font size), edit the text (e.g.,
change the color of the text), or delete the text. A control is provided via which the user can
change and select the color of a text border. Figure 3K illustrates the user interface of Figure
3J with user entered text displayed in the text entry field and the design area. When the user
selects a done control, the user settings are saved in memory.

[0153] Figure 3L illustrates the example user interface of Figure 3K, where the user

has selected the color control. The example user interface displays a palette of colors from
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which the user can select a color for the text in the selected design area. The text color is
changed is real time to the color selected by user. Controls (e.g., slide controls) are provided
via which the user can specify hue, saturation, and brightness for the selected color, as similarly
discussed above. The hue slide control depicts a continuum of hues for the selected color. The
hue number corresponding to the hue slider position is determined and displayed. The
saturation slide control depicts a continuum of saturations for the selected color. The saturation
percentage corresponding to the saturation slider position is determined and displayed. The
brightness slide control depicts a continuum of brightness for the selected color. The
brightness percentage corresponding to the brightness slider position is determined and
displayed. Changes in hue, saturation, and brightness specified by the user via respective
controls are displayed in real time with respect to the text displayed in the selected design area
(e.g., the text on the hoodie jacket image). When the user selects a done control, the user
settings are saved in memory.

[0154] In response to the user selecting the font control illustrated in Figure 3L, the
example user interface of Figure 3M may be displayed. A rotatable menu of fonts is provided
via which the user can select a desired font (although other menu formats may be used) for
template text and/or user created text. The font menu may be restricted to the fonts previously
specified by the item provider. The font of the text in the design area will change in real time
to the user selected font. When the user selects a done control, the user settings are saved in
memory. Other font formatting controls may be provided (e.g., regular, bold, underline, strike
through, subscript, superscript). Optionally, controls (e.g., via a menu) may be provided that
enables a user to add a border, specify border thickness, specify text alignment (e.g., centered,
left justified, right justified, etc.), specify character spacing, and/or specify line spacing.

[0155] In response to the user selecting the effect control illustrated in Figure 3M,
the example user interface of Figure 3N may be displayed. A menu of effects (e.g., text
curvatures) is provided via which the user can select a desired effect. The effect menu may be
restricted to effects previously specified by the item provider. The text in the design area will
change in real time to the user selected effect (e.g., the user selected curvature). When the user
selects a done control, the user settings are saved in memory.

[0156] Referring to Figure 30, the example customization user interface of Figure

3B is reproduced for convenience. In response to the user selecting the item color control, the
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example color selection user interface of Figure 3P may be displayed. A palette of colors is
displayed from which the user may select. In response to the user selecting a color from the
color palette, the user interface changes the color of the item (e.g., all of the item or a
representative portion of the item, such as the edges or outline of the item). When the user
selects a done control, the user settings are saved in memory. Optionally, a user interface is
provided via which the user can specify the color of individual elements of the item (for each
sleeve, the product body, hood, muff, zipper, cord, etc.) as permitted by the item provider.

[0157] In response to the user selecting the product control illustrated in Figure 3B,
the example product menu illustrated in Figure 3Q is displayed. A rotatable menu of products
is provided via which the user can select a desired product (although other menu formats may
be used). The product menu may be restricted to the products previously specified by the
currently selected item provider. The user selected product will then be displayed via the
example product customization user interface of Figure 3B.

[0158] Figure 3R illustrates an example user interface where the user has added an
image to a design area. However, in this example, the item provider has specified that the
position, size, and orientation are not to be altered. In response to the item provider
specification, the image is accordingly locked, and the resize, drag, and rotate controls are
disabled and optionally not displayed, or are displayed “greyed out” (or otherwise) to indicate
that the controls are not accessible.

[0159] Optionally, a user interface may be provided via which the user can specify
the print type or ink to be used to customize an item from a selection of permitted print types
or ink. For example, the user interface may enable the user to specify whether standard ink,
glow-in-the dark ink, and/or embroidery are to be used to customize a given item.

[0160] Optionally, controls are provided that enable a user to share an image of a
user customized item (e.g., a 2D or interactive 3D image) via email, short messaging service
(e.g., SMS/MMS) message, a social media posting, or otherwise. The actual image or a link
to the image (e.g., a URL) may be included in an electronic communication, which when
activated, will cause the linked-to image to be accessed and displayed to the recipient.
Optionally, the image may have a watermark added thereto (e.g., of the item provider, the
owner/licensor of a template (or character or phrased in the template) used to customize the

item, and/or of the operator of the item customization system) so that a person viewing the
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shared image will see the watermark. Optionally, a control may be provided via which the
user may include an invitation (optionally in association with the image of the customized
item) to collaborate on the customization. For example, the invitation may include a link to an
interface for customizing the item or a code to access the item customization user interface.

[0161] The system may determine the size of a design element (e.g., an image
and/or text) added or modified by the user. For example, the size may be determined based on
a design element area (e.g., square inches, square centimeters, or other units of measure). The
system may calculate a price for the item based at least in part on the current design element
size and/or the design element ratio (e.g., width/height or height/width). Optionally, the price
may be reflective of, or based at least in part on the expense of the ink or other materials needed
to print the design element.

[0162] For example, an item price may comprise a base price for an item (e.g., a
jacket), an additional minimum price for adding a design element to the item, and a variable
additional price based on the size of the design element. Optionally, different design elements
may be associated with different prices specified by an item provider. For example, a licensed
design element of a cartoon character may be more expensive than a design element that uses
a public domain graphic or photograph.

[0163] A user interface may be presented to an item provider via which the item
provider can insert a pricing formula or arguments for such a formula. For example, a formula
may take the form of:

[0164] P = (Ki(height*width of design element;)+BDE) + (Kz(height*width

of design elementz) +BDE>) +... + (Ku(height*width of design element,) +BDE1) +

BSP

[0165] Where:

[0166] P = the product price

[0167] K is a constant for a given design element (where certain design
elements (e.g., of licensed celebrity images) or design element printing technologies

(e.g., embroidery) may have a higher constant than others, reflecting a higher value

design element);

[0168] BDE is a base price for the given design element; and
[0169] BSP is the base price for the product

46-



WO 2020/106905 PCT/US2019/062506

[0170] Optionally, with reference to Figures 3S-1, 3S-2, the price may be
calculated in real time as the user changes the size of the design element and the price may be
updated and displayed to the user in real time for the current design element size. Thus, for
example, if the user is dragging a corner of a design element to increase or decrease the design
element size, an item price may be continuously calculated and displayed to reflect the change
in size. As illustrated in Figure 3S-1, a first price is calculated and presented for a t-shirt having
an applied photograph of a relatively small size. As illustrated in Figure 3S-2, a second price
(higher than the first price) is calculated and presented for the t-shirt having the same
photograph, but of a larger size, applied. Other user modifications (e.g., change in product,
change in size of product, number of customizations) that may affect the product price may
also be calculated and presented in real-time to the user

[0171] A shopping cart user interface may be displayed in response to a user
selected a shopping cart link (e.g., which may be associated with a shopping cart icon), in
response to the user activating a checkout control, or otherwise. The shopping cart user
interface may include details on items that the user had added to the shopping cart. For
example, the shopping cart user interface may provide an image of a given item (e.g., a
predefined default image, such a front side of an item), the size(s) being ordered, the item
color(s), the quantity, the item unit cost, the total cost for the number of items being ordered.
Optionally, the item image may display user customization (e.g., design elements specified by
the user). Optionally, an image of each side (or of a subset of sides) of the item may be
displayed with respective user customizations. Optionally, user information is displayed. The
user information may be accessed from a user database that stores information previously
provided by the user. The user information may include a user name and/or other identifier,
user contact information (e.g., email address, short message service address, phone number,
etc.), and a shipping address.

[0172] If a given item customized with an image and/or text template associated
with a template expiration date/time is in the shopping cart, optionally, a countdown timer may
be provided for display that indicates how long the user has to order the customized item before
it may no longer be ordered. Optionally, a communication (e.g., an email, text message, or

other message type) may be transmitted by the system to a corresponding user destination
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informing the user of an upcoming expiration or non-usage date/time (e.g., a specified time
period before the upcoming expiration date/time).

[0173] The shopping cart user interface may also include a menu of item providers
(e.g., amenu of shops) the user can select from. In response to a user selection, a corresponding
item provider electronic store front may be accessed and provided for display to the user.

[0174] Figure 3T-1 illustrates an example shopping cart user interface. In the
illustrated example, the shopping cart user interface shows the contents of the shopping cart
(including images of the items in the shopping cart), and optionally enables the user to select
one or more items at a time in the shopping cart and change the size and/or quantity of the
selected item(s). If it is detected that the user has not selected a quantity or a size of a given
item in the user cart, the example error message illustrated in Figure 3T-2 may optionally be
presented.

[0175] Figures 3V-3X illustrates additional example user interfaces that may be
used to customize an item. Referring to Figure 3V, in this example, the user has selected a
hoodie sport jacket. In this example, an image corresponding to the front side of the jacket is
accessed from memory and displayed as a default side, optionally in an item provider specified
default color or a color specified by the user. The image may be a two dimensional or three-
dimensional model (where the surface of a depicted item is rendered in three dimensions).

[0176] The front side may be the pre-specified default side that is displayed. In
addition, a side selection control is provided in the form of back and forward arrows. The user
may activate the side selection control to scroll through available side images in a backwards
or forwards direction. The corresponding image of the selected side is displayed by the user
interface, with any design areas indicated (e.g., with a border and/or a design area identifier).
In the illustrated example, the user interface indicates, via respective borders and identifiers,
that the jacket has four design areas that had been specified by the item provider (design area
1 - chest, design area 2 - muff, design area 3 - right sleeve, design area 4 - left sleeve). A
control may be provided via which the user can add the item to the user’s shopping cart.

[0177] Referring again to Figure 3V, template, text, and image controls are
provided via which the user can initiate the adding of a predefined template, text, or an image
to a selected design area. If the user selects the template control, a gallery of templates may

be displayed. The user may select a template from the template gallery, which will then be
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automatically displayed on the previously selected design area. If the user selects the image
control, a gallery of images, such as that illustrated in Figure 3W may be displayed. The user
may select an image from the image gallery, which will then be automatically displayed on the
previously selected design area.

[0178] Optionally, when the user selects the add template, text, or image controls,
a corresponding gallery may slide up to cover only a portion of the user interface (e.g., 25% or
50% of the user interface) to enable the user to see both the image of the product being
customized and the corresponding gallery. Optionally, a control may be provided that enables
the user to cause the gallery to expand to a full screen mode. Figure 3X illustrates an example
user interface, were an image gallery covers about half of the user interface. When the user
selects a gallery item, it may be automatically displayed on the selected design area on the
image of the product, and the gallery may slide down or otherwise be removed so that the
product with the gallery item added to the selected design area may be fully viewed.

[0179] Figure 3Y illustrates a “My products” user interface which displays one or
more of the user customized designs. If the user selects the “Products™ control than all
available products (or a subset thereof) may be displayed via the user interface.

[0180] Certain example item provider online shop setup user interfaces will now
be described. A user interface, such as that illustrated in Figure 4A, may be provided via which
a user (e.g., a shop owner) may enter information for setting up an account (e.g., first name,
least name, email, address, password, phone number, other contact information, etc.).

[0181] Referring to Figure 4B, a create shop user interface is provided that includes
a field configured to receive a shop name and a domain for the shop. Optionally, in response
to the user activating a save control, the system will check to see if either the shop name or
domain has already been assigned to another user, and it the shop name or domain has already
been assign, a corresponding notification is generated and the user is notified to select an
alternative name and/or domain.

[0182] In response to the user successfully entering a shop name and domain, the
example user interface illustrated in Figure 4C is presented prompting the user to add items to
the user’s shop. An item/product may be specified using the other interfaces described herein.

[0183] Referring to Figure 4D, a shop settings user interface may be provided that

may include some or all of the following fields: shop name, shop domain name (where the top
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level domain may be optionally associated with the system operator), shop logo (wherein a
user may upload a logo or provide a link to the logo, and background image (in the form of a
PNG, SVG, GIF, or other image file, which may be uploaded or linked to by the user).
Different background colors or images may be assigned for different products or for different
colored products. For example, a black background color may be assigned to white colored
products to enhance contrast and to thereby enhance visibility of the product image. In
addition, a control may optionally be provided via which a user can specify a background color
to be used for the shop user interface(s). Controls may be provided via which the user can
instruct the system to replace or remove a previously selected log, color, or background image.
A font menu may be provided via which a user can specify which font is to be used for the
shop, and a color control may be provided via which the user can specify a font color. A review
control is provided which when activated, causes the system to generate a preview of the shop
user interface in accordance with the user setup instructions. When a user is satisfied with the
preview, the user may activate a publish control, which will cause the shop to be made
accessible (e.g., over the Internet via a browser and/or via a dedicated item customization
application) and will cause the setup instructions to be stored in association with a shop
account.

[0184] One or more of the systems described herein may be configured to generate
order reports for a plurality of item providers (e.g., online shops). For example, with reference
to Figure 4E, an ordering system may access order information from an order database and
generate the illustrated report. The report may be limited, via one or more filters, to a specified
time period, to one or more shops, to one or more users/customers, to one or more
user/customer contacts or shipping addresses, to one or more products (e.g., the » most popular
products), to one or more product-types (e.g., the » most popular product-types), to one or
more templates (e.g., the » most popular templates), to one or more colors (e.g., the n most
popular colors), to one or more fonts (e.g., the » most popular fonts), to one or more edit-types
(e.g., the n most popular edit-types), and/or to sales above or below a specified threshold
amount. In the illustrated electronic report, the system accesses shop owner data, purchase
date/time data, customer name, customer email, and purchase amount and populates respective
report columns in a report table, where each row may correspond to a different item provider

(e.g., a different online shop). Sorting controls may be provided for one or more columns
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which enable a user to specify whether the report rows are to be sorted in an ascending or
descending order based on the data in the column associated with the selected sort control. For
example, a sorting menu may be provided via which the user can cause the report to be sorted
according to relative popularity of templates (e.g., image and/or text templates), relative
popularity of fonts, relative popularity of color, relative popularity of edits, relative popularity
of product, relative popularity of product-type, etc.

[0185] As similarly discussed elsewhere herein, optionally, one or more of the
systems and processes described herein may be configured to enable a user (e.g., a product
provider, an intellectual property licensor, someone acting on behalf of the product provider
or licensor, etc.) to specify a palette of colors (e.g., solid colors, or patterns, such a plaid,
stripped, rainbow, etc.), assets, content (e.g., text or graphic content), fonts, and/or special
effects, that may be utilized by other users (e.g., end users, licensees, etc.) in customizing a
product or in customizing a design element. Certain related example user interfaces will now
be described.

[0186] The example user interfaces described herein may optionally be optimized
and structured for use on a relatively small touch display (e.g., on a phone or tablet with a
display of less than 7 inches diagonal), although they may be utilized on larger, non-touch
displays as well (e.g., that of a laptop or desktop computer). Thus, for example, various
example user interfaces may be selected or manipulated via touch. Because certain example
improved user interfaces and their structures are optimized for computing devices with
touchscreens, it makes it easier for a user to more accurately provide instructions and content
via touch input as compared to conventional user interfaces, thereby reducing user input errors.
By contrast, many conventional user interfaces tend to provide too much data and/or controls
at the same time, making it difficult for the user to locate and selectively touch a desired item
of data or control, particularly when displayed on a relatively small display, such as a phone
display.

[0187] Further, certain example user interfaces are structured to clearly display
more important data utilizing a compact structure of icons, graphics, and text. In addition, the
example optional user interface flows makes it easier for a user to provide the desired
instructions and content utilizing a small display, and reduces the amount of navigation needed

between user interfaces and well as reducing the chance of an erroneous input.
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[0188] Thus, conventional user interfaces have many deficits relating to the
efficient functioning of user devices, requiring a user to navigate and switch through many
user interfaces and views to find the desired data and functionality. Further, because of the
relatively small displays of certain devices, such as phones, conventionally data and
functionality are divided into many layers or views, and conventional interfaces require users
to navigate through many layers of interfaces on such a small display to access the desired data
or functionality.

[0189] By contrast, certain of the disclosed improved interfaces enable a user to
more quickly access desired data stored in, and functions of the disclosed applications with
fewer navigation steps and switching of user interfaces, and enable a user to provide user inputs
with reduced errors. The following example user interfaces may optionally receive user inputs
via touch, voice, mouse or touchpad clicks, and/or physical keyboard entry.

[0190] In this example, if the user selects a sticker creation control (e.g., via a
menu), the example user interface illustrated in Figure 4F may be displayed. Figure 4F
illustrates an example sticker creation user interface that enables a user (e.g., a product provider
or intellectual property licensor) to define a sticker (e.g., a single design element, such as a
single graphic/image (e.g., of one or more characters), alogo, a brand name, etc.). The example
user interface includes an indication that the user is engaged in a sticker creation process (e.g.,
via the label “Sticker Creation”). An image of a product for which the sticker is being created
is provided (a t-shirt in this example). The image may have been uploaded by the user or
selected by the user from a library of product images. The image may be a default image
specified by the app. A design area, onto which a sticker may be added, is emphasized on the
product image (outlined using dashed lines in the illustrated example). At the top of the user
interface, controls in the form of icons are provided, including a color icon, a product rotation
icon (that enables a user to rotate the view of the product), a refresh icon (which clears previous
user edits), and a menu icon.

[0191] An add asset control and an add text control are provided. The add asset
control enables the user to add an image content asset (e.g., a graphic, photograph, etc.) to the
image of the product. The add text control enables the user to add text to the image of the

product.
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[0192] Figure 4G illustrates an example user interface listing a library of assets
(e.g., images, graphics, text, etc.) from which the user may select to add the selected asset to
an asset palette. The assets may include those previously provided by the user or related entity,
and/or may include a generic set of assets made available to users generally. In addition, the
user made enable an end user to provide the end user’s own asset, to be used in customizing
the product, where the user selects and adds the “custom user image” icon to the asset palette
field.

[0193] In response to the user selecting an asset, the example user interface
illustrated in Figure 4H is presented. The user interface displays the selected asset in the design
area (identified via a design area border) on the image of the product, optionally surrounded
by an asset border. A “-* delete control is provided (e.g., on the asset border, proximate to or
on a border corner) via which the user can delete the asset from the image by focusing on the
delete control (e.g., touching or clicking on the delete control or providing a delete voice
command). The user interface enables the user to change the size and/or height/width ratio of
the asset, rotate the asset, and/or move the asset by dragging (e.g., using a finger or other
pointer) a side or corner of the asset and/or asset border. Lock controls are provided via which
the user can lock (or unlock) various properties of the asset as displayed on the product image,
such as resizing of the asset, rotating the asset, and adding layers (e.g., other graphics, text,
etc.) over the asset. A save control is provided which the user can select to save the sticker as
positioned and edited by the user. A paint can color “palette” icon is presented via which the
user can control sticker colors, as discussed below.

[0194] If the user selects the paint can color palette icon, the example user interface
illustrated in Figure 41 is displayed. The user can activate a “default color” control, select a
default color for the sticker from a scrollable menu of colors (displayed as a row in this
example), and activate a default control to set the selected color as the default color. A “color”
rectangle (positioned to the side of “set as a default control” in this example) is provided
colored with the original color of the selected asset (a color that had been uploaded with the
asset). For example, the asset may be uploaded (e.g., as a png file) as a transparent graphic
with an associated color(s) (e.g., solid colors, or patterns, such a plaid, stripped, rainbow, etc.).
The color rectangle may be displayed with a backslash and the notation “original” color to

indicate that the asset is being displayed in the original color.
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[0195] If the user selects a color from the color menu, as illustrated in Figure 4],
the color of the asset is changed to the selected color, the “color” rectangle (previously
displayed with a backslash and the notation “original” color) is colored to correspond to the
selected color, and the corresponding color code (e.g., FFDC03) is determined and displayed.
If the user selects the “set as default” control, the example user interface illustrated in Figure
4K is displayed, with the default color added to a color palette field towards the top of the user
interface, with a corresponding notation (e.g., “main color (this is the default color for this
sticker)”).

[0196] Referring to Figure 4K, a lock icon is provided via which the user can lock
(e.g., by touching or clicking on an open lock symbol) the default color so that an end user
(e.g., looking to customize the product or sticker) can only change the asset color using the
color(s) specified in the color palette field (the default color in this example), rather than from
the color menu as a whole. The user can unlock (e.g., by touching or clicking on a closed lock
symbol) the default color so that an end user can change the asset color.

[0197] With reference to Figure 4L, if the user selects the color palette control and
the circle-backslash symbol, the color/pattern that had been uploaded with the asset will be
selected, and the color rectangle will be displayed with a corresponding indication (e.g., a
backslash symbol and the corresponding color code). If the user activates the “add to palette”
control, the uploaded color will be added to the color palette from which end users may select,
as illustrated in Figure 4M (adjacent to the notation “user can only use these colors for the
sticker™).

[0198] The user can select still other colors and add them to the color palette by
activating the add to palette command, as illustrated in Figure 4N. The selected colors will be
displayed in the color palette field. Optionally, the default color will emphasized relative to
the other colors in the color palette field. For example, the default color may be displayed first
in the color palette field to indicate that it is the default color. When the user selects a color to
add to the color palette, the color of the asset (as displayed in the “add to palette” user interface)
is changed to the selected color.

[0199] If the user unlocks the palette (e.g., by selecting the lock icon) as illustrated
in Figure 40, then optionally the selected palette may be presented to end users as

recommended colors and/or the colors in the palette may be presented in a prominent position
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(e.g., first), but the user can select other colors (including other patterns) to utilize in
customizing the asset. Optionally instead, a color menu is provided from which the end user
may select (which may optionally include the same colors as the color menu viewed by the
user when defining the color palette), and colors included in an unlocked palette are not
provided in a more prominent position (but are included in the color menu at their typical
position).

[0200] If the user clicks outside of the asset border in the user interface (or other
designated location) illustrated in Figure 40, the example user interface illustrated in Figure
4P is presented. The illustrated user interface provides separate lock controls for resizing,
rotating, and layers. Thus, for example, a user can selectively lock or unlock resizing, rotating,
and/or adding layers to the asset. On or adjacent to the paint can symbol, a number indicating
the number of colors (e.g., solid colors, patterns, etc.) in the palette is presented. The user can
activate a save sticker command to save the sticker, modifications thereto, the defined palettes,
and the various specified permissions. Once the user activates the save sticker control, the
example user interface illustrated in Figure 4Q is presented, indicating what modifications an
end user may or may not make. The user can activate the done control to save the various lock
and unlock instructions.

[0201] With reference to Figure 4R, the product and the sticker (optionally in the
default color) are displayed on multiple images of the product, where the product is in a
different color in each image. The user can select one or more the different colored versions
of the product to indicate on what product colors the sticker is to be made available for to end
users. Optionally, the user interface may include images of different products (e.g., t-shirt,
hoodie, backpack), with each product displayed in multiple colors. The user interface thus
enables the user to specify, by selecting images, both what products and what product colors
the sticker to be made available for. The user can select the “save sticker” control to save the
selections. A saved confirmation indication may be provided in response to the user selecting
the save sticker control.

[0202] Figure 4S illustrates the user interface presented in response to a user
selection of the menu icon. The menu includes controls for initiating the creation of a sticker,
initiating the creation of a template (which may include multiple assets), accessing saved

stickers, accessing saved templates, accessing assets uploaded or otherwise provided by the
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user, accessing palettes (e.g., color, content, assets, fonts, effects, etc.) defined by the user,
previewing a product (including a saved sticker or template), and accessing settings.

[0203] Certain example template user interfaces will not be described, where a
template may include several separate design elements (e.g., an image, text, a background,
etc.). It is understood that certain user interfaces provided for defining templates may be
similarly utilized for defining stickers (e.g., those related to text fonts and effects, colors, etc.).

[0204] If the user selects a create template control (e.g., via the menu described
above), the example user interface illustrated in Figure 4T is presented, displaying the product
image and a “create template” indicator so that the user is formed of the process the user is
engaged in. If the user clicks within the design area border (or other designated location), then
the example user interface illustrated in Figure 4U is displayed. A label (e.g., “template
creation”) is provided indicating the user is engaging in a template creation process (as opposed
to a sticker creation process). Controls are provided via which the user can add an asset, add
text, or save a user edited or created template. The save template control may be rendered as
inactive (e.g., using a greyed out/faded coloring) to indicate that there is no template to save
yet. In addition, as similarly discussed above with respect to the sticker creation user
interfaces, color, product rotation, refresh, and menu icons are presented, which when selected
cause corresponding acts to take place. As will be discussed in greater detail, the add asset
control enables the user to add a content asset (e.g., a graphic, photograph, animation, etc.) to
the template. The add text control enables the user to add text to the template. A design area
border is optionally provided as similarly discussed above.

[0205] If the user selects the add asset control, then the example user interface
illustrated in Figure 4V is presented, displaying a library of assets (e.g., uploaded or otherwise
provided by the user, or from a library of assets available to all users generally). In addition,
the user may enable an end user to provide the end user’s own asset (e.g., an image or graphic),
to be used in customizing the template (and product) where the user selects and adds the
“custom user image” icon to the asset palette field.

[0206] If the user selects an asset, the example user interface illustrated in Figure
4W may be presented. The selected asset is displayed on an image of the product with a
surrounding border, within a design area border. The selected asset may be displayed in the

color it was displayed in via the asset library interface. If the user focuses on the asset
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displayed on the image of the product (e.g., touches the asset, clicks on the asset, points at the
asset etc.), the associated palettes for that asset may be displayed (e.g., the palette icons with
the corresponding number indicating the number of items in the corresponding palette). Lock
controls are provided via which the user can lock (or unlock) resizing of the asset, rotating the
asset, adding layers to the asset, or moving the asset, to thereby control how much freedom an
end user has with respect to customizing/modifying the asset. The user may move, resize, or
change the orientation of the asset by clicking on the asset and/or asset border or corner, and
dragging it as desired.

[0207] If the user selects the paint can color palette user icon, the example user
interface illustrated in Figure 4X is displayed. The user interface is similar to that discussed
above with respect to sticker definition. The user interface includes a horizontal, scrollable
menu of colors from which to choose. The user can activate a “default color” control, select a
default color for the sticker from a scrollable menu of colors (displayed as a row in this
example), and activate a default control to set the selected color as the default color. A “color”
rectangle is provided colored with the original color of the selected asset (a color that had been
uploaded with the asset). The color rectangle may be displayed with a backslash and the
notation “original” color to indicate that the asset is being displayed in the original color. If
the user selects a color from the color menu, as illustrated in Figure 4Y, the color of the asset
is changed to the selected color, the “color” rectangle (previously displayed with a backslash
and the notation “original” color) is colored to correspond to the selected color, and the
corresponding color code (e.g., FFDCO03) is determined and displayed. If the user selects the
“set as default” control, the example user interface illustrated in Figure 47 is displayed, with
the default color added to a color palette field towards the top of the user interface, with the
notation of “main color (this is the default color for this sticker)”.

[0208] A lock icon is provided via which the user can lock (e.g., by touching or
clicking on an open lock symbol) the default color so that an end user (e.g., looking to
customize the product) can only change the asset color of the template using the color(s)
specified in the color palette field (the default color in this example), rather than from the color
menu as a whole. The user can unlock (e.g., by touching or clicking on a closed lock symbol)

the default color so that an end user can change the asset color.

-37-



WO 2020/106905 PCT/US2019/062506

[0209] With reference to Figure 4AA, if the user selects the color palette control
and the circle-backslash symbol, the color/pattern that had been uploaded with the asset will
be selected, and the color rectangle will be displayed with a corresponding indication (e.g., a
backslash symbol and the corresponding color code). If the user activates the “add to palette”
control, the uploaded color will be added to the color palette from which end users may select,
as illustrated in Figure 4BB (adjacent to the notation “user can only use these colors for the
sticker™).

[0210] The user can select still other colors and add them to the color palette by
activating the add to palette command, as illustrated in Figure 4CC. The selected colors will
be displayed in the template color palette field. Optionally, the default color will emphasized
relative to the other colors in the color palette field. For example, the default color may be
displayed first in the color palette field to indicate that it is the default color. When the user
selects a color to add to the palette, the color of the asset (as displayed in the “add to palette”
user interface) is changed to the selected color.

[0211] If the user unlocks the palette (e.g., by selecting the lock icon), then
optionally the selected palette may be presented to end users as recommended colors for
customizing and/or the colors in the palette may be presented in a prominent position (e.g.,
first), but the user can select other colors (including other patterns) to utilize in customizing
the asset. Optionally instead, a color menu is provided from which the end user may select
(which may optionally include the same colors as the color menu viewed by the user when
defining the color palette) for customizing the template, and colors included in an unlocked
palette are not provided in a more prominent position (but are included in the color menu at
their typical position).

[0212] If the user clicks outside of the asset border in the user interface illustrated
in Figure 4CC (or at other designated location), the example user interface illustrated in Figure
4DD is presented. The user interface provides separate lock controls for resizing, rotating, and
layers. Thus, for example, a user can selectively lock or unlock resizing, rotating, and/or
adding layers to the asset. On or adjacent to the paint can symbol, a number indicating the
number of colors (e.g., solid colors, patterns, etc.) in the palette is presented.

[0213] In this example, a photo/image icon is displayed towards the top of the user

interface. In response to the user activating the photo/image icon, the example user interface
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illustrated in Figure 4EE may be displayed, including the previously added asset. If a default
asset (e.g., a photograph, image, graphic, etc.) had previously been specified, the
corresponding asset may be displayed on the product image and below the product image.

[0214] In response to the user activating the image palette control illustrated in
Figure 4EE, the example user interface illustrated in Figure 4FF may be displayed. The user
interface indicates which palettes have currently been defined, with a numerical indication as
to how many items are associated with a given palette. In response to the user activating the
“+” control (for accessing an image asset library, which may include images selected or
provided by the product provider, intellectual property licensor, or someone acting on their
behalf), the user interface illustrated in Figure 4GG may be displayed. The user interface
depicts the product, the previously added asset, and a scrollable library of images. Using the
illustrated user interface, the user can select an image, and the image will be displayed on the
product image (optionally at the same time as the previously added asset(s)), optionally within
a border, as illustrated in Figure 4HH. In addition, the user may enable an end user to
customize the product using an end user-provided image, where the user selects and adds the
“custom user image” icon to the image asset palette field.

[0215] The user can add additional (non-default) image assets to the image asset
palette field (e.g., one asset at a time to reduce the possibility of an inadvertent asset selection,
or multiple assets at the same time to speed by the asset selection) by selecting (e.g., via touch)
one or more assets and activating an “add to image palette” control. In response to the user
activating the “add to image palette” control, the example user interface illustrated in Figure
411 may be displayed.

[0216] With reference to Figure 411, the additional image assets are displayed in
the asset palette field and optionally below the product image. Optionally, palettes (e.g., color,
font, effect, etc.) associated with one image asset (e.g., a default image asset) may be
automatically associated with other image assets added to the image asset palette (although
optionally, the user can modify such palettes for each asset). An icon may be displayed (e.g.,
a lock icon) indicating whether or not an end user may change the color of image asset. The
user may change the current restriction on color change from lock to unlock, or from unlock
to lock. The user can activate the add image to palette control (“+”), to add additional images

from the image asset library to the image asset palette.
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[0217] As illustrated in Figure 4]J, if the user selects the “custom user image” icon,
than a corresponding image may be displayed on the product image, indicating that an end user
may add their own image (although the user may still specify the color, size, and position the
image may be when used to customize the product/template). In response to the user activating
the “add to image palette” control, the example user interface illustrated in Figure 4KK may
be displayed. The added image (in this example, the custom user image icon) is displayed in
the image asset field and underneath the product image, as well as on the product image.
Optionally, a control may be provided via which the user can specify that only those image
assets included user specified image asset palette may be used by end users (or licensees or
someone acting on their behalf) in customizing the corresponding portion of the template when
customizing the product.

[0218] Optionally, in response to the user focusing on (e.g., touching or clicking
on) an area outside of the product image or other designated location, a content lock user
interface, such as that illustrated in Figure 4LL, may be presented via which the user can lock
(or unlock) resizing of the asset, rotating the asset, adding layers to the asset, or moving the
asset, to thereby specify how much freedom an end user has with respect to customizing the
asset.

[0219] Figure 4MM illustrates an example user interface providing controls via
which the user can add an asset, add text, or save a user edited or created template. The save
template control may be rendered as inactive (e.g., using a greyed out/faded coloring) to
indicate that there is no template to save yet.

[0220] In response to the user activating the add text control, the example user
interface illustrated in Figure 4NN may be displayed. A text area (outlined with a text area
border) is displayed on the product image at the same time the previously added asset is
displayed, and an onscreen keyboard is displayed via which the user can enter text. When the
user has finished entering the desired text, the user can select a done control, and the example
user interface illustrated in Figure 400 may be displayed.

[0221] With reference to Figure 400, lock controls are provided via which the user
can lock (or unlock) resizing of the text, rotating the text, adding layers to the text, or moving
the text, to thereby specify how much freedom an end user has with respect to customizing the

text. The user may move, resize, or change the orientation of the text by clicking on the text
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and/or text border or corner, and dragging it as desired. As similarly discussed above, a delete
control may be provided (e.g., on the text area border) which when selected causes the system
to delete the text and text area. In addition, a paint can color palette icon, a font icon, a text
effect icon, and a content icon are displayed. Optionally, a number may be displayed in
association with a given icon indicating how many items (e.g., colors, fonts, texts, effects,
content, etc.) have been designated for the corresponding palette.

[0222] If the user selects the font icon (“Aa” in the illustrated example), the
example user interface in Figure 4PP may be displayed. The user can specify a main or default
font by scrolling through fonts via forward and reverse controls. A given font may be displayed
in a font field (e.g., using the font name in the corresponding font (e.g., Radical Life)). The
text displayed on the product changes to the displayed font. The user can select a “set as
main/default font” control to set the displayed font as the main/default font for the displayed
user entered text. For example, if the user selects the forward arrow, the font displayed in the
font field may change to a different font name and the text may change to the different font, as
illustrated in Figure 4QQ. If the user selects the “set as main/default font” control, then the
displayed font will be set as the main/default font, and a corresponding font indicator will be
displayed in a font palette area at the time of the user interface (e.g., by font name or by using
letters in the selected font, e.g., AA) as illustrated in Figure 4RR. A label may be provided that
indicates that the font indicator in the font palette area has been set as the default font (e.g.,
“main font (this is the default font of the asset)”).

[0223] If the user selects the font palette control, an “add to font palette” control is
provided, as illustrated in Figure 4SS. The user can scroll through the different fonts (and the
text displayed on the product will change accordingly). When the user activates the “add to
font palette” control, the font will be displayed in the font palette field alongside the default
font, as illustrated in Figure 4TT. Optionally, the default font will emphasized relative to the
other fonts. For example, the default font may be displayed first in the font palette field to
indicate it is the default font. If the user selects an area outside of the product image or other
designated area, the example lock user interface (as similarly discussed above) illustrated in
Figure 4UU is displayed. The fonticon is displayed in association with a number that indicates

how many fonts are in the font palette.
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[0224] If the user selects the paint can color palette user icon, the example user
interface illustrated in Figure 4VV may be displayed. The user interface includes horizontal,
scrollable menus of colors from which to choose. A first row of colors may be utilized to set
the fill color of the text, while the second row of colors may be utilized to set the outline/border
color of the text. The user can select a color (from the fill color menu) and set it as the default
color for the text fill, and select a color (from the outline/border color menu) and set it as the
default color for the text outline, by selecting a “set as default” control. The “color” rectangle
is initially blank with an “original” indication. If the user selects a color, the “color” rectangle
changes to the selected color. There may be two “color” rectangles, one for the fill color and
one for the outline/border color. If the user selects the “set as default” control for the fill or
outline color, the selected color is displayed in the color palette field at the top of the user
interface, as illustrated in Figure 4WW. The user can change the fill or outline default color
by selecting another color as activating the set as default control.

[0225] If the user selects the color palette control, the user can add additional colors
to the color palette by selecting additional colors, as illustrated in Figure 4XX The user can
also reset the default text color (for the text fill or text border/outline) to the original color by
selecting a reset color symbol from the row of colors. The colors selected for the text fill are
displayed in the color palette as solid colored discs. The colors selected for the text
outline/border may be presented in the color palette field as a black disc with an outline/border
in the second color. Optionally, the default color will be displayed first in the color palette
field to indicate it is the default text color.

[0226] Figure 4YY illustrates an example text lock user interface that enables the
user to lock various text properties. In this example, lock controls are provided via which the
user can lock (or unlock) resizing of the user entered text, rotating the text, adding layers to
the text, or moving the text, to thereby specify how much freedom an end user has with respect
to customizing the user entered text. As similarly discussed above, a number is displayed in
association with respective palette icons (e.g., the paint can color palette icon, the font palette
icon, the effects palette icon (e.g., arced lined), etc.) indicating the number of user-selected
items in the corresponding palette.

[0227] If the user selects the effects icon, the user interface illustrated in Figure

477 may be displayed. The user may set a default effect for the user entered text by selecting
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an effect from a listed menu of effects (e.g., none, arc 1, arc 2, wave 1, wave 2, wave 3). The
text on the product image will be modified in accordance with the selected effect. In this
example, the user selected “none” and selected the “set as main effect” control, and in response,
the “none” icon is displayed in the effects palette field as the default effect, as illustrated in
Figure 4AAA.

[0228] Referring to Figure 4BBB, in the illustrated example user interface, the user
has selected the “effect palette” control (to add more effects to the effects palette) and has
selected the arc 2 effect. In response, the text on the product image is modified utilizing the
arc 2 effect. If the user selects the “add to effects palette” control, then the selected effect is
added to the effects palette. If the user clicks the user interface outside of the product image,
the example lock user interface illustrated in Figure 4CCC may be displayed. As similarly
discussed above, the user can selectively lock resizing of the text, rotating of the text, layering
the text, and moving the text.

[0229] If the user selects the content palette icon (a paper and pencil icon in this
example), the user interface illustrated in Figure 4DDD may be displayed. The user interface
enables the user to specify one or more items of content (e.g., text, graphics, images, etc.) from
which an end user can select. Optionally, a content provider (or agent thereof) may create an
image content palette and enables permissions to be set on images so the images can be
replaced by end users with other images uploaded by the product provider (or, optionally, the
product provider may enable the end user to replace an image provided by the product provider
with an image of the end user). The user can select a “default content” control to specify the
default content to be displayed in a given area. In this example, the user has added the content
“James Loves”. The user may move, resize, or change the orientation of the content by clicking
on the content and/or content border or corner, and dragging it as desired. The default content
(or a portion thereof) may be displayed in the content palette field, optionally with a label (e.g.,
“main content (this is the default content for this asset)”).

[0230] If the user selects the “default content” control, the example user interface
illustrated in Figure 4EEE may be displayed. A keyboard is provided via which the user can
enter new text (or emoji) content. Optionally, the user interface may be enabled to enter new
next or other content via handwriting (e.g., using a finger, stylus, or mouse). As the user enters

in text (where the phrase “text” includes emojis unless the context indicates otherwise), the
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text is optionally incrementally displayed on the product image, character-by-character. If the
user activates the “set as default content” control, the user entered content will be set as the
default content, and will be displayed in the content palette field as the default content.

[0231] If the user selects the “content palette” control, the example user interface
illustrated in Figure 4FFF will be displayed. If the user activates the “add content” control, a
keyboard (or drawing area) will be displayed, and the user can enter new text (e.g., “Mike
Loves”), as illustrated in Figure 4GGG. If the user enters text and selects the “add to content
palette” control, the user entered text will be added to the content palette field, as illustrated in
Figure 4HHH. Optionally, the default content will be displayed first in the content palette field
to indicate it is the default content. The user may lock the content palette (e.g., by selecting a
lock control) to prevent an end user from modifying or replacing the content in the template
and on the product.

[0232] Figure 4111 illustrates an example content lock user interface via which the
user can lock (or unlock) resizing of the content, rotating the content, adding layers to the
content, or moving the content, to thereby specify how much freedom an end user has with
respect to customizing the content. The user can optionally first move, resize, and/or rotate
each design element (e.g., images, text, etc.) displayed on the product image, and then lock
resizing, rotation, layering, and/or movement of the text.

[0233] With reference to Figure 4J]J, the product and the content are displayed on
multiple images of the product, where the product is in a different color in each image. The
user can select one or more the different colored versions of the product to indicate on what
product colors the content is to be made available for to end users. Optionally, the user
interface may include images of different products (e.g., t-shirt, hoodie, backpack), with each
product displayed in multiple colors. The user interface thus enables the user to specify, by
selecting images, both what products and what product colors the template to be made available
for. The user can select the “save template” control to save the selections. A saved
confirmation indication may be provided in response to the user selecting the save template
control.

[0234] Certain additional example user interfaces will now be described via which
an end user (e.g., a product purchaser) may customize a product in accordance with palettes

(e.g., image, asset, color, font, and/or effect palettes) and restrictions specified by a product
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provider or intellectual property licensor (or someone acting on their behalf) utilizing, by way
of example, user interfaces and processes described herein. The user interfaces may be
presented via an application installed on the end user device or via a website, by way of
example. As will be described, advantageously if certain design elements have certain
characteristics that have been locked (e.g., color, font, content, etc.), then optionally the
corresponding controls are not displayed or accessible, thereby efficiently utilizing display
space and avoiding confusing the end user (and reducing end user input errors).

[0235] Figure 4KKK illustrates an example user interface depicting an image of a
product selected by an end user (e.g., via an interactive catalog, such as described elsewhere
herein). In addition, controls are provided via which the end user can “like” a product (e.g.,
add it to a wish list), add a product (e.g., with end user customization) to an electronic shopping
cart, and access templates (e.g., via a template icon) and/or stickers. In response to the end
user selecting the template control, the example user interface illustrated in Figure 4LLL may
be presented. The user interface presents a palette of templates (e.g., defined using interfaces
and processes described herein) that the end user may select from to customize the product
selected by the end user. As discussed elsewhere herein, different palettes may be defined for
different products and/or product types.

[0236] In response to the end user selecting a template from the template palette,
the selected template may be displayed in real time on the product image at a template
designated location, as in the example user interface illustrated in Figure 4MMM. The selected
template may include multiple design elements, such as graphics, photographs, text, etc. By
way of illustration, a template may include graphics of multiple cartoon or comic book
characters, a background, and text. Optionally, a given template design element may be
associated with a respective set of restrictions (e.g., with respect to content that may be
replaced, template orientation, layering, change in size, etc.).

[0237] By way of illustration, if the selected template includes a cartoon character,
the end user may select the cartoon character (e.g., by touching, pointing at, or clicking on the
cartoon character). In response, a palette of content items (e.g., other cartoon characters)
previously defined (e.g., by a product provider) may be presented. In response to the end user
selecting a template content item (e.g., a cartoon character), the selected content item may

replace the previously selected content item on the product image.
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[0238] In this example, the end user has selected a photograph on the product
image. In response, the example user interface illustrated in Figure 4ANNN may be presented.
In this example, a palette of content items (e.g., other photographs, graphics, text, etc.)
previously defined (e.g., by a product provider) may be presented. In response to the end user
selecting a content item, the selected content item may replace the previously selected content
item on the product image. In this example, the end user has selected a template that includes
text (“I love”) and that enables the end user to supply the user’s own photograph for the
template (by selecting a graphic of a schematic of a photograph, including a mountain and
moon, in this example, that indicates the user may use a custom image). In response to the end
user selecting the custom image graphic, the user interface illustrated in Figure 4000 may be
presented.

[0239] The example user interface illustrated in Figure 4000 includes a control (a
camera icon) that enables the end user to take a photograph using a camera on the end user’s
device (e.g., a camera-equipped phone) and a control to access photographs from a photograph
data store associated with the end user (e.g., on the end user’s device, from a cloud data store,
or otherwise). In this example, the end user selects a photograph from the data store, and in
response, the selected photograph is displayed on the product image in the location identified
by the template, as illustrated in Figure 4QQQ. In response to the end user selecting the
template text (“I love”), a previously defined a palette of phrases/text (e.g., defined by a
product provider) may be presented, as illustrated in Figure 4RRR, from which the end user
may select to utilize as template text. In this example, the product provider has permitted the
end user to provide custom text, and so a “custom” text control is provided. In the product
provider did not enable the end user to add custom text to the template, then optionally the
“custom” text control is not displayed. In response to the end user activating the “custom” text
control, the example user interface illustrated in Figure 4SSS may be presented.

[0240] As illustrated in Figure 4SSS, a keyboard is presented via which the user
can type in text (or handwriting area may be presented via which text may be entered via a
finger, stylus, or other pointing device)), which replaces the original text from the previously
selected template (“I do it” replaces “I love”). The typed in text may incrementally be
displayed in the text area of the template in real time. If the font and color were locked (e.g.,

by the product provider), then the end user is inhibited from modifying the font and color of
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the end user-entered text. When the end user has completed entering the text, the end user can
activate a done control, and the example user interface illustrated in Figure 4TTT may be
presented. The user interface illustrated in Figure 4TTT depicts the front of the product with
the end user selected photograph and the end user entered text, utilizing the positioning, font,
and default colors specified by the product provider for the corresponding template.

[0241] In response to the end user activating the rotation control (e.g., an icon of a
circle composed of two arrowed lines) the image of the product is rotated or replaced to show
the backside of the product, as illustrated in Figure 4UUU. In this example, the image displays
a template comprising text defined by the product provider (“Your Last Name”). In response
to the end user selecting (e.g., touching or pointing at) the text on the product image, the
example user interface illustrated in Figure 4VVV may be presented. The end user may select
a phrases control, and a palette of phrases/text previously defined (e.g., by a product provider)
may be presented from which the end user may select to utilize as template text. In this
example, the product provider has permitted the end user to provide custom text, and so a
“custom” text control is provided (otherwise, the “custom” text control may optionally be
inhibited from being displayed). In response to the end user activating the “custom” text
control, the keyboard (or a drawing area) is displayed. As the end user enters text via the touch
keyboard (or by drawing in the drawing area), the text replaces the original text (“Michaels”
replaces “Your last name”). The typed-in text may optionally be incrementally displayed in
the text area in real time as the end user types in characters. In response to the end user
selecting a “done” control, the example user interface illustrated in Figure 4WWW may be
presented. In this example, the product provider has permitted the end user to change the text
color, and so a menu of colors is presented (otherwise, the color menu may optionally be
inhibited from being displayed). The end user may select a color (e.g., by touching or pointing
at a desired color), and the text will change to the selected color in real time.

[0242] In response to the end user completing the color selection (e.g., by clicking
outside the product image or at other appropriate location), the example user interface
illustrated in Figure 4XXX may be presented, displaying the image of the backside of the
product with the end user entered text in the end user selected color. In response to the end

user selecting the rotation command, the example user interface illustrated in Figure 4YYY
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may be displayed. The end user may add the customized product to the shopping cart (and
purchase the customized product), or continue modifying the templates.

[0243] In the foregoing discussion of example end user customization user
interfaces, it is understood that if the product provider (or intellectual property licensor or
someone acting on their behalf) defined palettes for fonts and/or text effects, user interfaces
may be presented enabling the end user to customize the text using such font and/or effect
palettes. Further, if the product provider granted permission to resize, move, rotate and/or
layer specified templates or content items (e.g., graphics, images, text), then corresponding
control may be provided enabling the end user to accordingly resize, move, rotate and/or layer
such templates or content items.

[0244] Optionally, tutorial or other help user interfaces may be presented for a
product provider and/or for an end user to assist in the use of user interfaces and processes
described herein. For example, a system may determine what user interface the user is viewing
and/or what feature of a user interface a user is accessing (e.g., by detecting what control or
design element the user is touching, pointing at, or otherwise focusing on), and based at least
in part on such determination, infer what operation the user is attempting to perform. The
system may then adaptively provide help (visually and/or audibly) to guide the user in
performing the operation. For example, if the system detects that a user is touching a color in
a color menu, the system may cause a “set as default” control and an “add to palette” control
to be highlighted (e.g., by changing the control color, by drawing a boarder around the control,
by flashing the control, by causing an arrow to point at the control, or otherwise) to indicate
that the user may want to set the selected color as a default color or add the selected color to
the color palette as a non-default color. Optionally, a video and/or audio presentation may be
identified, accessed, and played that illustrates or provides a description of how one or more
features may be utilized. Optionally, a tutorial may be provided that guides the user regarding
one or more operations described herein. Optionally, the system operator, a product provider,
and/or an end user may enable or disable the provision of such tutorial to the end user.

[0245] Certain example operations will now be described with reference to the
figures. Fewer or additional operations may be performed, and the operations may be
performed in a different order. For example, if a user elects not to add text to a design area,

then certain related operations related to rending text editing interfaces may not be performed.
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By way of further example, if a design does not violate a design rule, than corresponding error
handling operations may not be performed. In addition, certain operations that are depicted as
being serially performed may be performed in parallel (e.g., at the same time). Certain
operations may be performed by a user device and/or a CAD system.

[0246] Figures 5SA-5B illustrate example operations that may be performed with
respect to an item provider that is specifying an item and that is specifying end user
customization permissions/restrictions. At block 502, an item specification interface is
rendered on a user device (e.g., an item provider device), optionally in response to a user input.
At block 504, a new item specification is received and stored. For example, the item
specification may include item name, item category, description, sizes, item color, and the like.
At block 506, an item view identification user interface is rendered. At block 508, an item
view is selected by the user from a gallery of generic items view or the user may upload an
image of a side of the actual item. The item view selection or upload is received. At block
510, a color selection user interface is rendered, optionally in response to a user input. At
block 512, a color selection is received and stored. For example, a palette of colors may be
provided, and in response to the user selecting a color from the palette, a corresponding color
map may be provided with a range/shades of the selected color. The user may select a
particular color shade from the map (e.g., using a pointing device, such as a mouse, stylus, or
finger). Optionally, the user can enter the desired color via a color value field. At block 514,
the item in the interface is colored using the selected color in real time.

[0247] Atblock 516, an add design area interface is rendered which may provide a
design area specification tool that enables a user to draw or otherwise specify a design area
perimeter and to assign a name to the specified design area. At block 518, the design area
specification and design area name are received (e.g., where the design area is drawn by the
user on a given portion of the item, or the user provides numerical coordinates for the design
area).

[0248] At block 520, an add image interface is rendered, optionally in response to
auser input. The add image interface may include a gallery of previously stored images and/or
may provide a control via which a user can upload or link to an image. At block 522, an image
selection from the gallery is received and/or an image upload or link is received. Atblock 524,

the selected/uploaded image is rendered in the design area. At block 526, an image color
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selection is received. For example, the user may select a color from a displayed palette of
colors and in response, the interface may access and present a color map corresponding to the
color selected by the user. The user may select a desired shade from the color map. At block
528, the image color may be changed in real time to the selected shade. A lock control may
also be provided. If the lock control is activated by the user, the image color may be locked to
prevent the color from being changed (e.g., by an end user) unless the lock is unlocked.

[0249] Atblocks 530 and 532, in response to the user selecting an add text control,
an add text interface may be presented. The interface may indicate one or more previously
specified design areas, and may highlight a user-selected design area. A text field may be
provided. As the user enters text (e.g., using a provided keyboard, via voice input, or
otherwise) the text is displayed in real time in the selected design area. Formatting controls
may be provided via which the user can select/specify a font, text alignment (e.g., left, right,
center), text effects, character spacing, and/or line spacing. In addition, controls may be
provided via which the user can rotate the text, change the size of the text, and/or lock the text
(so that the text cannot be changed by an end user). A design area deletion control may also
be provided. Text entry and text formatting specified by the user may be reflected in the
selected design area on the item image in real-time.

[0250] Atblock 534, a text color selection is received and stored. For example, the
user may select a color from a displayed palette of colors and in response, the interface may
access and present a color map corresponding to the color selected by the user. The user may
select a desired shade from the color map. At block 536, the text color in the design area may
be changed in real time to the selected shade.

[0251] At block 538, an item variant interface may be rendered via which a user
can assign a base price and prices for each specified item variant (e.g., for each combination
of available color, available size, and number of design areas customizable by an end user).
The item variant interface may also enable the user to specify what type of print options may
be used or made available for a given item or item-type. For example, the interface may enable
an item provider to specify whether standard ink, glow-in-the dark ink, and/or embroidery are
to be made available to end users to customize a given item. The user inputs may be received

and stored.
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[0252] At block 540, a publish command may be received (e.g., in response to the
user activating a publish control). At block 550, the specified item may then be saved and
published (e.g., to a store associated with the user).

[0253] Figures 6A-6B illustrate example operations that may be performed with
respect to an end user in customizing an item. At block 602, an interactive item selection
interface may be rendered on a user device (e.g., via a browser or dedicated application). The
interactive item selection interface may display or provide access to a catalog of items of one
or more stores. At block 604, a user item selection is received. At block 6035, customization
rules and permissions are accessed from memory. For example, the customization rules and
permissions may indicate what colors may be used for the item, for each design area, for each
image in a design area, and/or for each item of textin a design area. By way of further example,
the customization rules and permissions may indicate what text formatting (e.g., which fonts,
alignment, spacing, size, and/or effects) may be used for an item or for a given design area on
the item. By way of yet example, the customization rules and permissions may indicate
whether a design element (e.g., text or an image) may be rotated, may specify rotation
increments, and/or may specify a maximum rotation amount. By way of yet example, the
customization rules and permissions may indicate which design elements (e.g., text or image)
that had been applied by the item provider to an item may be deleted or edited.

[0254] At block 606, customization interface may be rendered. The customization
interface may display an image corresponding to a default side of the user selected item,
optionally in an item provider specified default color. A side selection control may be provided
via which the user can view and select an image of a different side. The design areas specified
by the item provider may be highlighted on the item image. The user may select (e.g., by
clicking on) a design area to add to or modify the design area. An item color selection interface
may be provided (e.g., including a palette of colors) via which the user can select an item color.
At block 608, a user color selection for the item is received. At block 610, the item is rendered
with the selected color in real time. Atblock 612, a design area selection is received. At block
614, the selected design area is highlighted.

[0255] Atblock 616, a user selection of an add image control is received. At block
618, an interface is presented that includes a gallery of images that item the provider indicated

may be used to customize the item and/or selected design area. The interface may include
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controls via which the user can select and upload/link to an image to be added to the selected
design area. At block 620, a user image selection or upload is received. At block 622, the
image is rendered in real time in the selected design area. In addition, the permitted editing
tools are determined and displayed. For example, depending on the restrictions/permissions
specified by the item provider for the item or the design area, one or more of the following
tools may be presented and enabled: resize, drag, rotate, change font, change color, delete, or
the like. Controls that are not permitted may be disabled and optionally not displayed, or may
be displayed “greyed out” (or otherwise) to indicate that the controls are not accessible.

[0256] At block 623, user edits are received.

[0257] At block 624, a determination is made as to whether the user edits have
violated any edit rules. For example, a determination may be made that the user has expanded
the size of the image past the border of the design area as specified by the item provider. At
block 626, if a determination is made that an edit rule is violated, an error notification may be
generated and provided to the user. For example, the notification may include one or more of
a text notification, an icon notification, a sound notification, an operational notification (e.g.,
snapping the size of the image back to the previous size in response to detecting that the user
is attempting to increase the size of the image in at least one direction or dimension past a
threshold size or dimension), or the like. Detection and handling of other rule violations, such
as violations of rules discussed elsewhere herein, may be similarly handled. In addition, the
user edit that violated the edit rule may be inhibited from being included in a design or
manufacturing file for the item, and the user may be prevented from ordering the item until the
violation is corrected.

[0258] Atblock 628, a user selection of an add text control is received. In response
to receiving the user selection of the text control, at block 630 a text entry-type selection
interface is rendered. The text entry-type selection interface may include a “create” control
and “template” control. At block 632, a template control selection may be received via the text
entry-type selection interface.

[0259] If the user selects the “template” control, at block 634, a gallery of user-
selectable text templates (e.g., previously entered by the item provider) that are permitted for

the item/design area is generated and rendered. For example, a given template may include
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alphanumeric text (e.g., one or more phrases) with an item provider-specified font. At block
636, a user selection of a template is received.

[0260] If the user selects the “create” control, a user interface is rendered via which
the user can enter the user’s own text. For example, the create user interface may include a
keyboard and a text field.

[0261] At block 638, the text (either corresponding to the template text or the user
created text) is rendered in the selected design area with permitted editing tools. For example,
depending on the restrictions/permissions specified by the item provider for the item or the
design area, one or more of the following tools may be presented and enabled: resize, drag,
rotate, font, color, or the like. Controls that are not permitted may be disabled and optionally
not displayed, or may be displayed “greyed out” (or otherwise) to indicate that the controls are
not accessible. The an editing toolbox may be dynamically determined based on the item the
user is customizing, the design area of the item the user is customizing, and/or the type of
customization the user is performing (e.g., adding text or adding an image).

[0262] At block 640, user edits are received via the permitted editing tools. For
example, the edits may include text rotation, size change, font change, color change, or the
like.

[0263] At block 642, a determination is made as to whether the user edits to the
text have violated any edit rules. For example, a determination may be made that the user has
reduced the size of the below a certain size specified by the item provider. At block 644, if a
determination is made that an edit rule is violated, an error indication/notification may be
generated and provided to the user. For example, the notification may include one or more of
a text notification, an icon notification, a sound notification, an operational notification (e.g.,
snapping the size of the text back to the previous size in response to detecting that the user is
attempting to increase the size of the text in at least one direction or dimension past a threshold
size or dimension), or the like. Detection and handling of other rule violations, such as
violations of rules discussed elsewhere herein, may be similarly handled. In addition, the user
edit that violated the edit rule may be inhibited from being included in a design or
manufacturing file for the item, and the user may be prevented from ordering the item until the

violation is corrected.
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[0264] At block 646, at least partly in response to determining that edit rules have
not been violated, the user is enabled to submit an order for the user-customized item (e.g., via
an order control).

[0265] Atblock 648, item and customization data may be generated corresponding
to the customized item. For example, the item data may include an identification of the item,
the item size (where the size may include an indication as to gender and age (e.g., unisex, men,
women, juniors, youth, toddler, infant)), and the item color. The customization data may
include print data. For example, data may include data in ppi (pixels per inch) or vector format.
Images may be in the form of JPEG, PNG, SVG, or other format. Text may optionally be
converted to an outline format. Colors may be provided using pantone color codes. An image
(or images) of templates and/or user-provided images and/or text used in the customization
may be generated as part of the customization data (see, e.g., Figure 3U-1). An image (or
images) of side(s) of the item that have been customized may be generated as part of the
customization data (see, e.g., Figure 3U-2). The item data and customization data may be
provided in separate files or a single file. At block 650, the item and customization data for
each design element may be transmitted to a printing and/or embroidering system. For
example, one or more files including the item data and/or the customization data may be
transmitted over a network to printing machine for printing. At block 652, the customized
design elements may be printed or embroidered on the item. For example, the printer may use
heat transfer vinyl, screen printing, direct to garment printing, sublimation printing, and/or
transfer printing. By way of further example, the printer may be a 3D printer that prints the
customized item.

[0266] Figure 7 illustrates an example process for changing the color of an image,
which may be used by one or more of the color change operations discussed herein. At block
702, an image whose color is to be changed (e.g., in response to a user color-change instruction)
is accessed. For example, the image may be in scalable vector graphics (SVG) format which
is defined in an XML text file. At block 704, the color data is identified. For example, a color
entry in the text file may be identified. At block 706, the color data is edited to correspond to
the color specified by the user. The color may be in the form of a standard color name (e.g.,

bR INYS

“green,” “red,” “blue”), or via a numerical code (e.g., as a hexadecimal value, as rgb decimal
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values (e.g., rgb (126, 255, 216), as rgb percentages (e.g., rgb (75%, 50%, 25%), or otherwise).
At block 708, the image is rendered using the edited color data.

[0267] Figure 8 illustrates example operations that may be performed in detecting
design rule violations with respect to specifying design areas (e.g., printable areas). The
operations may be used in conjunction with one or more of the design area specification
operations discussed herein. At block 802, a design area specification for an item (e.g., a
clothing product) is received. By way of example, a design area specification tool may be
provided that enables a user to draw or otherwise specify a design area perimeter. By way of
illustration, a user may select the tool, specify a first corner via a pointer (e.g., mouse, stylus,
finger), drag the pointer to indicate a diagonally opposite corner, and a corresponding perimeter
will be drawn (e.g., using dashed lines or other indicator), which may be in the form of a
rectangle or square (although other shapes may be used). At block 804, the design area outline
(e.g., a border) is drawn on the item. At block 806, a determination is made as to whether the
design area outline violates any design rules (e.g., specified by a printing entity or system
operator). For example, depending on the printing technology to be used, it may not be
possible to print within a certain distance of an edge of an item, such as within a certain distance
of a hem of a jacket. Thus, margins may be specified with respect to certain edits/portions of
the item.

[0268] If a user (e.g., an item provider) attempts to specify a design area that will
violate such margins, at block 810 an error indication/notification may be generated. For
example, the notification may include one or more of a text notification, an icon notification,
a sound notification, an operational notification (e.g., snapping the size of the design area
border back to the previous size in response to detecting that the user is attempting to increase
the size of the design area past a margin), or the like. In addition, the user may be prevented
from publishing the item on the user’s store until the violation is corrected. If there is no
violation or the violation has been corrected, then at block 808, the design area dimensions
and/or coordinates may be stored for later publication. Optionally, instead of generating an
error notification, the process may crop the design area so that the design area will
automatically be sized to fit within the specified margins.

[0269] Figure 9 illustrates example operations that may be performed in detecting

design rule violations with respect to editing an image by a user (e.g., an end user) which may
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be used by one or more of the image editing operations discussed herein. At block 902, an
image edit instruction is received. For example, the editing instructions may relate to change
the size, rotation, and/or position of an image depicted in a design area of an item (e.g., on a
chest design area of a jacket). At block 904, the edited image is rendered in real time on the
item. At block 906, a determination is made as to whether the edited image extends past the
design area boarder or a margin thereof, as defined by an item provider. At block 910, an error
indication/notification is generated. For example, the notification may include one or more of
a text notification, an icon notification, a sound notification, an operational notification (e.g.,
snapping the size or rotation of the image back to the previous size or rotation in response to
detecting that the user is attempting to increase the size of the image or change the rotation of
the image so that it will be past a design area border or margin), or the like. In addition, the
user may be prevented from ordering the item until the violation is corrected. If there is no
violation or the violation has been corrected at block 912, then at block 908, the image
dimensions and/or coordinates may be stored for later ordering or printing. Optionally instead,
the portion of the image or other template that violates design area boarder or a margin thereof
is cropped, and the cropped image is displayed in real time in the design area. The user may
be permitted to order the order the item with the cropped image or other template.

[0270] Figure 10 illustrates example operations that may be performed in detecting
design rule violations with respect to editing text by a user (e.g., an end user). The example
operations may be used in conjunction with one or more of the text editing operations discussed
herein. Atblock 1002, an text edit instruction is received. For example, the editing instructions
may relate to change the size, rotation, and/or position of text depicted in a design area of an
item (e.g., on a chest design area of a jacket). At block 1004, the edited text is rendered in real
time on the item. At block 1006, a determination is made as to whether the edited text extends
past the design area boarder or a margin thereof, as defined by an item provider. At block
1010, an error indication/notification is generated. For example, the notification may include
one or more of a text notification, an icon notification, a sound notification, an operational
notification (e.g., snapping the size or rotation of the text back to the previous size or rotation
in response to detecting that the user is attempting to increase the size of the text or rotate the
text past a design area border or margin), or the like. In addition, the user may be prevented

from ordering the item until the violation is corrected. If there is no violation or the violation
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has been corrected at block 1012, then at block 1008, the text dimensions and/or coordinates
may be stored for later ordering or printing.

[0271] Optionally instead, the portion of the text or other template that violates
design area boarder or a margin thereof is cropped, and the cropped text or other template is
displayed in real time in the design area. The user may be permitted to order the order the item
with the cropped text or other template.

[0272] Figure 11 illustrates an example process that enables a user to quickly view
different templates as applied to an item design area. Atblock 1102, user edits to a first design
element (e.g., a first template) in a first design area of an item are received. For example, the
edits (e.g., a change in orientation, color, size, height/width ratio, text content, deletion of a
portion of a design element, etc.) may been received using interfaces described above. The
first design element may be one of a plurality of design elements that may be used in the design
area. The user interface may display the edited first design element on a model of an item.

[0273] Atblock 1104, a next or previous design element command may be received
and detected. For example, if the user interface is displayed via a touch screen, the next or
previous design element command may be received via a left or a right swipe gesture using
one or more fingers or a stylus. Optionally, visible next and previous controls may be provided
that may be clicked on or otherwise selected. Optionally, a suggestion control may be provided
which may be used to instruct the process to suggest a template (rather than provide the last or
next template).

[0274] At block 1106, a second design element is accessed in response to the next
or previous command. Forexample, if a previous command is received, the process may select
the immediately preceding design element in a gallery of design elements. If an a next
command is received, the process may select the immediately next design element in a gallery
of design elements. If a suggestion control is selected, the process may select a second template
based on a user’s template purchase history, user preferences (e.g., the user may have indicated
a preference for certain sports teams or players, performers, celebrities, politicians, cartoon
characters), and/or template popularity.

[0275] At block 1108, the edits to the first design element are retrieved from

memory.
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[0276] At block 1110, a determination is made as to which edits to the first design
element may be applied the second design element. For example, the process may determine
whether an item provider has set different edit restrictions for the first design element than the
second design element, and whether edits permitted for the first design element are permitted
for the second design element. The process may not apply (or apply with a rule violation
notice) the edits from the first design element to the second design element where such edits
would violate edit restrictions for the second design element.

[0277] By way of illustration, the first design element may be of a basketball, and
a first edit may have changed the basketball color to green. The second design element may
be a logo of a basketball team and may be associated with a restriction preventing a color
change to the logo. In such case, the process would not apply the color change to the logo. By
way of further example, the edit permissions for both the first and second design elements may
indicate that both design elements may be rotated to any desired angle. In such case, the
process may apply a rotation edit for the first design element to the second design element. By
way of further example, an edit to the first design element may have been deletion of a word.
If the second design element does not include the deleted word, than the deletion edit will not
be performed.

[0278] At block 1112, the edits that are determined to be apply-able to the second
design element are applied. At block 1114, the second template is rendered on the first design
area of the model of the item. Optionally, an undo control may be provided which when
activated will cause the edits to the second template to be removed. The foregoing process
may be performed in real time, enabling a user to swiftly view different customizations,
optionally without having to reapply edits for each design element.

[0279] Optionally, in addition to enabling gestures to be used to cycle through
templates, the process may enable gestures to be used to swipe through different items to which
a template will be applied. For example, in response to detecting a gesture (e.g., an up/down
or left/right swipe) on a user device display, the process may replace the item on which the
template is displayed with a different item. For example, if a template is displayed on an image
of a t-shirt with a pocket, in response to a gesture process may cause the same template
(optionally with any user edits) to be displayed in real time on another item (e.g., a t-shirt

without a pocket) in place of the image of the t-shirt with a pocket.
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[0280] Figure 12 illustrates an example process that enables a user to accurately
and quickly generate a sticker and customization palettes for a sticker. It is understood, that
given the flexibility of the user interfaces, optionally the various user interfaces may be
accessed in different order. At block 1202, a user interface is provided via which the user can
select a product to which a “sticker” (e.g., an image of a licensed character, logo, trademark,
etc.) may be applied. For example, if the user interface is enhanced for touch input as described
elsewhere herein, the process may enable gestures to be used to swipe through images of
different items to which a sticker may be applied. For example, in response to detecting a
gesture (e.g., an up/down or left/right swipe) on a user device touch display, the process may
replace an image of a first product (e.g., a t-shirt) with an image of a second product (e.g., a
hoodie jacket). The user may touch or otherwise select a product image (e.g., by pointing a
cursor over a product image and clicking, or otherwise).

[0281] Atblock 1204, a sticker creation command is received from a user (e.g., via
menu selection, link activation, or otherwise). At block 1206, a library of assets is accessed,
and at least a portion of the library is displayed. For example, an asset may be a character,
logo, or trademark. At block 1208, the user is enabled to select an asset (e.g., by touching the
asset displayed on the user device display, by pointing a cursor over the asset and clicking, or
otherwise). Atblock 1209, a user asset selection is received and displayed on an image of the
selected product. At block 1210, a user interface is provided via which a user may select a
color. For example, a plurality of colors may be displayed (e.g., in a scrollable list of colors).
A user can touch the desired color to select it. At block 1212, in response to detecting a user
color selection, the color of the asset, displayed on the product image, is changed to that of the
selected color.

[0282] At block 1214, a user is enabled to designate the selected color as a default
color (e.g., the color the sticker will be initially displayed in when displayed to an end user in
an electronic catalog of products and/or of stickers). For example, a “set as default control”
(e.g., which may be labelled as “set as main” or otherwise) may be provided. At block 1216,
in response to the user activation of the default control, the corresponding selected color is
displayed in an asset color palette field. The asset color palette field is configured to display
colors designated by the user as to be made available to end users (or licensees) in customizing

the sticker. The color designated as the default color may be highlighted (via position as the
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first color in the palette, via an icon, via a text notation, and/or via other technique) to
distinguish the default color from other colors in the asset color palette field. At block 1218,
a user interface is provided via which the user can add additional colors to the asset color
palette field (e.g., one color at a time to reduce the possibility of an inadvertent color selection,
or multiple colors at the same time to speed the color selection). At block 1220, the additional
colors are displayed in the asset color palette field.

[0283] At block 1222, a user interface may be provided via which the user can
specify that only those colors included user specified asset color palette may be used by end
users (or licensees) in customizing the color of the asset. The user may also specify that end
users may utilize the colors in the included user specified asset color palette but may also use
other colors. Optionally, if end users are permitted to use other colors, the colors included user
specified asset color palette may be recommended or emphasized (e.g., listed first or with a
notation) relative to colors not included in the user specified asset color palette.

[0284] At block 1224, a user interface may be provided via which the user can
specify that certain asset properties may or may not be modified by an end user. For example,
the user may specify that the asset size, asset orientation, asset position (on the product), or
asset layering may or may not be modified.

[0285] At block 1226, a user interface may be provided via which the user can
specify on what colors of the product the sticker (including the associated colors and
permissions) is to be made available for to end users.

[0286] Figure 13A-13C illustrates an example process that enables a user to
accurately and quickly generate a template and customization palettes for a template. It is
understood that certain processes described herein (e.g., with respect to selecting or entering
text, selecting fonts, selecting text effects, etc.) may be utilized with respect to stickers as well.

[0287] At block 1302, a user interface is provided via which the user can select a
product to which a “template” (e.g., which optionally includes multiple elements, such as text,
and an image, logo, trademark, etc.) may be applied. For example, if the user interface is
enhanced for touch input as described herein, the process may enable gestures to be used to
swipe through images of different items to which a template may be applied. For example, in
response to detecting a gesture (e.g., an up/down or left/right swipe) on a user device touch

display, the process may replace an image of a first product (e.g., a t-shirt) with an image of a
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second product (e.g., a hoodie jacket). The user may touch or otherwise select a product image
(e.g., by pointing a cursor over a product image and clicking, or otherwise).

[0288] At block 1304, a template creation command is received from a user (e.g.,
via menu selection, link activation, or otherwise). Atblock 1306, a library of assets is accessed,
and at least a portion of the library is displayed. For example, an asset may be a character,
logo, or trademark. At block 1308, the user is enabled to select an asset (e.g., by touching the
asset displayed on the user device display, by pointing a cursor over the asset and clicking, or
otherwise). Atblock 1310, a user asset selection is received and displayed on an image of the
selected product.

[0289] At block 1312, a user interface may be provided via which the user can
specify that certain asset properties may or may not be modified by an end user. For example,
the user may specify that the asset size, asset orientation, asset position (on the product), or
asset layering may or may not be modified.

[0290] At block 1314, a user interface is provided via which a user may select a
color. For example, a plurality of colors may be displayed (e.g., in a scrollable list of colors).
A user can touch the desired color to select it. At block 1316, in response to detecting a user
color selection, the color of the asset, displayed on the product image, is changed to that of the
selected color.

[0291] At block 1318, a user is enabled to designate the selected color as a default
color (e.g., the color the asset will be initially displayed in when displayed to an end user in an
electronic catalog of products and/or of templates). For example, a “set as default control”
(e.g., which may be labelled as “set as main” or otherwise) may be provided. At block 1320,
in response to the user activation of the default control, the corresponding selected color is
displayed in an asset color palette field. The asset color palette field is configured to display
colors designated by the user as to be made available to end users (or licensees) in customizing
the template. The color designated as the default color may be highlighted (via position as the
first color in the palette, via an icon, via a text notation, and/or via other technique) to
distinguish the default color from other colors in the asset color palette field.

[0292] At block 1322, a user interface is provided via which the user can add

additional colors to the asset color palette field (e.g., one color at a time to reduce the possibility

81-



WO 2020/106905 PCT/US2019/062506

of an inadvertent color selection, or multiple colors at the same time to speed by the color
selection). At block 1324, the additional colors are displayed in the asset color palette field.

[0293] At block 1326, a user interface may be provided via which the user can
specify that only those colors included user specified asset color palette may be used by end
users (or licensees) in customizing the color of the asset. The user may also specify that end
users may utilize the colors in the included user specified asset color palette but may also use
other colors. Optionally, if end users are permitted to use other colors, the colors included user
specified asset color palette may be recommended or emphasized (e.g., listed first or with a
notation) relative to colors not included in the user specified asset color palette.

[0294] At block 1324, a user interface may be provided via which the user can
specify that certain asset properties may or may not be modified by an end user. For example,
the user may specify that the asset size, asset orientation, asset position (on the product), or
asset layering may or may not be modified.

[0295] At block 1326, a user interface may be provided via which the user can
specify on what colors of the product the template (including the associated colors and
permissions) is to be made available for to end users.

[0296] At block 1328, a user interface (e.g., a keyboard) may be provided on the
touch display via which the user can enter text. At block 1330, the text is displayed on the
product image. Optionally, the text is incrementally displayed as the user types it. Optionally
instead, the text is not displayed until the user indicates (e.g., via a “done” control) that the
user has completed entering the text.

[0297] At block 1334, a user interface is provided via which a user may select a
font. For example, one or more fonts may be displayed (e.g., in a scrollable list of fonts). The
displayed fonts may include the name of the font using letters in the font. A user can touch or
point at the desired font to select it. Atblock 1336, the font of the text, displayed on the product
image, is changed to that of the selected font. Optionally, the font of the text, displayed on the
product image, is changed to that of the selected font in response to the user scrolling to the
corresponding font in the scrollable list of fonts, even if the user has not selected the font.

[0298] At block 1338, a user is enabled to designate the selected font as a default
font (e.g., the font the text will be initially displayed in when displayed to an end user in an

electronic catalog of products and/or of templates). For example, a “set as default control”
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(e.g., which may be labelled as “set as main font” or otherwise) may be provided. At block
1340, in response to the user activation of the default control, the corresponding selected font
is displayed in a text font palette field. The text font palette field is configured to display fonts
designated by the user as to be made available to end users (or licensees) in customizing the
template. The font designated as the default font may be highlighted (via position as the first
font in the palette, via an icon, via a text notation, and/or via other technique) to distinguish
the default font from other fonts in the text font palette field.

[0299] At block 1342, a user interface is provided via which the user can add
additional (non-default) fonts to the text font palette field (e.g., one font at a time to reduce the
possibility of an inadvertent font selection, or multiple fonts at the same time to speed by the
font selection). At block 1344, the additional fonts are displayed in the text font palette field.
A user interface may be provided via which the user can specify that only those fonts included
user specified text font palette may be used by end users (or licensees) in customizing the font
of the text. The user may also specify (e.g., via a lock control) that end users may utilize the
fonts in the included user specified text font palette but may (or may not) also use other fonts.
Optionally, if end users are permitted to use other fonts, the fonts included user specified text
font palette may be recommended or emphasized (e.g., listed first or with a notation) relative
to fonts not included in the user specified text font palette. The user may also specify a
maximum length (in words or characters) for end user provided text for a given design
area/slot.

[0300] At block 1346, a user interface may be provided via which the user can
specify that certain text properties may or may not be modified by an end user. For example,
the user may specify that the text size, text orientation, text position (on the product), or text
layering may or may not be modified.

[0301] At block 1348, a user interface is provided via which a user may select text
fill and text outline colors. For example, a plurality of colors may be displayed (e.g., in a
scrollable list (e.g., row) of colors). Optionally, two sets of colors may be presented, a first set
for the text fill colors, and a second set for the text outline colors. A user can touch or point at
a desired color in the first set of colors to select the color as the text fill color. A user can touch
or point at a desired color in the second set of colors to select the color as the text outline color.

At block 1350, in response to detecting a user color selection from the first set of colors, the
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fill color of the text, displayed on the product image, is changed to that of the selected color.
In response to detecting a user color selection from the second set of colors, the outline color
of the text, displayed on the product image, is changed to that of the selected color.

[0302] At block 1352, a user is enabled to designate the selected fill color as a
default fill color (e.g., the text fill color the text will be initially displayed in when displayed
to an end user in an electronic catalog of products and/or of templates). For example, a “set as
default control” (e.g., which may be labelled as “set as main” or otherwise) may be provided.
Similarly, a user is enabled to designate the selected outline color as a default text outline color
(e.g., the text outline color the text will be initially displayed in when displayed to an end user
in an electronic catalog of products and/or of templates). At block 1354, in response to the
user activation of the color fill default control, the corresponding selected fill color is displayed
in a text color palette field. Similarly, in response to the user activation of the color outline
default control, the corresponding selected outline color is displayed in the text color palette
field. The text color palette field is configured to display fill and outline colors designated by
the user as to be made available to end users (or licensees) in customizing the template. The
color designated as the default color may be highlighted (via position as the first color in the
palette, via an icon, via a text notation, and/or via other technique) to distinguish the default
color from other colors in the text color palette field.

[0303] At block 1356, a user interface is provided via which the user can add
additional fill and/or outline colors to the text color palette field (e.g., one color at a time to
reduce the possibility of an inadvertent color selection, or multiple colors at the same time to
speed by the color selection). At block 1358, the additional colors are displayed in the text
color palette field.

[0304] At block 1360, a user interface may be provided via which the user can
specify that only those colors included user specified text color palette may be used by end
users (or licensees) in customizing the fill and/or outline colors of the text. The user may also
specify (e.g., via a lock control) that end users may utilize the fill and/or outline colors in the
included user specified text color palette but may also use other colors. Optionally, if end users
are permitted to use other colors, the colors included user specified text color palette may be
recommended or emphasized (e.g., listed first or with a notation) relative to colors not included

in the user specified text color palette.
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[0305] At block 1362, a user interface is provided via which a user may select an
effect. For example, one or more effects may be displayed (e.g., in a menu or scrollable list of
effects). The displayed effects may include the name of the effect. A user can touch or point
at the desired effect to select it. At block 1364, the text, displayed on the product image, is
changed in accordance with the selected effect. Optionally, the effect applied to the text,
displayed on the product image, is changed to that of an effect pointed at by the user, even if
the user has not selected the effect.

[0306] At block 1366, a user is enabled to designate the selected effect as a default
effect (e.g., the effect the text will be initially displayed in when displayed to an end user in an
electronic catalog of products and/or of templates). For example, a “set as default control”
(e.g., which may be labelled as “set as main effect” or otherwise) may be provided. At block
1368, in response to the user activation of the default control, the corresponding selected effect
is displayed in a text effect palette field. The text effect palette field is configured to display
effects designated by the user as to be made available to end users (or licensees) in customizing
the template. The effect designated as the default effect may be highlighted (via position as
the first effect in the palette, via an icon, via a text notation, and/or via other technique) to
distinguish the default effect from other effects in the text effect palette field.

[0307] At block 1370, a user interface is provided via which the user can add
additional effects to the text effect palette field (e.g., one effect at a time to reduce the
possibility of an inadvertent effect selection, or multiple effects at the same time to speed by
the effect selection). Atblock 1372, the additional effects are displayed in the text effect palette
field. Atblock 1374, a user interface may be provided via which the user can specify that only
those effects included user specified text effect palette may be used by end users (or licensees)
in customizing the effect of the text. The user may also specify (e.g., via a lock control) that
end users may utilize the effects in the included user specified text effect palette but may (or
may not) also use other effects. Optionally, if end users are permitted to use other effects, the
effects included user specified text effect palette may be recommended or emphasized (e.g.,
listed first or with a notation) relative to effects not included in the user specified text effect
palette.

[0308] At block 1376, a user interface (e.g., a keyboard) may be provided on the

touch display via which the user may select (e.g., from a content library), submit or enter
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content (e.g., via a keyboard, by drawing on the display, via an upload). At block 1378, the
content is displayed on the product image. Optionally, the content is incrementally displayed
as the user types or draws the content.

[0309] Atblock 1380, a user is enabled to designate the selected content as a default
content (e.g., the content the asset will be initially displayed in when displayed to an end user
in an electronic catalog of products and/or of templates). For example, a “set as default
control” (e.g., which may be labelled as “set as main” or otherwise) may be provided. At block
1382, in response to the user activation of the default control, the corresponding selected
content is displayed in a content palette field. The content palette field is configured to display
content designated by the user as to be made available to end users (or licensees) in customizing
the template. The content designated as the default content may be highlighted (via position
as the first content in the palette, via an icon, via a text notation, and/or via other technique) to
distinguish the default content from other content in the content palette field.

[0310] At block 1384, a user interface is provided via which the user can add
additional content to the content palette field (e.g., one content at a time to reduce the
possibility of an inadvertent content selection, or multiple content at the same time to speed by
the content selection). At block 1386, the additional content are displayed in the content palette
field.

[0311] At block 1388, a user interface may be provided via which the user can
specify that only that content included user specified asset content palette may be used by end
users (or licensees) in customizing the content of the asset. The user may also specify that end
users may utilize the content in the included user specified asset content palette but may also
use other content. Optionally, if end users are permitted to use other content, the content
included user specified asset content palette may be recommended or emphasized (e.g., listed
first or with a notation) relative to content not included in the user specified asset content
palette.

[0312] At block 1390, a user interface may be provided via which the user can
specify that certain content properties may or may not be modified by an end user. For
example, the user may specify that the content size, content orientation, content position (on

the product), or content layering may or may not be modified.
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[0313] At block 1392, a user interface may be provided via which the user can
specify on what colors of the product the content (including associated permissions) is to be
made available for to end users.

[0314] Ensuring that design elements are resistant to unauthorized uses is
challenging. If end users are prohibited from any alteration of a design element and are only
permitted to use the design element with respect to specified websites, applications, or
products, then end users may be discouraged from using the source’s design elements all
together.

[0315] Thus, certain aspects of the foregoing disclosure relate to customization of
physical items, such as clothing, and electronic, digital items (e.g., digital photographs,
animations, gifs, videos, blogs, social network content, other design elements, and the like),
using a computer aided design system and related to providing fine-grained control on the use
and modification of design elements (e.g., logos, photographs, brand names, gifs, videos, etc.)
with respect to customization.

[0316] For example, as similarly discussed elsewhere herein, systems and methods
described herein may be utilized to enable users to utilize intellectual property (e.g., a design
element, a brand name, and the like) of an owner/source in accordance with source-specified
controls, while preventing or inhibiting the use of such intellectual property in a manner not
acceptable to the source. For example, an intellectual property source may want to selectively
prevent the use of its intellectual property in conjunction with certain content or types of
content, such as profanity, derogatory text or images (e.g., photographs, videos, etc.), obscene
or offensive imagery (e.g., photographs, videos, etc.), any text, any images, the brands or logos
of third parties, certain colors, certain fonts, certain text effects, etc.

[0317] Thus, user interfaces and processes are provided via which a source (or
someone acting on the source’s behalf, which will also be referred to as the “source” unless
the context indicates otherwise) can specify with respect to one or more design elements (logos,
photographs, brand names, tag lines, characters, stickers, gifs, videos, and/or other items of
intellectual property): size change restrictions (e.g., a maximum and/or a minimum height or
width), color restrictions (e.g., restrict adding one or more specified colors to a design element),
design element orientation restrictions (e.g., maximum and/or minimum rotation angle),

restrictions with respect to changes to text content (e.g., prevent changes to one or more words
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in a text design element), design template height/width ratio restrictions, font usage
restrictions, effect use restrictions (e.g., text curvature effects, 3D effects, etc.), restrictions
with respect to changes to the subject matter of text content and/or the like.

[0318] By way of further example, a user interface may optionally be provided via
which a user may specify that certain text and/or image notifications (e.g., copyright notices,
trademark notices) or logos may not be removed and/or altered. By way of yet further example,
user interfaces may optionally be provided that restricts changes to image resolutions, video
resolutions, text resolutions, etc., where the resolution may be specified in pixels.

[0319] In addition, user interfaces may optionally be provided that enable a source
to control the truncation or cropping of a design element. For example, a source may specify
that a digital photograph (e.g., of a celebrity) may not be cropped. By way of yet further
example, a source may specify that a video cannot be shortened or have a playback speed
altered. Optionally, user interfaces may be provided that inhibit the combination of certain
design elements with other design elements. For example, a user interface may optionally be
provided that enables a source to specify that a design element cannot be modified to include
an advertisement (e.g., where the design element is a video, the source may specify that the
video is not be combined with a pre-roll, post-roll, interstitial, and/or overlay advertisement or
other content).

[0320] By way of further example, user interfaces may optionally be provided that
restrict or prevent the use of a source’s design element in association with any or certain types
of user provided or selected text content (e.g., obscene text, offensive text, derogatory text,
mocking text, brand names of third parties, tag lines of third parties, political text, advertising
text, etc.) and/or image content (e.g., obscene photograph and/or video images, offensive
photograph and/or video images, derogatory photograph and/or video images, mocking
photograph and/or video images, logos of third parties, photographic and/or video images of
competitor products, political images, advertising images etc.). Thus, for example, the user
interfaces may enable a source to control the type of content displayed as an overlay, as a
frame, displayed adjacent to, displayed as an interstitial, or otherwise with respect to the
source’s design element. By way of further example, user interfaces may optionally be
provided that restrict or prevent the user of a source’s design element as decoration with respect

to an item of content provided by or selected by the user.
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[0321] User interfaces may optionally be provided that enable the source to limit
the user of a design element to combining the design element with only certain specified text
and images (e.g., those selected from a library of text and/or images, as similarly discussed
elsewhere herein). User interfaces may optionally be provided that enable the source to limit
the use of a source’s design element with only text and images that relate to a specified subject
matter (e.g., if the source’s design element is a cat character from a cartoon, the source may
specify that user’s may only combine the cat design elements with images of cats). Thus, a
source may generate whitelists of permitted text, images, text subject matter, and/or image
subject matter for a given design element or set of design elements, where the design element
or design elements in the set may only be combined with content or content types specified on
the whitelists. Similarly, user interfaces may optionally be provided that enable a source to
generate blacklists of prohibited text, images, text subject matter, and/or image subject matter
for a given design element or set of design elements, where the design element or design
elements in the set may not be combined with content or content types specified on the
blacklists.

[0322] Further, user interfaces may optionally be provided that enable the source
to specify via what channels (e.g., emails, SMS/MMS messages, etc.) and platforms (e.g.,
photo platforms, gif sharing platforms, microblog platforms, social networking platforms,
and/or the like) may or may not be used to share a design element, a modified design element,
and/or a design element combined with user-supplied or selected content. By way of
illustration, the source may specify certain social network platforms or microblogs via which
a design element may be shared, wherein the user is inhibited from sharing the design element
via other social network platforms or microblogs.

[0323] Optionally, the source, via the user interfaces, may specify different
restrictions (e.g., using restrictions described herein) and/or permissions (e.g., using
permissions described herein) for different sharing channels and platforms. For example, the
source may permit a design element with user-supplied text and images to be shared via a text
message but not via a GIF sharing platform, but may permit the modified design element to be
shared via the GIF sharing platform if the only modification is to the design element color and

the design element is not combined with user-supplied text or images.
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[0324] Once the user has modified a design element or combined the design
element with other content (e.g., using the interfaces described herein), the system may
electronically inspect the result prior to enabling the user to share or utilize the design element
as modified or combined to ensure compliance with any restrictions or limits.

[0325] By way of illustration, as similarly discussed above, the computer aided
design system may be configured to enable a user to add user-supplied images (or other design
element) to a product or to a digital item via an item customization user interface. The product
may optionally include pre-defined design elements (e.g., images) and/or may be customized
using a pre-defined set of images or other design elements, where user-supplied images may
be combined with such pre-defined design elements.

[0326] For example, as similarly discussed above, an item customization user
interface may enable an end user to select an image of a product to be customized by the end
user. The product image may include pre-defined design elements (e.g., photographs,
graphics, drawings, text, etc.) in one or more slots/design areas. Optionally, the user may be
inhibited from deleting or modifying some or all of the pre-defined design elements.
Optionally, the user may be enabled to replace/swap or add certain predefined design elements
with design elements from one or more sets of pre-defined design elements (e.g., from design
element palettes as discussed herein). Pre-defined design elements may be visually highlighted
to the end user (e.g., using a brief flash of light (e.g., 0.1 seconds-5 seconds), a colored border,
animation, a swap icon, and/or otherwise) to efficiently and clearly indicate which pre-defined
design elements may be swapped.

[0327] In addition, the user may also be enabled to add user-provided design
elements to the product, optionally in specified slots. For example, end user customizable slots
may be highlighted (e.g., with a briefly flashing light, a colored slot outline, an outline of a
human body pose, etc.) to the end user to efficiently and clearly indicate slots via which the
end user can add end user provided design elements.

[0328] For example, with reference to Figure 31A, a customization user interface
include four pre-defined template images displayed on an item (e.g., a t-shirt), where a swap
indicator may be provided for each of the swappable template images. In this example, an
indication is provided to identify a user customizable slot (e.g., a “4” sign), which may also be

used as a control to initiate the process of adding a user provided image to the item. In response
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to the user activating the add image control, a user interface is provided that enables a user to
select an image from a user device or remote system. If the user provided image satisfies
customization rules associated with the user customizable slot, then the user provided image
may be rendered in the user customizable slot, as illustrated in Figure 31B. If the user provided
image does satisfy customization rules associated with the user customizable slot, then the
image may not be displayed in the user customizable slot, and instead an error notification may
be generated and presented as an overlay over the item, as illustrated in Figure 31C.

[0329] Figure 31D illustrates another example user interface. An outline is
provided to indicate a user customization slot. A different outline is provided to indicate a
swappable predefine template image. In response to a user selecting the swappable predefine
template image, other images which may be swapped in are presented.

[0330] Optionally, rules may specify permitted and prohibited user-provided
design content. For example, rules may be specified (e.g., by a brand owner or other authorized
entity) via a user interface that enables an end user to add certain categories of end user-
provided design elements (and not other categories of design elements). The rules may be
specified via text (e.g., natural language or structured text), via selections from a menu of
predefined rules, via images of prohibited design elements, and/or via images or outlines of
required or recommended design element types (e.g., required or recommended user poses).

[0331] The rules may optionally be utilized to enforce an automated brand style
guide, where some or all the rules may be enforced using computer vision techniques disclosed
herein. For example, the automated brand style guide may define, describe, and present
examples of how the brand is to be presented via customizable products being purchased by
end users. The automated brand style guide may include a set of rules unique to a brand, where
the rules may be specified via a corresponding style guide/rules user interface. The style guide
may be stored in a brand/company database record. Examples of rules may include rules
against combining a brand’s intellectual property (e.g., images, brand names, personalities)
with certain types of content and/or content subject matter. For example, as described
elsewhere herein, the rules may specify that a brand’s intellectual property may not be
combined with or used in association with images of or text references to cigarettes, alcohol,
drugs, drug paraphernalia, prostitution, dating services, the macabre (e.g., death-related),

denigration of people, religious iconography, the occult, family members of a personality,

91-



WO 2020/106905 PCT/US2019/062506

other brand names of intellectual property, certain body parts (e.g., a hand, head, foot, etc.),
certain hand or other body gestures (e.g., obscene hand gestures), certain clothing items, and/or
the like. By way of further example, the rules may specify permitted, required, and/or
prohibited color palettes for user provided content (e.g., black and white, grey scale,
contrasting combinations of warm and cold tones, etc.) and/or filters (e.g., vintage filters, vivid
filters, sepia, black and white, pop-art/saturated colors, graphite, invert colors, texture, grain,
etc.). By way of further example, the rules may specify permitted, required, and/or prohibited
shadowing, brightness, contrast, saturation, glow, vibrance, black point, warmth, tint,
definition, colors, sharpness, saturation, color inversion, and/or highlighting for user provided
content. Other rules may be specified as well.

[0332] Optionally, different rules may be specified (e.g., by an item or content
provider) via a user interface for different locations (e.g., different user geographical areas or
countries and/or shipping addresses in different countries for customized items being shipped).
For example, different hand gestures may have different meanings in different countries or
cultures. A given gesture may be considered obscene in one country and may be innocuous in
another country. Therefore, while certain hand gestures may be permitted in user images for
an item shipped to a first country (where the hand gesture may be inoffensive), the same hand
gesture may be prohibited in user images for an item shipped to a second country (where the
hand gesture may be offensive).

[0333] By way of further example, different color palettes, brightness levels,
shadowing, and/or highlights, may be preferred in different countries, regions, or cultures, and
so a user interface may enable different color palettes, brightness levels, shadowing, and/or
highlights to be specified for different countries, regions, or cultures.

[0334] As noted above, rules may prohibit user-supplied or other images of certain
body parts (e.g., a hand, head, foot, etc.) and/or certain hand or other body gestures (e.g.,
obscene hand gestures), from being used to customize an item or from being used to customize
a specific area of an item (e.g., one or more user-customizable areas). An object detection
system, comprising a neural network, may be used to identify such body parts (or other
prohibited content). The neural network model may be trained to recognize a body part using
a dataset of images of the body part (e.g., tens, hundreds, or thousands of images of a given

body part of different people). Optionally, transfer learning may be used to reduce the amount
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of time needed to train the entire model. For example, an existing model (that has been trained
on a related domain, such as image classification) may have its final layer(s) retrained to detect
a given body part. The training may proceed until the error (the loss) is below a specified
threshold.

[0335] Optionally, in addition or instead, a prohibited body part may be detected
by extracting the image background (e.g., based on texture and boundary features), and
distinguishing between certain specified body parts (e.g., hands) and background using color
histograms and histogram of oriented gradients (HOG) classifiers. The use of neural networks
may be preferred in certain circumstances, as the forgoing process may be confused where
sharp changes in lighting conditions cause sharp changes in skin color or with certain
backgrounds.

[0336] As similarly discussed above, a content owner may specify required,
permitted and/or prohibited color palettes or other image characteristics with respect to an item
(oritems) or a specific area of an item (e.g., one or more user-customizable areas). Optionally,
the system may process user-provided content (e.g., a digital photograph) so that the color,
color palette, or other characteristics (e.g., filters, shadowing, brightness, contrast, saturation,
glow, vibrance, black point, warmth, tint, definition, colors, sharpness, saturation, color
inversion, and/or highlighting) of the user-provided content satisfies the content owner
specification (which may specify specific colors, palettes, other characteristics (e.g., filters,
shadowing, brightness, contrast, saturation, glow, vibrance, black point, warmth, tint,
definition, colors, sharpness, saturation, color inversion, and/or highlighting) or may specify a
reference image whose specified characteristics the user-provided image is to correspond to).
By way of illustration, a color histogram of the user-provided content-item may be generated.
The color histogram of the user-provided content item may be adjusted to match the required
color palette.

[0337] Optionally, a content owner may specify that the user-provided content is
to be processed so that its color palette and/or other characteristics (e.g., filters, shadowing,
brightness, contrast, saturation, glow, vibrance, black point, warmth, tint, definition, colors,
sharpness, saturation, color inversion, and/or highlighting) correspond to a reference content
item (e.g., another item of content on a product being customized). By way of illustration, a

color histogram of both the reference content item and the user-provided content-item may be
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generated. The color histogram of the user-provided content item may be adjusted to match or
correspond to the color histogram of the reference content item.

[0338] In addition, a content owner may specify required, permitted and/or
prohibited brightness levels via a corresponding user interface with respect to an item (or
items) or a specific area of an item (e.g., one or more user-customizable areas). By way of
illustration, a brightness/luminance histogram of the user-provided content-item may be
generated. The brightness/luminance histogram of the user-provided content item may be
adjusted to match specified brightness palette.

[0339] Optionally, the system may process user-provided content (e.g., a digital
photograph) so that the shadows present in the user-provided content satisfy the content owner
specification regarding shadows (e.g., provided via a corresponding user interface) with
respect to an item (or items) or a specific area of an item (e.g., one or more user-customizable
areas). By way of illustration, shadows may be detected using the characteristic of shadows,
where shadow brightness generally decreases in the background but does not change its
chromaticity value. The system may identify a shadow as a region where the chromaticity is
similar, but the brightness is lower than background. The brightness, chromaticity, or Hue,
Saturation, and Value (HSV) may be adjusted to match the required shadowing. Optionally, a
neural network may be used to identifying shadows. Optionally, a content owner may specify
that the user-provided content is to be processed so that its shadowing corresponds to a
reference content item (e.g., another item of content on a product being customized).

[0340] Optionally, the system may process user-provided content (e.g., a digital
photograph) so that the shadows present in the user-provided content satisfies the content
owner specification regarding highlights (e.g., provided via a corresponding user interface).
Optionally, a content owner may specify that the user-provided content is to be processed so
that its highlighting corresponds to the highlighting in a reference content item (e.g., another
item of content on a product being customized).

[0341] Optionally, the content owner may permit a modification of a specified
color palette, brightness, highlighting, and/or shadowing within a specified range. A user
customizing an item may be presented with a specified palette and tools (e.g., sliders) that
enable the user to adjust certain color palette, brightness, highlighting, and/or shadowing

within the permitted range.
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[0342] Figure 33A illustrates an example process of adjusting the color
characteristics of a user-provided image (e.g., an end-user provided image) being used to
customize a physical or digital item in accordance with item or content provider rules. At
block 3302A, an end user provided image (e.g., a photograph or graphic image) is received
(e.g., from a user device or cloud data storage) that the end user wants to use to customize an
area of an item. At block 3304 A, a color histogram (a representation of the distribution of the
composition of colors in the image) is generated for the end user-provided image. The color
histogram may represent the number of pixels that have colors in each of a list of color ranges,
that span the image's color space (RGB or HSV color spaces).

[0343] At block 3306A, color rules are accessed. The color rules may have been
specified by a content provider (e.g., a brand owner or celebrity whose content is part of a
template being applied to an item) and/or item provider. At block 3308A, a determination is
made as to whether the color rules specify that the colors of the end-user provided image are
to be adjusted to correspond to a reference image (which may be an image in the template
being applied by the item) or a reference color palette.

[0344] If the color rules specify that the colors of the end-user provided image are
to be adjusted to correspond to a reference image, at block 3312A a color histogram of the
reference image is generated or accessed from memory. At block 3314A, the colors of the end
user-provided image are adjusted (e.g., on a pixel-by-pixel basis) so that the color histogram
of the end user-provided image is close to (within specified range(s)) that of the reference
image.

[0345] If the color rules specify that the colors of the end-user provided image are
to be adjusted to correspond to a reference color palette, at block 3310A the colors of the end
user-provided image are adjusted (e.g., on a pixel-by-pixel basis) so that the color histogram
of the end user-provided image corresponds to that of the reference color palette. Optionally,
the reference color palette may be statistically representative of pixels of a reference image,
and pixels of the end user-provided image may be adjusted so that the colors of the end user-
provided image statistically correspond to reference palette.

[0346] Figure 33B illustrates an example process of adjusting the brightness
characteristics of a user-provider image (e.g., an end-user provided image) being used to

customize a physical or digital item in accordance with item provider rules. At block 3302B,
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an end user provided image (e.g., a photograph or graphic image) is received (e.g., from a user
device or cloud data storage) that the end user wants to use to customize an area of an item.
At block 3304B, a brightness/luminance histogram (a representation of the perceived
brightness distribution or "luminosity" within an image) is generated for the end user-provided
image.

[0347] At block 3306B, brightness rules are accessed. The brightness rules may
have been specified by a content provider (e.g., a brand owner or celebrity whose content is
part of a template being applied to an item) and/or item provider. At block 3308B, a
determination is made as to whether the brightness rules specify that the brightness of the end-
user provided image are to be adjusted to correspond to a reference image (which may be an
image in the template being applied by the item) or a reference brightness histogram.

[0348] If the brightness rules specified that the brightness of the end-user provided
image are to be adjusted to correspond to a reference image, at block 3312B a
brightness/luminance histogram of the reference image is generated or accessed from memory.
At block 3314B, the brightness of the end user-provided image is adjusted (e.g., on a pixel-by-
pixel basis) so that the brightness/luminance histogram of the end user-provided image is close
to (within specified ranges) that of the reference image.

[0349] If the brightness rules specify that the brightness of the end-user provided
image are to be adjusted to correspond to specified brightness characteristics (e.g., a reference
luminance histogram), at block 3310B the brightness of the end user-provided image is
adjusted (e.g., on a pixel-by-pixel basis) so that the brightness/luminance of the end user-
provided image corresponds to that of the reference brightness palette.

[0350] It is understood that additional similar processes may be executed to process
user-provided content so that the user-provided content complies with other rules. For
example, a user (e.g., an administrator) may specify that the user-provided content is to be
processed so that one or more characteristics of the user-provided content correspond to that
of a reference image. Examples of other characteristics may include filters, clothing (e.g.,
where a person in the reference image is wearing a t-shirt with a logo, a user-provided image
of the user will be processed so that the user is wearing the t-shirt with the logo in the processed
image), accessories (e.g., where a person in the reference image is wearing sunglasses, a user-

provided image of the user will be processed so that the user is wearing sunglasses in the
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processed image), shadowing, contrast, saturation, glow, vibrance, black point, warmth, tint,
definition, colors, sharpness, saturation, color inversion, grain, texture, and/or highlighting by
way of non-limiting examples.

[0351] Some or all of the rules (optionally including images included in the rules)
may optionally be presented to the end user via the item customization user interface so that
the end user understands the rules. As described herein, computer vision and language
processing may be used to apply such rules.

[0352] By way of example, permitted design element categories may include
photographs, graphics, drawings, and/or text. Within a given category, the user may only be
permitted by the specified rules to add certain sub-categories of design elements to a specified
user-customizable slot or for all user customizable slots. For example, the user may only be
permitted to add a photograph of the user (sub-category of selfie), but may not be permitted to
add a photograph of a public figure or certain other categories of person (e.g., a celebrity, well-
known musician, politician, well-known actor, head of a major corporation, religious figure,
celebrity’s significant other, celebrity’s children, celebrity impersonator, etc.), or add an image
that does not include an image of a human face.

[0353] By way of additional example, a given slot may be designated as a single
person image slot, and may further be designated as a close up, fully body, or medium full
body slot. By way of still further example, the rules may specify that a user-provided
photograph is to include a full length or half length (or other length) image of the user in a
specified pose. For example, if the user is customizing a basketball themed t-shirt, the rules
may include a pose of a person player shooting a basketball (e.g., a photograph or outline of a
person shooting a basketball), where the user-supplied image is to include an image of the user
in approximately the same pose.

[0354] By way of yet further example, the rules may specify that the user-provided
image is to include an image of the user’s (or other person’s) face sized to occupy at least a
certain percentage of the photograph frame (e.g., at least 35%, 50%, 75%, etc.), or within a
specified range (e.g., between 40%-60% of the photograph frame). For example, computer
vision techniques described herein may be utilized to locate a face within an image. The area
of the face and the area of the image frame as a whole may be calculated. For example, the

area of the face may be determined by identifying the number of pixels that make up the face
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(classified as face pixels using computer vision techniques) and the area of the frame may be
determined based on the total number of pixels in the frame. The percentage of the frame that
is occupied by the face may be calculated as follows:

[0355] Percentage of frame occupied by face = 100*((area of face)/(area of frame))

[0356] By way of further examples, the rules may specify that user-provided design
elements may not include certain items (e.g., images or text references of cigarettes, alcohol,
drugs, drug paraphernalia (e.g., items that may be used in consuming mind altering substances,
such as bongs, pipes, syringes, etc.), prostitution-related content, dating service-related
content, death-related content, content that includes any denigration of people (e.g.,
denigration or discrimination against individuals based on race, national origin, gender,
religion, disability, ethnicity, sexual orientation, gender identity, and/or age), religious
iconography, content that references the occult, images of a celebrity’s home, etc.).

[0357] By way of a first non-limiting example, the product being customized may
be a t-shirt, and the pre-defined design elements may include images of members of a musical
group (e.g., a rock band) in respective slots. A user may be enabled to add a self-portrait/selfie
(or other private person who grants permission) to a user-customizable slot so that the selfie
appears to be a member of the musical group on the t-shirt, but not enabled to add a photograph
of a member of another musical group, or not of public figures generally, and/or not an image
without a human face.

[0358] By way of a second non-limiting example, the product may be a jacket, and
the pre-defined design elements may include images of members of a sports team (e.g., a
basketball team). A user may be enabled to add a self-portrait/selfie (or other private person
who grants permission) to a user-customizable slot so that the selfie appears to be a member
of the sports team on the jacket, but not enabled to add a photograph of a member of another
sports team, or not of public figures generally.

[0359] Optionally, when a user-provided design element is added to a product
image (to be displayed/printed in association with a pre-defined design element), a portion of
the user-provided design element may be made to appear to underlie one or more items of the
predefined design elements. For example, a template may specify where a user provided
design element will be positioned, and which portion of the user provided design elements will

appear underlie which portion of pre-defined design elements. The portion of the user-supplied
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design element that is to appear to underlie a pre-defined design element may be truncated or
otherwise removed to prevent bleeding which may result if the pre-defined design element was
actually printed over the user-supplied design element on the corresponding product.

[0360] Optionally, a user-provided design element may be processed using
computer vision to remove portions of the user-provided design element, such as, in the case
of an image (e.g., a photograph) the image background. For example, semantic segmentation,
wherein each pixel of an image is associated with a class label (e.g., face, flower, car, etc.) may
be utilized, where the labeling may be performed using a convolutional neural network
(examples of which are described herein). A semantic segmentation learning engine (which
may include a CNN) may be trained using images with pixels, rectangular regions of interest
(ROIs), and/or scenes manually labelled classifications. Labeling pixels advantageously
indicates where and what is the classified object, on a pixel level, and the pixels that are not
classified as being part of a person or clothing be worn by the person may be removed and
replaced with transparent pixels. Optionally, separation by depth detection may be used to
perform background removal.

[0361] Advantageously, the background removal may be performed while the user
is viewing the item customization user interface, and the resulting image (displayed in the
corresponding slot, on the product image, with the background removed) may be rendered in
the same item customization user interface, thereby reducing the amount of user navigation
and the number of user interfaces needed.

[0362] After the optional image background is removed (or optionally before the
image background is removed), the image may be analyzed in real time to determine if there
are any items in the image prohibited by the rules (e.g., images or text references of cigarettes,
alcohol, drugs, drug paraphernalia, religious iconography, etc.). Optionally, the user provided
content may be analyzed at a later time, in batch mode (e.g. based on the availability of
computer resources, such as when computer processing, memory, and/or network bandwidth
are typically at a low utilization level). For example, the user provided content may be
analyzed between 12:00AM-4:00AM, when the computer resources may otherwise have low
utilization.

[0363] If a prohibited item is detected in the image, an image rejection notification

may be generated and presented to the user. For example, the notification may be via a
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webpage or application interface. The notification may explicitly identify the item that caused
the rejection (and may include an image of the prohibited item), or may not identify the
prohibited item. Such analysis may be performed while the user is viewing the item
customization user interface (e.g., in an iFrame used to display the item customization user
interface).

[0364] In addition, if the rules require a human face in the image, the image may
be analyzed to determine if there is a human face in the image. If there is no human face
detected in the image, a corresponding image rejection notification may be generated and
presented to the user (e.g., via a webpage or application interface).

[0365] If a human face is detected in the image, a determination may be made as
to whether the human face is a prohibited face. In determining whether a user-provided
photograph including a person’s face is a prohibited face, it may be compared with facial prints
of prohibited persons. For example, facial “fingerprints” may be generated for certain people
whose faces are not to be used to customize any product or certain products (a physical or
digital product).

[0366] The facial fingerprints may be generated from photographs accessed by
crawling websites and/or databases, and/or accessed from a database associated with the
computer aided design system. The photographs may be located using a query including the
names of people whose photographs are being searched for. In addition and/or instead the
photographs may be located using a query including category or group tags that may be
associated with relevant photographs (e.g., sports team name, performance group name, movie
name, play name, television show name, movie star tag, television star tag, celebrity tag, model
tag, politician tag, congress tag, senate tag, president tag, vice president tag, CEO tag, etc.).
The query may look for img tags (or other image tags) to determine a photograph is present.
Optionally, program code may be executed to locate such photographs and scrape the locators
(Uniform Resource Locators) associated with the photographs. The locators may then be used
to download such photographs

[0367] Optionally, for images that may come {rom JavaScript-framework websites
(e.g., including inline JavaScript, external JavaScript, or XHR (XMUHttpReqguest) reguests),

the crawler may simualate a browser and build ap a webpage as a browser would, enabling the
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content to be rendered, executing the YavaScript to bring in dynamic content to thereby obiain
the webpage photographs or other images.

[0368] Once the photographs are located, corresponding facial fingerprints of the
faces therein may be generated using one or more techniques. First, a face may be located and
isolated in (e.g., extracted from) a photograph. Then, various features of the face may be
identified, such as nose, eyes, mouth, forehead, the like. The distance between certain features,
such as the distance between the eyes, or the position or distance of the mouth relative to the
nose, may be determined. Such distance measurements or vectors may be stored for later
comparison as a record, optionally in association with one or more tags, such as a name tag, a
group tag, and/or a category tag. Optionally, the scrapped photograph itself is not stored by
the system so as to enhance privacy and reduce memory storage requirements (as the feature
distance data typically requires much less storage memory than the corresponding photograph
would require).

[0369] Optionally, computer vision (e.g., employing a deep convolutional neural
network (CNN)) is used to perform facial recognition. In addition, the CNN may be trained
and used to classify various items and item characteristics. For example, the CNN may be
trained and used to identify the ethnicity, age, sex, eye color, and/or hair color, of faces in an
image. The CNN may also be trained to identify and classify objects in an image (e.g.,
cigarettes, bottles of alcohol, drug paraphernalia, religious objects, etc.).

[0370] Optionally, prior to performing facial recognition, if an image (e.g., a
photograph) is in color, the image may be converted to gray scale to reduce noise in the image.
Optionally, an affine transformation, (a transformation that preserves collinearity (where
points lying on a line initially still lie on a line after transformation) and ratios of distances)
may be used to rotate a given face and make the position of the eyes, nose, and mouth for each
face consistent. For example, 34, 68, 136 or other number of facial landmarks may be used in
affine transformation for feature detection, and the distances between those points may be
measured and compared to the points found in an average face image. The image may then be
rotated and transformed based on those points to normalize the face for comparison, and the
image may optionally be reduced in size (e.g., 96x96, 128x128, 192x192, or other number of
pixels) for input to a trained CNN. Optionally, a Gaussian blur operation may be applied to

smooth the image while preserving important feature information. Optionally, an edge
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detector, such as a Sobel edge detector may be used to detect features (eyes, nose, mouth, ears,
wrinkles, etc.). Optionally, principal component analysis may be performed to identify such
features.

[0371] In particular, a deep convolutional neural network (CNN) model may be
trained to identify matching faces from different photographs. The deep neural network may
include an input layer, an output layer, and one or more levels of hidden layers between the
input and output layers. The deep neural network may be configured as a feed forward
network. The convolutional deep neural network may be configured with a shared-weights
architecture and with translation invariance characteristics. The hidden layers may be
configured as convolutional layers, pooling layers, fully connected layers and/or normalization
layers. The convolutional deep neural network may be configured with pooling layers that
combine outputs of neuron clusters at one layer into a single neuron in the next layer. Max
pooling and/or average pooling may be utilized. Max pooling may utilize the maximum value
from each of a cluster of neurons at the prior layer. Average pooling may utilize the average
value from each of a cluster of neurons at the prior layer.

[0372] The CNN may be trained using image triplets. For example, an image triplet
may include an anchor image, a positive image, and a negative image. The anchor image is of
a person’s face that has a known identity A. The positive image is another image of the face
of person A. The negative image is an of a face of person B.

[0373] The CNN may compute feature vectors (sometimes referred to as
“embeddings”) that quantify a given face in a given image. For example, 128-d embeddings
may be calculated (a list of 128 real-valued numbers that quantify a face) for each face in the
triplet of images. The CNN weights may be adjusted using a triplet loss function such that the
respective calculated embeddings of the anchor image and positive image lie closer together,
while at the same time, the calculated embeddings for the negative image lie father away from
those of the anchor and positive images.

[0374] For example, the triplet loss function may be defined as:

[0375] Loss = max(d(a,p) — d(a,n) + margin, 0)

[0376] Where the loss is minimized, thereby causing d(a,p) to be pushed towards
zero, and to be greater than (d(a,p) + margin; and were the margin is the desired distance

between the negative image embeddings and those of the anchor and positive images.
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[0377] Optionally, instead of triplet loss function, a softmax cross entropy loss
function may be used to adjust weights.

[0378] Using the foregoing techniques, the CNN may be trained to quantify faces
and return highly discriminating embeddings that enable accurate face recognition.

[0379] A CNN may likewise be trained and used to identify and classify objects
and/or text, other than faces, such as the example prohibited and/or required design elements
discussed herein.

[0380] Thus, the CNN (or other artificial intelligence engine, including trainable
artificial intelligence engines) may be utilized to determine whether user provided images, text,
or other design element content satisfy customization rules, and if so, may approve the
utilization of such user provided content in customizing a product. Optionally, if the CNN
approves the user-provided content, the user-provided content may be presented to a human
for human review and approval (e.g., via an approval user interface) prior to printing the
product with the user provided content. A confidence score associated the CNN
evaluation/classifications may be generated and presented to the human reviewer.

[0381] The human may be given a specified period of time (e.g., 1 hour, 12 hours,
24 hours) to review the user provided content. A countdown clock (which may be graphic
and/or textual) may be presented in association with the approval request, where the clock
indicates how much time is left in the specified review period of time. If the human reviewer
approves the user provided content, or takes no action within the specified time period, the
printing process may automatically proceed. If the human reviewer rejects the user provided
content within the specified time period, the printing of the user provided content on the
product and shipping of same may be inhibited, and a rejection notification may be generated
and transmitted to the user. Figure 32B illustrates an example user interface that lists orders
pending for review, with an indication as to how much time (e.g., how many hours) are
remaining for review. If an order entry is selected an order summary may be accessed and
presented including one or more sides of the ordered item (including user customizations and
user provided content), a customer identifier, customer contact data (e.g., an email or short
message address), a textual countdown clock, and accept and reject controls.

[0382] Optionally, in addition to performing facial recognition, a CNN may be used

to analyze specific features of user-provided images. For example, the CNN may be used to
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determine the age, sex, hair color, eye color, ethnicity, clothing colors, and/or clothing types.
Such information may be included in the analytics discussed elsewhere herein. For example,
the analytics may indicate the percentage of people that have purchased a customized t-shirt of
a given model or type that are of a given age group, sex, hair color, eye color, ethnicity, or
wearing a given color of clothing (e.g., 35% of a given t-shirt having a first sports figure is
purchased by Asian males between the ages of 22-33).

[0383] Optionally, a CNN and/or metadata (e.g., geolocation metadata, tags, etc.)
provided with user-provided image may be used to determine where the user provided image
was captured, and whether the image includes at least a portion of a surrounding, physical
environment (e.g., a sports venue, an entertainment venue, a retail establishment, a restaurant,
a part, a landmark, etc.). Optionally, the system operator or other entity may provide the
environment owner/operator with a benefit for inclusion of the image of the environment on
an item being customized by the user (e.g., an item of apparel). For example, the benefit may
be analytical data (e.g., total numbers of items customized using images that include the
environment for a given time period; total number of customer supplied images that include
the environment for a given time period; for those users that have included the environment in
their images, what percent fall into what age group, live in what geographical area, order how
many customized items a year, etc.) or a financial payment.

[0384] Optionally, in addition to or instead of using its own CNN or other internal
analysis engine, the system may access source-specified permissions, restrictions, and/or limits
(which may be referred to as rules) and may a third party image analysis engine (e.g.,
GOOGLE SAFESEARCH detection system) via an API (e.g., GOOGLE VISION API), to
request that the design element (e.g., as modified or combined with other content) be analyzed.
The result of the analysis may be compared to the rules, and if the comparison indicates that
the rules are satisfied, the user may be enabled to proceed with ordering and have printed the
analyzed user-provided design element on the user selected product (in the case of a physical
product), or share, download, and/or otherwise utilize the user-provided design element in
conjunction with non-user provided design element (e.g., a brand logo, a sports figure image
an actor image, a sticker, etc.), share, download, and/or otherwise utilize the analyzed modified

design element or combination.
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[0385] By way of illustration, the system may generate an analysis query based on
the accessed rules. For example, the request may ask for different feature detection types (e.g.,
spoof, medical, adult, violence, presence of face, etc.) based on the rules. By way of
illustration, if the rules prohibit combination of a design element with adult content but not
other content, the query may ask of the presence of adult content to be analyzed, and not the
presence of other content.

[0386] For each feature type specified in the query (e.g., spoof, medical, adult,
violence, nudity, partial nudity, weapons, alcohol, drugs, drug paraphernalia, obscene hand or
body gestures, offensive flags (e.g., Nazi or other flags associated with racism), scam-related
(images that are related to known frauds or scams), etc.), a likelihood value may be returned
(e.g., “PRESENT”, “NOT PRESENT”; “VERY_UNLIKELY”, “UNLIKELY”,
“POSSIBLE”, “LIKELY™, or “VERY_LIKELY”; a numeric number from a number range
(e.g., 1-5, 1-2, or other range), where the higher the number the more likely that the feature is
present; a letter from a letter range (e.g., A-E) where “A” indicates very likely, “B” indicates
likely, “C” indicates possible, “D” indicates unlikely, “E” indicates very unlikely; and/or using
other values) by the analysis engine. The source may specify what action is to be taken for
different likelihood values and/or action defaults may be specified by the system operation.

[0387] For example, optionally, if a value of “LIKELY”, or “VERY_LIKELY" is
returned, the source may specify that the user is to be automatically inhibited from
utilizing/sharing the design element as modified or combined by the user. Optionally, if a
value of “POSSIBLE is returned, an alert may be generated and transmitted to a designated
person/destination so that a human can review the design element combination+/modification
and determine if further action needs to be taken (e.g., interact with the user to discuss the
modification/combination, or prohibit the user or sharing thereof). Optionally, if a value of
“VERY_UNLIKELY” or “UNLIKELY”, is returned, the user is automatically (without
needing human approval) permitted to use/share the design element as modified or combined
in accordance with any sharing instructions.

[0388] Optionally, a user interface is provided via which the source can specify
what action is to be taken for different types of content for different classifications. For
example, a source may specify that images (being combined with a design element) identified

as spoof, adult, or violent may not be used in combination with a design element, but that
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images classified as medical are acceptable. By way of further example, a user interface may
optionally be provided via which the source can further specify that images that have been
classified as likely or very likely to contain violence may not be used in combination with the
design element, but that images that include spoofs are only to be prohibited from being
combined with the design element if the images are classified as very likely to be spoofs.

[0389] Optionally, multiple APIs calls to respective services (which may be hosted
by different systems) may be utilized, such as SightEngine, for detecting inappropriate content
in an image, facial images, image quality (sharpness, brightness, contrast, colors); and Google
Vision for additional inappropriate content detection (adult (e.g., photographs or drawings that
include nudity or pornography), spoof detection (modification made to an original image in
order to make it funny or offensive), medical content (e.g., surgeries, MRIs, etc.), violence
(e.g., violent content, war images, blood, injuries, car crashes, etc.), racy (sexually suggestive
content that does not qualify as adult).

[0390] In addition, one or more services may be used to obtain content labels for
an image, text detection and translation (e.g., from one or more languages to English or other
designated language), landmark detection (to detect famous physical landmarks and/or
locations), brand logo detection, dominant color detection, and object localization (where
objects are detected, descriptively labeled, and an object bounding box returned). By way of
further example, one or more services may be used to search for and return matching images
on the Internet. By way of still further example, pose detection may be utilized to determine
how much (e.g., what percent) of a body in an image is visible.

[0391] Optionally, the analysis engine utilizes artificial intelligence and/or
machine learning in performing the analysis. For example, optionally a deep neural network
model trained to classify inappropriate content in design elements, such as images, may be
used. The deep neural network may include an input layer, an output layer, and one or more
levels of hidden layers between the input and output layers. The deep neural network may be
configured as a feed forward network. Optionally, convolutional deep neural networks may
be used to analyze images and audio content. The convolutional deep neural network may be
configured with a shared-weights architecture and with translation invariance characteristics.
The hidden layers may be configured as convolutional layers, pooling layers, fully connected

layers and/or normalization layers. The convolutional deep neural network may be configured
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with pooling layers that combine outputs of neuron clusters at one layer into a single neuron
in the next layer. Max pooling and/or average pooling may be utilized. Max pooling may
utilize the maximum value from each of a cluster of neurons at the prior layer. Average pooling
may utilize the average value from each of a cluster of neurons at the prior layer.

[0392] A separate text analysis engine may optionally be provided to analyze text
being associated by an end user with a source’s design element. For example, the text may be
compared to a list of prohibited words provided or specified by the source, and if a match is
detected, the user may be inhibited from utilizing the text with the design element. Optionally,
neural network classifiers may be utilized to identify inappropriate or prohibited language (e.g.,
obscene language, racist language, sexist language, demeaning language, etc.). Optionally,
sentiment analysis may be utilized to determine the attitude of the user text. By way of
illustration, the sentiment analysis may determine the polarity of the user text (e.g., positive,
negative, or neutral). Emotional states may also be determined, such as happy, sad, angry,
frustrated, etc.

[0393] A user interface may optionally be provided that enables a source to specify
the pixel dimensions of a given design element that may be accessed or downloaded by an end
user. For example, the pixel dimensions may be specified to be small enough (e.g., between
1K and 500 pixels) to make the design element difficult to edit in certain ways without creating
visual degradation and pixilation, but large enough to still be attractive enough and of high
enough resolution to use. This technique may inhibit a user from downloading or copying a
design element, and then modifying the design element using the user’s own CAD system in
an attempt to avoid the use and modification controls specified by the source.

[0394] Optionally, a control may be provided which, when activated by the source,
inhibits including a color profile with certain design elements (e.g., a photograph), making it
more difficult for an end user to download or copy the photograph for editing using the user’s
own CAD system, as unwanted shifts in colors and contrast may appear.

[0395] Optionally, a control may be provided which enables the source to override
end user controls for copying a design element (e.g., where an end user may attempt to copy a
design element by right clicking while pointing a cursor at the design element), making it more
difficult for an end user to copy the design for editing using the user’s own CAD system in an

attempt to avoid the use and modification controls specified by the source. For example, a

-107-



WO 2020/106905 PCT/US2019/062506

JavaScript may be associated with a design element that disables copying by inhibiting right
clicking. The JavaScript may be downloaded and executed by a browser when the design
element is accessed and displayed by the browser on the end user terminal.

[0396] Optionally, a control may be provided which, when activated, causes a no
index tag to be associated with a design element so that search engines will be inhibited from
indexing the design element. The use of such a tag makes it more difficult for users to locate
the design element without accessing the CAD system, and may hence inhibit users from
improperly accessing utilizing the design element.

[0397] Optionally, the system may provide a user interface via which the source
can cause a watermark and/or copyright metadata to be embedded on the design element to
facilitate tracking of the use of the design element on other sites by crawling websites and
detecting the presence of the watermark. The watermark may be visible to the naked eye or
non-visible to the naked eye, but detectable via computer analysis. Steganography may be
used to embed the watermark in a hidden manner embedding watermark data covertly in noisy
signals using robust spread-spectrum techniques (where the watermark is spread over many
frequency bins so that the energy in one bin is very small and thus difficult to detect using
human senses), quantization techniques, and/or amplitude modulation in the spatial domain.
For example, an “invisible” watermark may be added by slightly changing pixel brightness
and/or chrominance in a specified pattern, or by adding empty pixels at the edge of the design
element image or distributed at predetermined locations on the design element. If the design
element comprises audio data (e.g., a video with an audio track, or a standalone audio track),

a “sound” watermark may be added that includes an i«

nak via a spread-spectyant process,

[0398] The system may then crawl websites to detect use of the design element,
and automatically analyze, using the analysis engine(s) disclosed herein, the design element to
detect if it has been modified with or associated with content that violates the source’s rules.

[0399] For example, as similarly discussed above, an analysis query may be
generated based on the source’s rules. The request may ask for different feature detection types

(e.g., spoof, medical, adult, violence, etc.) based on the rules. For each feature type, a

likelihood value may be returned (e.g., “VERY_UNLIKELY”, “UNLIKELY”, “POSSIBLE”,
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“LIKELY”, or “VERY_LIKELY"). The analysis engine may then return one or more flags
(e.g., classification values) indicating how likely the modification or combination with other
content violates the rules. Based on the classification values, one or more actions may be taken
(e.g., generation of notifications, remediation actions, etc.). As discussed elsewhere herein,
the actions to be taken may have been specified by the source via a user interface.

[0400] By way of illustration, if a value of “LIKELY”, or “VERY_LIKELY" is
returned with respect to a type of prohibited content, a first type of alert may be generated and
transmitted to a designated person/destination so that action can be taken to have the design
element and/or associated content removed from the offending website. Optionally, if a value
of “POSSIBLE is returned, a second type of alert may be generated and transmitted to a
designated person/destination so that a human can review the design element
usage/modification and determine if further action needs to be taken. Optionally, if a value of
“VERY_UNLIKELY” or “UNLIKELY”, is returned, no further action is taken.

[0401] Optionally, a user interface is provided via which the source can specify
what action is to be taken with respect to design elements located on different sites. The user
can specify different types of actions for different types of content (e.g., images, text, audio)
used in conjunction with a design element and for different classifications. For example, a
source may specify that images identified as spoofs, adult, or violent are not acceptable, but
the images classified as medical are acceptable. The source can further specify that
remediation action is to be taken for images that have been classified a likely or very likely to
contain violence, but that remediation action only needs to be taken for spoofs if the images
are classified as very likely to be spoofs.

[0402] Optionally, the data collected by crawling sites and platforms and
identifying the presence of design elements may be utilized in generating and reporting
analytics that indicate where the design elements are used, how they are used, how they are
interacted with, how they are modified, with what content they are combined with, and the
like. For example, Figure 22 illustrates an example analytics dashboard including textual and
graph-based analytics that may be generated using gathered data related to user interactions
with design elements and the customization of items, such as discussed herein.

[0403] The example analytics dashboard may include a “top sellers” control, that

when activated, causes the dashboard to be rendered and populated so as to identify those

-109-



WO 2020/106905 PCT/US2019/062506

design elements that are determined to be the top sellers (e.g., top 3, 5, 8, or 10 most sold).
Optionally, a control may be provided that enables a user to navigate to sales information for
each design element rather than just the top sellers. The identification of the most sold design
elements may include a display of the corresponding design elements and the number of times
the design element was purchased within a specified period of time (e.g., the current day, the
past week, the past month, or from the inception of recording such purchases). Similarly, the
example analytics dashboard may include a “top selected” control, that when activated, causes
the dashboard to be populated so as to identify those design elements that are determined to be
most selected by users (e.g., top 3, 5, 8, or 10 most selected for use as described elsewhere
herein). The identification of the most selected design elements may include a display of the
corresponding design elements and the number of times the design element was selected within
a specified period of time (e.g., the current day, the past week, the past month, or from the
inception of recording such selection).

[0404] The example analytics dashboard may include a “popular combinations”
interface that indicates, for a given design element, the design elements the given design
element was most often paired/combined with. The popular combinations interface may
display a first design element in a first area, and display in a second area design elements most
commonly combined with the first design element (e.g., the top 3, 5, 8, 10, or other number).
The second area may include the combined design elements, the name of the combined design
elements, the number of times the combined design element was paired with the first design
element (optionally within a specified period of time, such as the current day, the past week,
month, year, or otherwise), and the percentage of times the combined design element was
paired with the first design element. As a default, the top selling or most selected design
element in a specified period of time may be selected as the first design element. The interface
may enable the user to swap with first design element with a second design element (e.g., by
scrolling through design elements using a swipe motion, by dragging a design element to the
first area from a menu of design elements, or otherwise). If the user replaces the first design
element with a second design element, the second area may be dynamically updated in real
time to display the design elements the second design element was most often combined with.

[0405] The example analytics dashboard may include a “common combinations”

interface that indicates the most common combinations of design elements (optionally within
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a specified period of time, such as the current day, the past week, month, year, or otherwise).
The interface may report the number of times the combination was made and/or used and the
percentage of times the paired/combined design elements were made and/or used.

[0406] The frequency of placement of a design element for different locations may
be reported for a given item or item type (e.g., t-shirt, backpack, hoodie, etc.). The report may
be limited to a specific time frame. A control may be provided that enables the user to select
the item type. Optionally, a heat map may be generated and rendered that indicates, using
colors and shapes, the frequency a given area on the item has a design element located thereon,
thereby providing a visualization of the comparative popularity of locations. For example, the
color red may be used to indicate a location that is very frequently has design elements
positioned thereon (e.g., greater than a first threshold number of times), the color yellow may
be used to indicate a location that somewhat frequently has design elements positioned thereon
(e.g., between a second threshold number of times and the first threshold number of times), the
color green may be used to indicate a location that occasionally has design elements positioned
thereon, the color green may be used to indicate a location that infrequently has design
elements positioned thereon, and the color white may be used to indicate locations that no
design elements have been positioned thereon. A garment filter drop down menu may be
provided. The garment filter may be used to determine which area of a garment is most used
in the design process.

[0407] A conversion funnel graph may be generated and rendered that indicates the
percentage of users that enter a corresponding online store, the percentage of users that change
templates, the percentage of users that swap out images in templates, the percentages of users
that save their template modifications, the percentages of users that enter a checkout process,
and the percentages of users that purchase items after entering the checkout process. The graph
may visualize and reveal bottlenecks in the process of customizing and purchasing items.

[0408] A graph may be generated and rendered that indicates the popularity of
colors for a given item or item type. For example, the graph may include arcs of a circle,
wherein a given arc may be rendered using a corresponding item color. The width and/or
length of the arc may indicate the relative popularity by sales or the absolute number of sales
of the item in the corresponding color. In addition, a text report may be provided stating the

color name, the percentage of sales in the corresponding color and/or the actual number of
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sales in the corresponding color (optionally provided in association with an icon in the
corresponding color).

[0409] A time of day interface (titled “Day vs Night”) may be generated and
rendered that indicates the number of sales of a given item or item type by time of day. The
interface may include a graph that has the hours of the day on one axis (e.g., the x axis), and
the number of sales on another axis (e.g., the y axis), thereby providing a visualization of the
comparative sales at different times of day. In addition, a textual report may be provided
indicating revenue for given time periods (e.g., an average of revenue during daylight hours,
an average of revenue during nighttime hours), and percentage changes in revenue.

[0410] User interfaces disclosed herein may report tracked, collected, and/or
analyzed data in a meaningful, efficient, clear manner. Color may be utilized to help identify
associated data. Certain user interfaces enable a user to select a given template/content asset
and have relevant data presented. For example, certain user interfaces enables a user to choose
an asset and compare the utilization and sales data for the asset to specified other assets or to
all assets in a given online catalog. Interfaces may be provided that enable a user to filtered
the displayed data by day, month, year, or by a specified start/end data. Determined and
displayed data may include, by way of example, gross sales (of items using respective content
assets), total item sales (of items using respective content assets), average order amounts (of
items using respective content assets), incoming royalties for a given content asset licensed
out, and cross-licenses for content assets of third parties.

[0411] The foregoing data may enable a user to determine which assets pair best or
worst with which other assets, detect trends and asset popularity, determine what characters or
other assets people like to see paired, and/or the like. Such information may be used, by way
of illustrative example, to determine what actors should be used in a given movie or television
show, what content assets should be used in advertisements, toys, or otherwise.

[0412] Figure 23A illustrates another example analytics dashboard which
efficiently renders and represents data monitored and processed as discussed herein. In this
example, there is a transaction overview pane/area, a template statistics pane/area, an asset
usage pane/area, and a conversion usage pane/area. The data presented therein may optionally
be updated in real time as new data is received from one or more networked data sources. For

example, the data may be based on data accessed from online or offline point of sale terminals,
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transaction databases, third party transaction database for sales made via third party websites
and applications, and/or otherwise.

[0413] In this example, the transaction overview pane/area reports gross sales of
products/items (sometimes referred to as simply products or items) with content assets (e.g.,
templates that include images and/or text as discussed herein), total items sold, average order
amount (e.g., per customer), royalties received for licensed assets (being used by a third party
on products or services), royalties paid, and monthly sales. Optionally, the user may be able
to specify the time frame for a given set of data. For example, the user may be able to specify
that the data should be reported for a particular day, a particular month, a particular year,
particular start and end dates, or otherwise. In the illustrated example, a “daily” control is
provided, which when activated causes the data to be reported for the current day. A “monthly”
control is provided, which when activated causes the data to be reported for the current month.
A calendar interface is provided that enables the user to specify a start month/day and end
month/day which causes the data to be reported for the specified start month/day and end
month/day.

[0414] The transaction overview pane/area may be configured to report a change
(e.g., percentage change and/or absolute change in number) in gross sales, total items sold,
average order amount, royalties, monthly sales, and/or daily sales. from one period to another
period (e.g., day over day, month over month, year over year, from a corresponding time period
in the previous year, and/or the like). Optionally, a user interface may be provided enabling a
user to specify what “change over period” is to be calculated and/or reported.

[0415] The template statistics pane/area may report statistics for a set of content
assets. For example, the set of content assets may include the top and/or bottom three content
assets (or other number of content assets) as measured by items sold with a given content asset,
the top and/or bottom three content assets (or other number of content assets) as measured by
the number of times the content asset was used on a representation of an item during a
consumer item customization/specification process (whether or not the item was purchased),
the top and/or bottom three content assets (or other number of content assets) as measured by
the increase/decrease in the number and/or percentage of items with the content asset sold as
compared to a specified earlier time period, the top and/or bottom three content assets (or other

number of content assets) as measured by the increase/decrease in the number and/or
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percentage of number of applications of the content asset on a representation of an item during
a consumer item specification process (whether or not the item was purchased), and/or the like.

[0416] In addition, for each listed content asset, some or all of the following may
be generated and rendered for display: a sales ranking of the content asset (e.g., as measured
by the dollar value of items sold that have the content asset printed/embroidered thereon), a
representation of the content asset (e.g., a thumbnail of the asset or a frame or other portion of
a content asset, in a default color specified for the content asset), a name of the content asset,
a total price per order of items that use the content asset, the portion of the total price that
corresponds to a royalty for the use of the content asset for a given order, the total currency
(e.g., dollar value) of orders of items with the content asset for a specified time period, the
number of purchases of items using the content asset for a specified time period or other time
period (e.g., the last 24 hours), a graph graphically showing sales of items with the content
asset over a specified time period (e.g., the last 24 hours), and/or the percentage change in sales
of the items using the content asset over a specified period of time.

[0417] The example asset usage pane/area may graphically depict (e.g., via a bar
chart, a pie chart, or other graph-type) usage numbers for one or more content assets over a
specified time period (e.g., the last 24 hours, the current month, the last month, etc.). In the
illustrated example, each graph bar is rendered in association with a rendering of the associated
content asset, in the default color of the content asset. This advantageously makes it easy for
a user to understand the data being presented, and ensures that a user will not erroneously
associate a graph bar with the wrong content asset. The graph may be rendered for a selected
set of content assets, such as one or more of the sets described above, for all currently available
content assets, or for currently available and historically available (but no longer available)
content assets.

[0418] The conversion usage pane/area depicts, via a bar graph and via text, the
percentage of content assets that were used during a consumer design process (where the
content asset was applied on a representation of an item during a consumer item
specification/customization process) where the item was then purchased with the content asset
applied thereon (e.g., printed or embroidered thereon). The conversion data may be displayed
in association with a depiction of the content asset. Optionally, the depiction of the content

asset and the bar graph may be rendered in the default color of the content asset.
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[0419] Figure 23B illustrates an example digital assert management metrics
interface via which a user can sort and view: the popularity of certain content assets (via uses
and sales of the content assets and/or items that utilize the content assets), royalty statistics for
content assets, the number of times content assets were used, and/or top content asset
combinations.

[0420] In particular, a royalty statistics graph is generated and rendered that
graphically depicts for content assets the number of uses (whether or not there was a purchase),
number of purchases, and/or dollar value of purchases over a default or user specified time
period. The graph line may be rendered in the same/default color as the corresponding content
asset. As similarly noted above, this advantageously makes it easy for a user to understand the
data being presented, and ensures that a user will not erroneously associate a graph line with
the wrong content asset. Scroll controls may be provided that enables the user to scroll through
different time periods, with the graph lines dynamically rendered accordingly. In addition to
providing the foregoing information graphically, the information may be presented textually.

[0421] A top selling assets pane/area is generated and rendered that shows the top
number of selling assets (where the term “selling” may mean the sale of a copy of the content
asset itself or of an item (e.g., a t-shirt) that utilizes the content asset (e.g., has the content asset
reproduced thereon)). The number of content assets depicted may be based on a threshold,
such as a user-specified or default threshold (e.g., top 3, 5, 8, or 10 best-selling assets). In
addition, some all of the following data may be generated and depicted in association with the
corresponding content asset: the name of the content asset, the quantity of the content asset
sold in a current period (e.g., the current month), the quantity of the content asset sold in an
immediately previous period (e.g., the previous month), the percentage change in sales from
the immediately previous period, the quantity change in sales from the immediately previous
period, the percentage change in sales relative to the same period one year prior (year over year
change percentage change in sales), and/or the quantity change in sales relative the one year
prior (year over year change in sales).

[0422] Optionally, sort and filter controls are provided that enables the user to
command the user interface and system to rank and display the content assets by top selling,
most profitable, most popular, fasted increasing sales, or fasted decreasing sales. The user

interface will then render the corresponding data accordingly.
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[0423] A top asset combination pane/area may be generated and rendered that
shows the top content assets as measured by the number of times the given content asset was
combined with at least one other content asset. The number of content assets depicted may be
based on a threshold, such as a user-specified or default threshold (e.g., top 1, 3, 5, 8, or 10
best-selling assets). Optionally, the top-ranked asset may be selected based in part on a time
period specified by the user. For a given top-ranked asset entry, the following may be depicted:
the top-ranked content asset itself, the top-ranked content asset name, the top-ranked content
asset ranking (out of the number of total content assets being ranked), and the content assets
combined with the top-ranked content asset. For each of the content assets combined with the
top-ranked content asset, some all of the following information may be provided: a depiction
of the combined content asset, the sales ranking of the content asset, the number of times the
content asset was combined with the top-ranked content asset, the content asset combination
percentage with respect to the top-ranked asset. Optionally, with respect to a given top-ranked
asset, the display of the content assets combined with the top-ranked content asset may be
generated in response to activation of a view control, and may be hidden in response to a hide
control. This technique ensures that the viewer may easily access and view the most relevant
data or the data of most interest.

[0424] Figure 23C illustrates an example template sales user interface that renders
and depicts sales activity data for a given template/content asset. In this example, the user
interface depicts the content asset, the content asset name, the average price of a sale of the
content asset and/or an item having the content asset depicted/printed thereon, the amount of
royalties paid for use/sale of the content asset, and/or a depiction of cross-licensed content
assets (including the name of the cross-licensed content assets, and the name/identifier of the
licensor of the cross-licensed content assets). A template sales activity graph is depicted that
graphically depicts the template/content asset sales (e.g., in terms of dollar value and/or
number of sales) over a default time period or user specified time period. In the illustrated
example, a daily control is provided, which when activated causes the data to be reported for
the current day. A monthly control is provided, which when activated causes the data to be
reported for the current month. A calendar interface is provided that enables the user to specify
a start month/day and end month/day which causes the data to be reported for the specified
start month/day and end month/day.
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[0425] In addition, the template sales activity user interface may present, for a
specified time range, the average sales and a percentage change in sales from a corresponding
previous time period for the content asset (e.g., month over month, year over year, etc.). In
addition, the average royalty payout may be determined, generated and displayed for a given
time period, a percentage change in royalty payout from a corresponding previous time period,
and the number of content assets available. Still further, the number of user item customization
sessions using the content asset, and a percentage change in user item customization sessions
using the content asset from a corresponding previous time period for the content asset, may
be reported for a specified time range. In addition, the average time spent by users in item
customization sessions may be determined and reported, and a percentage change in the
average time spent by users in item customization sessions may be determined and reported
for a specified time range.

[0426] A monthly sales graph may be generated and rendered showing the monthly
sales of items using the content asset. In addition, the total sales may be reported. A cross-
license area may depict cross-licensed content assets (including the name of the cross-licensed
content assets, and the name/identifier of the licensor of the cross-licensed content assets).

[0427] As noted above, optionally, the user interfaces and functionality described
herein may be made available via a third party website/webpage using an IFrame (Inline
Frame). The embedded user interfaces may be surrounded on one or more sides by other
content, such as branding and/or other content of one or more third parties.

[0428] Figure 24A illustrates another example template maker user interface that
may be utilized to define slots and add a content asset (e.g., a photograph, a sticker, text, etc.)
via respective controls to an item ( a t-shirt in this example) slot. The slots may be configured
to receive text and/or images. The slots may be configured as “customizable” or “swappable.”
For example, if a slot has been designated as swappable, a user may be enabled to select a
content asset from a set of content assets (a palette of content assets) to be added to the
swappable slot. A customizable slot may enable a user to add a user provided or generated
content asset (e.g., text or image) to the slot. As discussed elsewhere herein, an interface may
be provided that enables an authorized user (e.g., an administrator) to specify what type user-
generated text and images may be added to a given customizable slot, and which slots are

swappable and/or customizable. Controls are provided to save the template to a file or
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electronic closet, to clear/reset the item to remove all the user-added content assets, to zoom in
or out on the item and/or added assets, and to change the item color.

[0429] Figure 24B illustrates the template user interface of Figure 24A with an
added content asset (the text “your cat’s name”). Text editing controls are automatically
rendered in response to the user activating the add text control. The text editing controls may
include a slider control which may be used to increase or decrease the text font size. A text
color control is provided that enables the user to select and apply a desired color from a color
palette to the text. A font change control is provided that, when activated, causes a palette of
fonts to be presented from which the user can select. The text will then be rendered in the
selected font.

[0430] In response to the user selecting the change font control illustrated in Figure
24B, the example scrollable font palette is presented, as illustrated in Figure 24C. In response
to the user selecting a font, the text will be re-rendered in the selected font.

[0431] In response to the user selecting a text color fill control, the example
scrollable color palette is presented, as illustrated in Figure 24D. In response to the user
selecting a color, the text fill will be re-rendered in the selected color.

[0432] In response to the user selecting a text color stroke/outline control, an
example scrollable color palette is presented, as illustrated in Figure 24E. In response to the
user selecting a color, the text stroke will be re-rendered in the selected color.

[0433] The user interface illustrated in Figure 24F renders the template as
customized using the interfaces illustrated in Figure 24A-E, including any customizable or
swappable slots as discussed elsewhere herein. The user interface includes a template name
field via which the user can enter a template name. A permitted garment color menu is
provided via which the user can specify in which colors the item is to be made available in.
The slots added via the prior user interfaces may be rendered with the current assets assigned
to the slots. In this example, there is a representation of slot 1 (with the added image) and a
representation of slot 2 (with the added text). A swappable control is optionally provided
which enables the image in slot 1 to be swapped with images in an image palette (e.g., a library
of images associated with an online store). A swappable control is optionally provided which

enables the text in slot 2 to be swapped with text in an text palette. A template exception
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control is provided via which the user can add template exceptions as similarly discussed
elsewhere herein.

[0434] Figure 24G illustrates an image picker user interface which may be
displayed in response the user selecting/clicking on a custom image slot within the template.
The picker user interface accesses and displays the names and/or thumbnails image files stored
in a selected directory or memory device. The user may select an image, which will then be
rendered in the corresponding slot, as illustrated in Figure 24H.

[0435] Figure 241 illustrates an example text edit user interface which may be
displayed in response the user selecting/clicking on a custom text slot within the template. The
text edit user interface accesses and displays any text already entered into the custom text slot
(e.g., default text or previously entered user text). The user may, for example, delete one or
more characters (including whole words and phrases) and/or add one more characters
(including whole words and phrases). Optionally, the illustrated text edit user interface does
not enable the user (or provide controls to the user) for the changing of the original/current
font, fill color, or stroke color. In the example text edit user interface illustrated in Figure 24]J,
the user has replaced the default text (“your cat’s name”) with new text (“mittens”). When the
user has completed the text edits, the user may activate a “done” control or the like, and the
edits will be accordingly be saved in memory. The example user interface illustrated in Figure
24K may then be presented, which includes the item with any image and/or text edits (e.g.,
image or text replacements) made using the interfaces discussed above, appearing in the
corresponding custom slots.

[0436] Figure 14A illustrates an example content analysis process that may be used
to determine whether design element modifications or combinations of the design element with
other content violates one or more specified usage controls. The process may be utilized to
control the electronic sharing and/or printing of the design element.

[0437] At block 1402, the process enables a user to access and select a design
source. For example, a user interface presenting a library of design elements may be presented
to a user via a user terminal (e.g., via a dedicated application, a webpage accessed via a
browser, or otherwise), as similarly discussed elsewhere herein.

[0438] At block 1404, design element usage rules are accessed from a source rules

database. Examples of rules are discussed elsewhere herein. By way of not limiting example,
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the design rules may specify what type of content the design element may be utilized with. By
way of illustration, the rules may specify that the design element may only be combined with
certain types of content and/or that the design element may not be combined with certain types
of content (e.g., spoof, medical, adult, violent, political, racial, third party brand names, third
party logos, images of competitor products, images of specified subjects or characters, etc.).
The rules may optionally specify how a given type of content may be utilized in combination
with a design element. For example, a rule may specify that text may be added one side of the
design element, but not as an overlay over the design element. By way of further example, a
rule may specify that a design element may not be used to frame and/or overlay other content.

[0439] The rules may also optionally specify sharing controls. For example, the
rules may specify what channels and platforms may or may not be used to share a design
element, a modified design element, and/or a design element combined with user-supplied or
selected content. Examples of sharing channels may include email, short messaging service
(e.g., SMS/MMYS), instant messaging, chat systems, etc. Examples of sharing platforms may
include photo sharing platforms, gif sharing platforms, microblog platforms, social networking
platforms, and/or the like. Some or all of the rules may be textually and/or graphically
displayed to the user so that the user may view the controls and restrictions associated with the
selected design element.

[0440] At block 1406, a user interface may optionally be provided via which the
user can specify one or more platforms or channels that the user wants to use in sharing the
design element. The process receives the user sharing specification.

[0441] At block 1408, the system receives user design element modifications
and/or associations with other content (e.g., text, image, and/or audio content). For example,
the modifications and/or associations with other content may be received using example user
interfaces described herein, and may, by way of example, include changing design element
colors, orientation, size, fonts, effects, and the like. The associations may include positioning
text or images (still image or video images) on a side of the design element, as an overlay on
the design element, as a design element frame, as a morphing with the design element, and/or
the like. The associations may also include associating an audio track with a design element.

[0442] At block 1410, the process generates an analysis query based on the source

rules and optionally based on the user sharing specification (e.g., as different rules may apply
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based on the user sharing specification). As similarly discussed elsewhere herein, the analysis
query may be configured to request detection of content or content subject matter whose use
is prohibited by the source rules (e.g., obscene images and/or text, offensive images and/or
text, derogatory images and/or text, mocking images and/or text, logos of third parties, images
and/or text of competitor products, political images and/or text, etc.).

[0443] Atblock 1412, the generated query may be submitted to an analysis engine.
The analysis engine may optionally include multiple engines (e.g., an image analysis engine,
a text analysis engine, an audio analysis engine, and/or the like). At block 1413, the analysis
engine performs the requested image, text, and/or audio analysis in accordance with the query
and generates corresponding classifier values. For example, a classifier value may indicate the
likelihood (e.g., present/not present, very likely, likely, possible, unlikely, very unlikely, etc.)
that the analyzed content includes content that the query asked to be identified.

[0444] At block 1414, the classification values are received. At block 1416, the
classification values are examined to determine if there is a violation of the rules. For example,
a determination may be made that the content has been associated with the design element that
violates the source rules. In the event that there is a specified level of uncertainty (e.g., the
analysis engine indicates that it is “possible” but not highly likely that prohibited content is
present), further analysis may be performed to determine with a higher degree of confidence
the likelihood that prohibited content is present.

[0445] If the rules are not satisfied, at block 1422 the user is prohibited from
using/sharing the design element has modified or combined by the user. For example, the user
may be prohibited from having the design element (as modified or combined by the user) from
being printed or embroidered on a physical object and/or from being shared on a social
networking site or content sharing site. A rule violation notification may be generated and
displayed to the user so that the user can correct the rule violation. If the rules are satisfied, at
block 1418, a watermark/copyright data may optionally be embedded in the design element
(e.g., as modified by the user and/or as combined by the user with other content) to facilitate
quicker and more accurate detection of the design element as posted on other digital media
platforms (e.g., websites, content sharing platforms, microblogs, etc.).

[0446] At block 1420, the user is enabled to use/share the watermarked design

element (e.g., as modified by the user and/or as combined by the user with other content). For
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example, the user may be enabled to share the watermarked design via channels and/or
platforms permitted by the source-specified rules. Optionally, if the user is using the design
element for printing on a physical object and not for electronically sharing, the design element
may be a version that does not include an embedded watermark.

[0447] Figure 14B illustrates an example crawling and content analysis process that
may be used to determine whether a design element as shared on a networked resource (e.g., a
website, a microblog, a content sharing site, etc.) violates a source rule. For example, this may
have occurred as a result of the user modifying or combining the design element without
utilizing the CAD system described herein. At block 1402B, watermark information for a
watermark embedded in a design element is accessed. The watermark information may
comprise an algorithm configured to detect the presence of a digital watermark that is not
visible to human senses (e.g., cannot be perceived via human vision or hearing). The
watermark information may indicate the location and content of the watermark. At block
1404B, network resources are crawled. The crawling may continue in parallel with other states
of the process. At block 1406B, the process determines if the watermarked design element is
present. For example, if spread spectrum techniques were used to embed the watermark, where
the watermark is spread over many frequency bins so that the energy in a given bin is very
small, the process may look for the locations where the watermark is located, and combine the
small energy signals into an output with a relatively high signal to noise ratio.

[0448] If the watermark is present, at block 1408B, rules (such as those described
herein) associated with the design element are accessed. The rules may relate to
permitted/prohibited modification of the design element, and/or permitted/prohibited
combinations of the design element with other content. If, at block 1410B, a determination is
made that there is a rule violation, then at block 1412B, action instructions are accessed, where
the action instructions may specify what remedial actions are to be taken. For example, the
remedial action may include generation of a corresponding alert notification to a designated
destination or cause the removed from the design element to be removed from the network
resource. At block 1414B, the corresponding action is initiated.

[0449] Figure 15 illustrates another example user interface that enables a user (e.g.,
a source) to control how certain intellectual property may be used. A field is optionally

provided (e.g., comprising a checkbox) which enables the user to specify whether the controls
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are to be applied to all of the user’s intellectual property (e.g., logos, brand names, photographs,
tag lines, other design elements, etc.) identified to the system. A field is optionally provided
(e.g., comprising a checkbox and an intellectual property asset selection field, named “My IP”
in this example) which enables the user to specify whether the controls are to be applied to
selected intellectual property assets of the user, and to identify which assets the controls are to
be applied to. The assets may be individual assets or assets that the user has grouped together.
For example, if a company has multiple brands, the company may group a given brand’s
intellectual property assets together. By way of illustration, a given brand may have a brand
name, a logo, and a photograph of a celebrity that is endorsing the brand. The user may group
the foregoing assets together, and assign a group name (e.g., “IPGroupl1”). The group name
may be displayed in the “My IP” interface. The “My IP” interface may be populated by
accessing data from a database of assets previously associated with the user’s account. The
user can select from the displayed assets. Optionally, the user interface may enable the user to
defined a new group of assets by selecting assets from the “My IP” interface and assigning a
group name for the selecting assets (e.g., by typing in or speaking a group name).

[0450] Various types of content may be listed by the user interface in a prohibited
content area, such as obscene images, obscene text, obscene audio, violent images, violent text,
violent audio, medical images, medical text, medical audio, political images, political text,
political audio, racially insensitive images, racially insensitive text, racially insensitive audio,
gender insensitive images, gender insensitive text, etc. The user can indicate (e.g., via a
checkbox) if a given listed type of content is not to be used with the intellectual property
specified by the user (e.g., using the “My IP” interface).

[0451] In addition, a user may specify with greater granularity specific types and/or
items of content (e.g., text, image, audio content, etc.) that may or may not be used (e.g.,
combined) with the intellectual property specified by the user. For example, text, image,
and/or audio blacklist interfaces may optionally be provided via which a user can specify
specific text, image, and/or audio that may not be combined with the intellectual property
specified by the user. Similarly, text, image, and/or audio whitelist interfaces may optionally
be provided via which a user can specify specific text, image, and/or audio that may be
combined with the intellectual property specified by the user. The various blacklist and

whitelist entries may be entered using a variety of techniques. For example, the user may type
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in text for the text blacklists and whitelists, may enter (e.g., via copying or drag and dropping)
a link or the content itself for the image and/or blacklists and whitelists, or the like. Optionally,
the whitelist and/or blacklist will take priority over the prohibited content specification. For
example, if an item of content includes obscene language, and the user has indicated that
obscene language is to be prohibited, but has also added a specific obscene word to the
whitelist, the combination of the whitelisted obscene word with the intellectual property will
be permitted as the whitelist has priority.

[0452] It is noted that although the example illustrated user interface may
reference “images” generally, the user interface may optionally be configured to include
prohibited content entries, blacklist fields, and/or whitelist fields of various forms of images
that the user can indicate are proscribed, blacklisted, or whitelisted content, such as video,
graphic, photographic, animated, and/or other forms of images. By way of example, the
prohibited content list may include obscene videos, obscene photographs, obscene graphics,
and obscene animations. Similarly, there may be fields for blacklisted video content,
blacklisted photograph content, blacklisted graphic content, blacklisted animation content,
whitelisted video content, whitelisted photograph content, whitelisted graphic content, and
whitelisted animation content. Optionally, to conserve display real estate, enhance clarity, and
reduce human interaction errors, the prohibited content entries that list “image” may be in the
form of a dropdown/expandable menu, so that in response to the user clicking or touch an
image entry, the entry will expand to include a listing of different forms of images (e.g., video,
photographic, graphic, animation, etc.). The user can select the “image” listing as a whole to
be included in the prohibited content, or can select a given form of image to prohibit. Thus, a
user may prohibit obscene videos and photographs, but choose not to prohibit obscene
animations.

[0453] Optionally, interfaces may be provided via which the user can specify forms
of content that may or may not be combined with the user selected intellectual property. For
example, fields may be provided via which the user can specify that no image, text, and/or
audio content of any type may be combined with the selected intellectual property. Optionally,
if a user indicates that a given form of content may not be combined with the selected
intellectual property, then the corresponding entries will not be displayed in the prohibited

content field to conserve display real estate and to avoid user confusion. Thus, for example, if
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a user indicates that audio content may not be combined with the user’s selected intellectual
property, then the “audio” items (e.g., obscene audio, violent audio, etc.) will not be displayed
in the prohibited content field. Optionally instead, the audio items will still be displayed, but
they will be automatically “checked” to indicate that they are prohibited content.

[0454] A submit control may be provided which, when activated, causes the system
to store the usage specifications (e.g., the prohibited content specifications, the blacklist
specifications, the whitelist specification), for use as described herein.

[0455] Optionally, a user (e.g., an intellectual property owner) may specify a
royalty/fee for uses of its intellectual property (e.g., logo, character, tagline, brand name,
photograph, animation, video, audio, etc.) with respect to customizing items and/or sharing
electronically using systems and processes disclosed herein. Optionally, the source may
specify different fees for physical uses of intellectual property (e.g., printing or embroidering
on physical items) and for electronic uses/sharing of intellectual property. Optionally, the
source may specify that a percentage of advertising revenues received from advertisements
presented in conjunction with its intellectual property be granted to the source.

[0456] Figure 34E illustrates an example user interface via which a user (e.g., an
administrator) can indicate that a content item is a premium item (e.g., for which a customized
price may be specified, which may be higher than a standard content item price). In addition,
the user interface enables a royalty payout to be specified (e.g., as a percentage of the content
item price or a fixed currency amount) for one or more entities. For example, if the content
item is that of a basketball player, the user may specify a royalty percentage to be paid to the
player, the player’s team, and the team league.

[0457] Figure 34F illustrates an example user interface via which a user (e.g., an
administrator or brand owner) may access and review information relating to sales and
royalties of various content item assets (e.g., of the brand owner) and templates. For example,
the user interface may access data produced by analyzing sales and royalty data associated with
a brand owner and present an identification of top grossing content item assets (e.g., the top 4,
8, 10, or user-selectable number of top grossing content item assets), as well as the total
earnings, gross sales, total licensing fees, and month-to-month change in total earnings, gross
sales, and/or total licensing fees. The presented data may be for a specific time period or since

inception.
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[0458] A given top grossing asset presentation may include a name of the content
item asset, an image of the content item asset, the total amount of asset fees generated (e.g.,
royalty fees), the number of uses of the content item asset, the royalty received per use of the
content item asset, the amount charged to end user’s per use, the total amount of royalties owed
to a third party (e.g., for use of the third party’s content item asset), an identification of the
third party whose content item asset is being used, where the third party content item asset is
being used on a given item, the usage percentage, and/or the per use royalty owed to a third
party.

[0459] The user interface may access data produced by analyzing sales and royalty
data associated with a brand owner and present an identification of top grossing templates (e.g.,
the top 4, 8, 10, or user-selectable number of top grossing templates), as well as, for a given
template, the total earnings, gross sales, total licensing fees, total amount of items sold, and/or
the number of end user interactions with the template or content items in the template. The
licensing fees owed to third parties for sales involving a given template may also be presented,
and an identification of the amount of licensing fees owed to each content item asset owner
(see, e.g., the second listed template in Figure 34F).

[0460] A control may be provided which when activated causes some or all of the
foregoing data to be exported to a spreadsheet for further review and/or processing.

[0461] Additional example data structures, databases, processes and user interfaces
will now be described. As noted above, various user interfaces may be provided that enable
various palette types to be defined. Example palettes (sometimes referred to herein as
collections) may include color palettes, content palettes, asset (e.g., logos, images, text, brands,
etc.) palettes, font palettes, effect palettes, and the like. In addition, user interfaces may be
provided that enable a user to specify assets that may not be used together, content that may
not be used together, colors that may not be used together, fonts that may not be used together,
and/or effects that may not be used together.

[0462] Certain user interfaces and processes will be described that enables one or
more palettes to be assigned to a group. For example, one or more groups of palettes may be
defined for a given brand, sub-brand, or product, and the group of palettes may be assigned an

identifier to enable a user to quickly locate the appropriate palettes.
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[0463] Referring to Figure 16A, an example user interface is provided that enables
a user to specify palettes/collections that may be used for a specific design area (sometimes
referred to herein as a “slot”). After a user selects an item (e.g., a physical product or a digital
asset) for which end user permissions are to be specified, the system accesses associated
metadata for the item, including the number of design areas/slots, the position of the slots with
respect to the item, one or more images of the item (e.g., an image of the front of the item (e.g.,
the front of a t-shirt) and an image of the back of the item (e.g., the back of the t-shirt)). The
item images may be rendered in the user interface. Metadata indicating pre-specified permitted
colors for the item may be accessed and corresponding menu entries rendered (e.g., with
corresponding colored discs or other icons). The item color specified when the design was
created and saved may be used as the default garment color for the item template.

[0464] A list of slots identified for the item may be displayed in association with
corresponding controls. A given slot may have a slot name displayed (e.g., slot 1, left arm slot,
chest slot, etc.) in association with an asset specified as a default asset. For a given slot, the
controls may enable a user to select one or more previously specified collections/groups of
assets via a select collection control. Optionally, the user may be enabled to select collections
from multiple stores/brands, as discussed elsewhere herein. When the user selects the select
collection control, a menu of previously defined asset collections may be accessed, and one or
more of the names of the asset collections may be displayed from which the user can select.
Controls may be provided that enable a user to scroll through the names of the asset collections.
The names of the asset collection may include a text description (e.g., a team name, a roster
year, a series name, etc.) and/or a unique identifier. A “swappable” control may be provided
for each slot that enables the user to specify whether an end user can or cannot swap an asset.

[0465] An exception interface may be provided via which the user can select assets
which may not be combined for a given slot or for all slots. In addition, a control may be
provided that enables a user to delete an exception. The user inputs may be stored in
association with the template. Optionally, the user may save different versions of a given
template with different collections assigned to a given slot and/or different exceptions. A
control may be provided which enables the user to specify a default template, which will be

displayed to end users when they access a corresponding online store.
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[0466] For example, with reference to “slot 1” illustrated in the figure, an example
collection name may include a team name and the phrase “logos”, to indicate that the collection
includes logos (e.g., a default logo, a current logo, historical logos used in the past, etc.) of the
named team. Selected collections may be listed in association with the slot. A control is
provided (“swappable”) via which the user can specify if an end user can swap assets for a
corresponding slot. For example, if a team logo collection is selected, and swapping is enabled,
then an end user can swap, for the corresponding slot, a given logo from the team logo
collection with another logo from the team logo collection. If the swappable control is set to
non-swappable, the user is inhibited from assigning collections to the slot, and only a single
asset may be assigned to the slot.

[0467] By way of further example, with reference to “slot 2" illustrated in Figure
16A, the selected collection names may include: a team name and the phrase “current roster”,
to indicate that the collection includes names and numbers of the current players of the named
team; the team name and the phrase “2004 roster”, to indicate that the collection includes the
names and numbers of the players of the named team in 2004; and the team name and the
phrase “1989 roster”, to indicate that the collection includes the names and numbers of the
players of the named team in 1989. As with slot 1, a control is provided (“swappable”) via
which the user can specify if an end user can swap assets for a given slot.

[0468] A template exceptions area includes controls via which the user can indicate
which assets (e.g., logos, images, text, brands, etc.) cannot be used with which other assets.
For example, a user may want to prohibit an end user from combining a current team logo with
the name of a player from a roster from a year prior to the first use of the currently used logo.

[0469] A given asset may be associated with a unique identifier. When an
exception is created, the exception specification may generate a record of the unique identifiers
of the assets that may not be combined or used together. Then, if there is a first asset in a first
slot, the system may search through the exception records using the unique identifier of the
first asset in the first slot to identify the unique identifiers of assets that may not be used in
combination with the first asset. The user may then be inhibited from using those assets in
combination with the first asset. For example, even if those exception assets are displayed in
a menu of assets, the end user may be prevented from selecting the exception assets, and the

exception assets may be greyed out.
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[0470] Thus, with reference to the end-user example user interface illustrated in
Figure 16B, when an end user visits an online catalog (which may be specifically associated
with a brand, such as a sports team), a template of a selected item may be displayed (e.g., a t-
shirt in this example, although an item may be another physical or digital item, such as those
discussed elsewhere herein). A template, including an image of the item rendered with one or
more default assets, may be displayed. For example, if the default asset is a team logo, a
template of the t-shirt with the team’s logo may be displayed. A control may be provided
enabling the user to view another side or perspective of the item. The user may then swap one
or more assets into one or more predefined asset slots. In the illustrated example, an end user
can activate a flip or rotate control, and the back of the t-shirt will be displayed. Optionally, a
default asset (e.g., a player name and corresponding number) may be displayed on the back of
the t-shirt. An interface may be provided enabling the end user to switch to any one of the
player names and numbers that are included in the previously selected roster collections (the
2004 roster and 1989 roster in this example). Optionally, if an end user is accessing the user
interface via a device with a touch screen, the end user can use a finger or stylus on the touch
screen to swipe though the different assets (name and number in this example), optionally in a
predefined order.

[0471] Similarly, if the end user is viewing the front of the t-ship, the end user can
switch (e.g., swipe through) the logos included in the team logo collection (e.g., a default logo,
a contemporary logo, a throwback, old logo, etc.).

[0472] In the illustrated example, if the default logo is selected/displayed on the
front of the t-shirt, then the system enables any player name/number from the selected roster
collections to be used on the back of the t-shirt. However, exception conditions have been
defined so that the current, contemporary logo may only be used with the names/number in the
current roster collection, and the throwback logo may only be used with the names/number in
the 1989 or 2004 roster collections.

[0473] As noted above, the user may save different versions of a given template.
Fig. 16B-2 illustrates an example user interface that displays different versions of a given
template, wherein different versions have different assets displayed in at least one slot. The
user can select a given template version and specify which template is to be the default

template, which will be displayed to end users when they access a corresponding online store.
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[0474] Referring to Figure 16C, another example user interface is provided that
enables a user to specify collections that may be used for a specific item slot. In this example,
the asset collections are associated with a particular player (e.g., graphics associated with the
player, logos of teams that the player has played on, phrases associated with the player, jersey
numbers that have been assigned to the player at the various teams, etc.) as will be described
in greater detail.

[0475] In this example, the item is a t-shirt and four slots have been defined. A
first collection of assets (e.g., graphics or photographs of or associated with a particular player)
has been selected for use with slot 1 (a first design area on the front of the t-shirt). A default
graphic is displayed in association with the slot identifier (slot 1 in this example). A second
collection of assets (e.g., team logos associated with the particular player) has been selected
for use with slot 2 (a second design area on the front of the t-shirt). A default team logo is
displayed in association with the slot identifier (slot 2 in this example). A third collection of
assets (e.g., phrases associated with the particular player) has been selected for use with slot 3
(a third design area on the front of the t-shirt). A default phrase is displayed in association
with the slot identifier (slot 3 in this example). A fourth collection of assets (e.g., jersey
numbers associated with the particular player) has been selected for use with slot 4 (a design
area on the back of the t-shirt). A default jersey number is displayed in association with the
slot identifier (slot 4 in this example).

[0476] As similarly discussed above, a template exceptions area includes controls
via which the user can indicate which assets (e.g., logos, images, text, brands, etc.) cannot be
used with which other assets. For example, a user may want to prohibit an end user from
combining a phrase associated with a first player with a jersey number that is associated with
a different player.

[0477] Thus, with reference to the end-user example user interfaces illustrated in
Figures 16D-1 to 16D-4, an interface may be presented when an end user visits an on online
catalog (which may be a Greatest Of All Time (G.O.A.T) store, which could, for example,
represent certain major league teams and their players). A user may select a particular player
from a menu of players and select an item, and a template of a selected item may be displayed
(e.g., a t-shirt in this example, although an item may be another physical or digital item, such

as those discussed elsewhere herein).
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[0478] As illustrated in Figure 16D-1, a template, including an image of the item
rendered with one or more default assets, may be displayed. In the illustrated example, the
default assets may include a certain graphic of the player, a logo, and text rendered on an image
of a front of the t-shirt. If the user selects a default asset presented in a given slot (e.g., by
touching the asset if a touch screen device is being used or by pointing and clicking on the
asset via a mouse or touchpad), some or all of the assets included in the collection(s) assigned
to that slot are displayed. For example, as similarly discussed above, the assets in the assigned
collection may be displayed via a scrolling menu, where the user can swipe on the menu of
collection and the menu will scroll to display additional assets. In the illustrated example, the
user has selected a logo in slot 1 (as defined using an interface similar to that illustrated in
Figure 16C), and the assets in the collection specified via the interface illustrated in Figure 16C
are displayed. The user can select an asset from the scrolling menu (e.g., by touching, pointing
at, or pointing at and clicking on the asset). The selected asset will then be displayed in the
corresponding slot in place of the default asset, as illustrated in Figure 16D-2.

[0479] Optionally, a randomizer control may be provided which when activated,
causes the displayed assets to be randomized in real time. If the user activates the randomizer
control a second time, the assets will be re-randomized and displayed. For example, Figure
32C illustrates an example end user customization interface including a trashcan control
(which lets the user delete any user customization to an item and revert the item to the non-
customized state), a zoom control (via which the user can zoom in or out with respect to the
item and any customizations thereof, a randomizer control (via which the user can initiate a
randomization of the displayed assets in each or selected slots), a color edit control, and a spin
control (via which the user can rotate the item to view via a different/opposite side of the item).

[0480] With reference to Figure 16D-3, the user has selected the text in slot 3 (as
defined using an interface similar to that illustrated in Figure 16C), and the assets in the
collection specified via the interface illustrated in Figure 16C are displayed. The user can
select a phrase asset from the scrolling menu. The selected phrase asset will then be displayed
in the corresponding slot in place of the default phrase asset, as illustrated in Figure 16D-3.

[0481] With reference to Figure 16D-4, the user has selected a graphic/photograph
in slot 1 (as defined using an interface similar to that illustrated in Figure 16C), and the assets

in the collection specified via the interface illustrated in Figure 16C are displayed. The user
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can select a graphic/photograph asset from the scrolling menu. The selected graphic asset will
then be displayed in the corresponding slot in place of the default graphic/photograph asset, as
illustrated in Figure 16D-4. A rotate control is provided, which when activated causes a view
of another side or perspective of the item to be displayed, as illustrated in Figure 16D-5.

[0482] With reference to Figure 16D-5, the user has selected a jersey number in
slot 4 (as defined using an interface similar to that illustrated in Figure 16C), and the jersey
number assets in the collection specified via the interface illustrated in Figure 16C are
displayed. The user can select a jersey number asset from the scrolling menu. The selected
jersey number asset will then be displayed in the corresponding slot in place of the default
jersey number asset.

[0483] Referring to Figures 16E-1, 16E-2, another example user interface is
provided that enables a user to specify collections that may be used for a specific item slot. In
this example, the asset collections are associated with a particular team (e.g., logos associated
with the team, phrases associated with the team, graphics or phrases associated with the city in
which the team is based), as will be described in greater detail.

[0484] In this example, the item is a t-shirt and three slots have been defined. A
first collection of assets (e.g., logos associated with a particular team) has been selected for use
with slot 1 (a first design area on the front of the t-shirt). A default graphic is displayed in
association with the slot identifier (slot 1 in this example). A second collection of assets (e.g.,
phrases associated with the particular team) has been selected for use with slot 2 (a second
design area on the front of the t-shirt). A default team phrase is displayed in association with
the slot identifier (slot 2 in this example). A third collection of assets (e.g., phrases associated
with a city that is associated with a team) has been selected for use with slot 3 (a third design
area on the back of the t-shirt). A default city phrase is displayed in association with the slot
identifier (slot 3 in this example).

[0485] As similarly discussed above, template exceptions area includes controls
via which the user can indicate which assets (e.g., logos, images, text, brands, etc.) cannot be
used with which other assets. For example, a user may want to prohibit an end user from
combining a team logo with a city phrase of a city in which the team is not based.

[0486] Thus, with reference to the end-user example user interfaces illustrated in

Figures 16F-1 to 16F-6, an interface may be presented when an end user visits an on online
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catalog (which may be a team store or a Greatest Of All Time (G.O.A.T) store, which could,
for example, represent certain major league teams and their cities). For example, a user may
select a city from a menu of cities, and may then be presented with a menu of teams in or
associated with the city. A user may select a particular team from the menu of teams and select
an item, and a template of the selected item may be displayed (e.g., a t-shirt in this example,
although an item may be another physical or digital item, such as those discussed elsewhere
herein), and the item may be displayed with certain default assets.

[0487] As illustrated in Figure 16F-1, a template, including an image of the item
rendered with one or more default assets, may be displayed. In the illustrated example, the
default assets may include a certain team logo rendered on an image of the front of a t-shirt.
By way of further example, the default assets may include text rendered on the image of the
front of a t-shirt. As similarly discussed above, if the user selects a default asset presented in
a given slot (e.g., by touching the asset if a touch screen device is being used or by pointing
and clicking on the asset via a mouse or touchpad), some or all of the assets included in the
collection(s) assigned to that slot are displayed via a scrolling menu. In the illustrated example,
the user has selected a team logo in slot 1 (as defined using an interface similar to that
illustrated in Figure 16E), and the specified assets in the collection (e.g., specified via an
interface similar to that illustrated in Figure 16E are displayed). As similarly discussed above,
the user can select an asset from the scrolling menu (e.g., by touching, pointing at, or pointing
at and clicking on the asset), as illustrated in Figure 16F-2. The assets may include the logos
of other teams located in the selected city. In addition, if the user has selected a different color
for the item, and the item is rendered in the corresponding color. With reference to Figures
16F-2 and 16F-3, the user has selected a team logo from the scrolling menu and the selected
logo is displayed in slot 1.

[0488] With reference to Figure 16F-3, the user has selected city-related text in slot
3 (as defined using an interface similar to that illustrated in Figure 16E), and the specified
assets in the collection (e.g., specified via an interface similar to the interface illustrated in
Figure 16E) are displayed. The user can select a city phrase asset from the scrolling menu.
The selected city phrase asset will then be displayed in the corresponding slot in place of the

default phrase asset, as illustrated in Figure 16F-3. The user may decide to again swap the
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logo displayed in slot 1, as illustrated in Figure 16F-4. The user may decide to again swap the
text displayed in slot 3, as illustrated in Figure 16F-5.

[0489] With reference to Figure 16F-6, the user has again selected the team logo in
slot 1, and the specified assets in the collection (e.g., specified via an interface similar to the
interface illustrated in Figure 16E) are displayed.

[0490] Referring to Figure 16G, another example user interface is provided that
enables a user to specify collections that may be used for a specific item slot. In this example,
the asset collections are associated with different stores or brands and may be combined in
accordance with specified exceptions (e.g., characters associated with different franchises or
online stores, graphics associated with different franchises or online stores, phrases associated
with different franchises or online stores, etc.), as will be described in greater detail.

[0491] In this example, the item is a t-shirt and five slots have been defined. One
collection of assets has been associated with a first slot (images for a specified store’s image
gallery).

[0492] Three collections of assets are associated with a second slot. In this
example, the first collection includes a collection of hero/good character images for a first
brand/store/franchise. the second collection includes a collection of hero/good character
images for a second brand/store/franchise. The third collection includes a collection of
hero/good character images for a third brand/store/franchise. A default graphic is displayed in
association with the slot identifier (slot 2 in this example).

[0493] Three collections of assets are associated with a third slot. In this example,
the first collection includes a collection of evil character images for the first
brand/store/franchise. the second collection includes a collection of bad character images for
the second brand/store/franchise. The third collection includes a collection of bad character
images for the third brand/store/franchise. A default graphic is displayed in association with
the slot identifier (slot 3 in this example).

[0494] One collection of assets has been associated with a fourth slot (images for a
specified store’s image gallery). One collection of assets has been associated with a fifth slot
(good vs. evil phrases for the first brand/store/franchise).

[0495] As similarly discussed above, a template exceptions area includes controls

via which the user can indicate which assets (e.g., characters, phrases, etc.) cannot be used with
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which other assets. For example, if the theme of the template is good vs. evil, a user may want
to prohibit an end user from combining two good characters, or an image of a character as a
young person and an image of the same character as an old person. By way of further example,
if the assets are images of animals, the user may want to prevent an end user from combining
two types of animals (e.g., a dog and a horse).

[0496] Thus, with reference to the end-user example user interfaces illustrated in
Figures 16H-1 to 16H-3, an interface may be presented when an end user visits an on online
catalog (which may be an online store that enables a user to customize items by combining
characters from different movies/shows/franchises). A user may select an item from a menu
of items, and a template of a selected item may be displayed (e.g., a t-shirt in this example,
although an item may be another physical or digital item, such as those discussed elsewhere
herein).

[0497] As illustrated in Figure 16H-1, a template, including an image of the item
rendered with one or more default assets, may be displayed. In the illustrated example, the
default assets may include two different types of animals. In other examples, the default assets
may a first character from a first franchise, a second character from a second franchise, and a
phrase associated with the first franchise. If the user selects a default asset presented in a given
slot (e.g., by touching the asset if a touch screen device is being used or by pointing and
clicking on the asset via a mouse or touchpad), some or all of the assets included in the
collection(s) assigned to that slot are displayed via a scrolling menu. In the illustrated example,
the user has selected a dog for one slot (as defined using an interface similar to that illustrated
in Figure 16G), and the animal assets in the collections for that slot are displayed. The user
can select an asset from the scrolling menu (e.g., by touching, pointing at, or pointing at and
clicking on the asset), as illustrated in Figure 16H-1.

[0498] With reference to Figure 16H-2, in the illustrated example, the user has
selected an asset (e.g., a cat) in a slot, and the assets in the collections for that slot are displayed.
The user can select an asset from the scrolling menu, as illustrated in Figure 16H-2.

[0499] When there are two slots (e.g., for two different images of different
animals), if the user selects a first slot, a corresponding menu of assets is displayed for the

selected slot. However, assets in the menu of assets that are prohibited from being combined
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with an asset already in a second slot, are displayed with an indication (e.g., greyed out,
displayed with less intensity, etc.) that they may not be selected by the user.

[0500] By way of illustration, a given asset may be stored in association with a
unique identifier. If a given asset is in a first slot, and a user selects a second slot, the
collections associated with the second slot may be identified. In addition, exception records
associated with the asset in the first slot may be accessed (using the unique asset identifier),
and assets that the given asset may not be combined or used with may be identified, as similarly
discussed elsewhere herein.

[0501] With reference to Figure 16H-3, in the illustrated example, a first image of
a dog has been selected and is displayed in a first slot. The user has now selected a second
slot, and the assets in the collections specified for the second slot are displayed (e.g., different
images of horses). The user can select an asset from the scrolling menu, as illustrated in Figure
16H-3. However, assets that are prohibited from being combined with the image of the dog
currently displayed in the first slot are displayed with an indication (e.g., greyed out, displayed
with less intensity, etc.) that they may not be selected.

[0502] For example, with reference to Figure 16H-4, the user can prohibit the “cat
4” image from being combined with the “dog 4 image, and prohibit the “dog 4” image from
being combined with the “horse 4” image. The user can activate the “add new” control to
specify additional prohibited combinations. The user can activate a delete control displayed
in association with a specified prohibited combination to delete the prohibition.

[0503] Certain example processes will now be described. The processes may be
performed in real time. Figure 17 illustrates an example process for uploading images and
providing creation permissions. At block 1702, a user interface is provided via which the user
can select a network accessible site (e.g., an online store) to which images are to be added. At
block 1704, a user interface is provided via which a user can select an interface for uploading
images (e.g., an images tab in a tabbed interface). Atblock 1706, in response to a user selecting
an “Add Image” control, the user interface illustrated in Figure 16I-1 is displayed. A field is
provided via which the user can name an image, and a file picker control is provided via which
the user can select the image file. In response to the user activating a save control, at block
1708, the image and image name are uploaded and stored in association with the selected store.

The user can repeat the process to upload additional images. At block 1709, the process
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optionally examines the images to ensure that they comply with one or more pre-specified
technical image criteria, such as aspect ratio, image size (in pixels and/or in bytes), and/or file
format. For example, metadata describing the image (e.g., height metadata, width metadata,
compression type, etc.) may be compared with the image criteria, and if the metadata fails to
satisfy the image criteria a compliance failure may be identified. Optionally, as illustrated in
Figure 16M, different aspect ratios may be specified depending on a specified use of a given
image. For example, the following aspect ratios may be specified:

[0504] 9:16 for character images

[0505] 3:1 for logos and text

[0506] 1:1 for square assets

[0507] 3:4 for a player name with a jersey number below

[0508] 4:3 for a jersey number (without a player name)

[0509] 3:2 for two lines of text

[0510] If an image fails to satisfy a given image criterion (e.g., a determined by
dividing the width metadata by the height metadata), at block 1722 a corresponding error
indication may be selected and provided to the user. The error indication may identify which
criteria were not met, and may optionally include recommendations on how to modify or
replace the image so that images satisfy the technical image criteria.

[0511] At block 1710, a collections user interface is provided via which a user can
assign uploaded images to different image collections, as desired. For example, the user
interface may display uploaded images and enable the user to drag one or more images to a
desired collection (e.g., a collection of logos, characters, graphics, etc.), as illustrated in Figure
16I-2. At block 1712, the assignments of images to a collection are received and stored in
memory. At block 1714, the process optionally orders/arranges the images in the order in
which they are added to a collection so that images at the top of the collection will appear first
when assigned to a slot. a user interface enables the user to name or edit the name of a given
collection. A save control which enables the user to save the changes and additions to the
collections.

[0512] At block 1716 and with reference to Figures 16J-1, 16J-2, 16J-3, an optical
machine readable code, such as a barcode (e.g., a QR code), EAN-13 code, EAN-8 code, UPC-
A code, UPC-E code, Code 128, ITF-14 code, Code39 code, Codabar code, GS1 Databar code,
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Datamatrix code, PDF417 code, Aztec code, etc.), may be used to grant administrator
privileges that enable a user to define designs and templates. The optical code may be
displayed via an application or webpage (e.g., via an administrator mode webpage), as
illustrated in Figure 16J-1. A user may capture an image of the optical code using a user
device, such as a camera-equipped mobile phone or tablet, as illustrated in Figure 16J-2. At
block 1718, a link corresponding to the optical code may be accessed and displayed. The link
provided on the user device may have been encoded in the optical code or the optical code may
include a link to a remote resource hosted by the system, which in turn may return a different
link to the user device for display to the user. In response to the user activating the link (e.g.,
by tapping the link if displayed on a touch screen of the user device), an application (e.g., a
mobile device/phone app) is accessed and opened, and the administration mode is activated,
as illustrated in Figure 16J-3. The user is now enabled to create designs and publish the designs
as templates.

[0513] An example process will now be described for creating a design with
reference to Figure 18. At block 1802, a user interface is provided for display via which the
user can select a base item (e.g., a garment, such as a t-shirt). A menu of colors is provided
via which the user can assign a default color to the item. At block 1804, the user selection of
an item and of a default color is received. At block 1806, a user adds an asset to an image of
the item (see, e.g., Figure 16K-1). The process automatically defines the area to which the
asset is added as a slot. For example, the process may determine that x-y coordinates of each
corner or vertex of the asset and define that area within the corners as a slot. Optionally, the
slot may be defined so as to be larger than the asset (e.g., a predetermined number of pixels
above and/or to the left or right of the asset). As discussed herein, a user can define a slot as
swappable or un-swappable and can assign collections to the slot via corresponding controls.

[0514] At block 1808, if the item is to be available in different size, a size interface
is provided via which the user can specify the size(s) the item is to be made available in (see,
e.g., Figure 16K-1). If the item is to be made available in specific quantities, a quantity
interface via which the user can specify such quantity. At 1810, in response to the user
activating a save control or the like, the design is saved (see, e.g., Figure 16K-2).

[0515] At block 1812, the user can access a design user interface which presents

saved designs, as illustrated in Figure 16L-1. At block 1814, the process detects that the user

-138-



WO 2020/106905 PCT/US2019/062506

is pointing at one of the presented designs (e.g., hovers over the design with a mouse/trackpad
cursor or using a finger). For example, the process may detect the X,Y coordinates of the user
pointing mechanism and compare them to the X,Y coordinates of displayed designs, and when
an overlap is detected, the process determines that the coordinate of the displayed design that
overlaps that of the pointing coordinate is the selected design. In response, at block 1816, a
“create template” control is displayed overlaying the design (which provides an efficient way
of utilizing display real estate to display designs and controls). In response to the user selecting
the template creation control, at block 1818, a user interface is displayed configured to receive
a template name, as illustrated in Figure 16L.-2. The user interface may further enable the user
to assign the template to a store for which the user has administrator privileges. The design
and store assignment may be saved.

[0516] Figure 19 illustrates an example process for configuring a template. At
block 1902, a list of stores to which a user has design/template creation permissions is
displayed and a user store selection is received. A list of previously created designs may be
displayed. The designs may be associated with one or more specified items (e.g., garments,
such as a t-shirt, sweatshirt, etc.). A template edit control is provided, and selection of the
template edit control is received. The selected template (including an image of the item and
previously assigned/default assets) may be rendered on the user device. At block 1904, an
item color menu/palette may be presented via a user interface, and a user color selection is
received. If no color is selected, then the color previously assigned to the item (e.g., when the
design for the item was created) may be used as the default color for the item. At block 1906,
a user selection of a swap control, which can be set to enable or disable swapping of assets for
a given slot (design area), is received via the user interface (see, e.g., Figure 16A).

[0517] At block 1908, in response to the swap control being set to swappable, a
collection selection menu is enabled via which the user can select which asset collections (e.g.,
image or text collections) are to be made accessible to an end user for swapping assets for the
slot. If the user has disabled asset swapping, then at block 1909, the ability to assign asset
collections to the slot is optionally disabled, and the user may only assign a single asset to the
slot. Optionally, if the user has been granted the corresponding permissions, the collection
selection menu may include asset collections assigned to other stores. For example, the process

may access the permissions of the user, determine which stores’ collections the user is
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permitted to access, and include those collections in the collection selection menu. At block
1910, a user selection of one or more collections may be assigned to the slot, and the
assignment may be saved in association with the item template (see, e.g., Figure 16A). The
user may optionally specify which asset is to be used as a default asset.

[0518] Atblock 1912, one or more asset combination exceptions are received from
the user via the user interface via an exceptions user interface. An asset combination exception
may identify which assets in the assigned collections for the slot may not be combined (used
in combination) with other assets other slots. A user may also delete a specified exception by
activating an exception deletion control. The specified exceptions may be saved in association
with the template. For example, a unique identifier associated with a given asset may be stored
in association with a list of unique identifiers of other assets with which the given asset may
not be combined. The foregoing process may be repeated multiple times for other slots. The
template may then be saved with collection-to-slot associations stored. The foregoing acts
may be repeated one or more times to create additional templates. At block 1914, a default
control selection may be received from the user in association with a given template. The
default template may then be displayed to end users when accessing the corresponding online
store. Atblock 1916, the user may access a template library user interface displaying templates
saved for a given store. The user may then edit a select template using the process described
above.

[0519] Figure 20 illustrates an example process that enables an end user (e.g.,
purchasing an item, such as an item of clothing, a backpack, cup, a towel, a pillow, etc.) to
customize an item using collections assigned to slots, subject to specified asset collection
exceptions, as discussed above. At block 2002, an item detail interface is generated and
provided to a device of an end user. The item detail interface may be generated in response to
a user selecting a thumbnail or other representation of the item from an interactive catalog.
The item may be, for example an article of clothing (e.g., a t-shirt in this example) or other
item (e.g., a backpack, a cup, a pillow case, etc.). An image of the item may be rendered with
a default template, including one or more slots populated with one or more default templates.
The slots may optionally be identified using a border or other indicator. The color of the item

depicted in the image may be a previously specified default item color. The item detail

-140-



WO 2020/106905 PCT/US2019/062506

interface may include or provide access to a variety of item customization tools (see, €.g.,
Figure 16H-1).

[0520] Atblock 2004, a user selection of a slot is detected. For example, if the user
is accessing the user interface via a device equipped with a touch screen, the user may select a
slot by tapping on a slot (e.g., by tapping on an asset displayed at the slot). The process may
detect the X,Y coordinates of the user touch (or other pointing mechanism) and compare them
to the X,Y coordinates of slots, and when an overlap is detected, the process determines that
the coordinate of the slot that overlaps that of the pointing coordinate is the selected slot. The
selected slot may optionally be emphasized (e.g., with a border surrounding the slot, as
illustrated in Figure 16H-1). At block 2006, a slot identifier associated with the selected slot
is utilized to identify asset collections assigned to the selected slot. At block 2008, the slot
identifier associated with the selected slot is utilized to identify asset combination exceptions
assigned to the selected slot.

[0521] Atblock 2010, a menu of assets included in the collection(s) assigned to the
slot is generated. The process further identifies other assets displayed with respect to the item
image. Using the identified asset combination exceptions assigned to the selected slot and the
identified other displayed assets (e.g., in other slots), a determination is made as to whether
there is an exception/prohibition on combining any of the assets included in the collection(s)
assigned to the slot with any of the other displayed assets. Based on any identified prohibitions,
the prohibited assets in the collection are excluded from a menu of available assets being
displayed on the user device. Optionally instead, such prohibited assets are displayed but
graphically indicated as being unavailable (e.g., for example, such prohibited assets may be
greyed out) (see, e.g., Figure 16H-3). The menu of assets may be a rotatable/scrollable (in a
backwards or forwards direction) menu which the user can scroll through by swiping the menu
backwards or forward with a finger or other pointing device. At block 2012, a user selection
of an available asset from the asset menu is detected. The user may make the selection by
tapping the asset. The image of the item, with the selected asset in the selected slot, is rendered
on the user device, where the selected asset replaces the previous (e.g., default) asset in that
slot. Optionally, asset controls are provided which enable the user to edit the asset (e.g., rotate,
resize, move, change color, other edits described herein, etc.). The foregoing process may be

repeated for the previously selected slot or for other slots.
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[0522] If the user activates an acquisition control (e.g., a purchase control), a print
file may be generated for printing the assets (including any user customizations) on a physical
embodiment of the selected item. The print file may include separate image files for each asset
or a single image file corresponding to a plurality of assists. The print file may be used by a
printer to print the assets on the item.

[0523] Figure 21 illustrates an example process of generating items customized
using the CAD system disclosed herein, including generating art files for printing. A user
opens an application (e.g., a phone app, a computer app, an application accessed via a browser,
etc.), which is then executed. The user utilizes user interfaces accessed via the application
(examples of which are discussed elsewhere herein) to create a customized item design (e.g.,
for a t-shirt, hoodie, backpack, etc.) as described elsewhere herein (e.g., by selecting an item,
selecting a template, modifying a template, etc.). The process translates the user design into a
data file that includes a unique identifier for the design, position information (e.g., x, y
coordinates, pixel number, etc.) for each design element being used in the item design, rotation
data (e.g., number of degrees of rotation from the horizontal or vertical) for each design
element being used in the item design, and the scale/size for each design element being used
in the item design.

[0524] This rich data included in the data file enables an editor to be optimized for
a better user experience while capturing full resolution data and assets (e.g., design elements).
The data can be aggregated and processed to generate analytics and performance metrics (as
described elsewhere herein). Optionally, the data may also be used to generate and provide
(via the application) recommendations to users as to design elements, templates, items, and/or
item colors. For example, aggregated data may be used to determine popularity of design
elements, identify the most and least popular design elements (and rank all design elements in
terms of popularity), the popularity of positions of the design elements with respect to
positioning on an item, the popularity of different scales, and/or the like. The aggregated data
may be provided to train, using supervised or unsupervised training, a learning engine (e.g., a
convolutional deep neural network such as that discussed elsewhere herein), which in turn may
be used in designing new templates and otherwise generating new designs. For example, the
deep neural network may be used to predict what design elements and design element

combinations (including new design elements not previously sold or offered) users are likely
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to purchase, and based on the predictions automatically generate templates including those
design elements and design element combination users are likely to purchase (e.g., with a
likelihood of greater than a threshold percentage of users).

[0525] If a user adds a user-provided image (e.g., a photograph) to be used in
customizing an item, the process optimizes the image for the design phase. The user
customized design and any user-supplied image is received (optionally at full resolution) by a
design generation pipeline. The design generation pipeline may be executed server-side, via a
cloud system.

[0526] If the user purchases the item, the data file is processed into an art file,
optionally with no loss or no material loss of fidelity. The full resolution art file is transmitted
to a printer which prints the art file on the item. The item is then transported to the user who
receives the item.

[0527] The foregoing process and architecture provide a scalable solution without

burdening the user’s device that does not suffer from a loss of fidelity.

[0528] Certain additional example process will now be discussed with reference to
the figures.
[0529] As discussed above, rules may be defined (e.g., via a rules definition user

interface) that inhibit a user from using certain types of user-supplied images in conjunction
with other predefined design elements in customizing a product. For example, a user may be
prohibited from combining certain photographs or other images of faces with certain pre-
defined design elements included in a template when customizing a product. A library of facial
fingerprints may be generated and stored of faces that may not be combined with pre-
determined design elements.

[0530] For example, Figure 25 illustrates an example process for searching for
search images and for generating such facial fingerprints. At block 2502, search image criteria
are accessed or received (e.g., via a user interface). For example, the criteria can include tags
that are expected to be associated with images of people or types of people that rules specify
may not be utilized in customizing clothing. For example, the search terms/tags may include
category tags or group tags (e.g., sports team name, performance group name, movie name,

play name, television show name, movie star tag, television star tag, celebrity tag, model tag,
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politician tag, congress tag, senate tag, president tag, vice president tag, CEO tag, etc.). In
addition, the search criteria may include tags that identify images in general (e.g., img tags).
[0531] At block 2504, various websites and/or data stores may be crawled to locate
images matching the search criteria. As similarly discussed above, certain webpages may be
rendered (without necessarily being displayed) in order to identify images. At block 2506, the
images may be processed as discussed elsewhere herein to locate faces with the images, and
to generate facial feature data (e.g., location, distance, and/or size information with respect to
eyes, nose, mouth, etc.) that may be used as a facial fingerprint (e.g., using computer vision
techniques described elsewhere herein, such as by using a deep neural network or other trained
artificial intelligence engine). At block 2508, the facial feature data and tags may be stored in
memory. Optionally, a third party database storing images and/or facial fingerprints (e.g., of
celebrities or other classes of people, landmarks, objects, etc.) may be used instead of or in
addition to using the facial fingerprints generated using the process illustrated in Figure 25.
[0532] Figure 26 illustrates an example process for determining if a face in an
image corresponds to a prohibited face. Certain techniques described herein may optionally be
used in performing the process. At block 2602, an image is inputted. At block 2604, a face in
the image is detected (e.g., optionally using techniques described herein). At block 2606,
certain facial features of the face are identified (e.g., the distance between the eyes, or the
position or distance of the mouth relative to the nose). At block 2608, the face may be aligned
to a desired position. For example, an affine transformation may be used in rotating the face
to desired orientation. Atblock 2610, the image may optionally be reduced in size (e.g., 96x96,
128x128, 192x192, or other number of pixels) for input to a trained CNN feature extractor.
[0533] At block 2614, facial embeddings (feature vectors) are generated and may
be used in generating a facial fingerprint. Atblock 2616, if the user provided image is required
to be a selfie, a determination may optionally be made as to whether the face corresponds to
the end user. For example, the end user may have provided a photograph of a driver’s license
during a registration process, and the image of the registering user on the driver’s license may
be stored as a reference image. A facial fingerprint may be generated for the reference image
and compared to the embeddings generated for the user provided image. If they do not match,
a warning or rejection indication may be generated, inhibiting the use of the user provided

image in customizing a product slot the requires a selfie image.
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[0534] At block 2618, if user provided image is to be used to customize a slot that
prohibits the inclusion of certain faces or categories of faces, the facial fingerprint of the user
provided image may be compared to the facial fingerprints of prohibited specified people or
categories of people. The closest matching face may be identified as a match. If the closest
matching face is that of a prohibited specified person or prohibited category of people, a
warning or rejection indication may be generated, inhibiting the use of the user provided image
in customizing the slot. Otherwise, the user provide image may be used to customize the slot.

[0535] Optionally, if end user content is rejected (whether after a real time or batch
mode analysis as described elsewhere herein), the end user may be offered the option to obtain
anon-customized version of the item (e.g., via an app notification, webpage notification, email,
text/mms short messaging service message, or otherwise) or an alternative to the item (e.g., a
limited edition version of the item with rare content printed thereon). A control may be
provided that enables the end user to confirm that the end user wants the non-customized
version of the item or limited edition version of the item. Inresponse to the end user activating
the control, the corresponding item may be manufactured and delivered to the end user. The
notification may include an image of the non-customized item and/or the reason(s) the user’s
customization was rejected. Optionally, the notification may include a link to the
customization user interface via which, when activated, the end user may attempt to customize
the item again, in a manner that complies with the corresponding rules/permissions. Figure
34D illustrates an example notification.

[0536] Optionally, when end user content is rejected, a corresponding ticket is
opened and stored in memory, where the ticket records information regarding the end user
order, content, and the reason(s) the content was rejected. Optionally, in addition to or instead
of certain other notification features discussed above, the notification illustrated in Figure 34D
may include a link to the ticket, which when activated, causes the ticket record to be accessed,
where some or all of the ticket data to the end user via the end user device. A communication
interface may be provided (e.g., a chat interface, a text messaging interface, an email interface,
a VolP interface) via which the end user may discuss the reasons for rejection with support
personnel or a support chat bot (e.g., argue that the end user-provided content is appropriate
and should not be rejected or ask for more details regarding the rejection). Optionally an

interface may be provided via which the end user may submit one or more candidate content

-145-



WO 2020/106905 PCT/US2019/062506

items to be used for customization, and ask that the candidate content items be reviewed and
that an approval or rejection notification be provided to the end user.

[0537] Figure 27 illustrates an example item customization process. At block
2702, a user (e.g., an end user) selection of item from a catalog of items is received over a
network (e.g., at a computer aided design system via a network interface) from a user device.
The item may be a product (e.g., a t-shirt, jacket, backpack, cup, phone cover, laptop cover, or
other product) or the item may be a digital item (e.g., a sticker or gif useable in an electronic
communication, such as an SMS/MMS or email message). At block 2704, associated pre-
defined design elements (e.g., specified as part of a template as described herein) are identified
for respective slots/design areas on the product. Optionally, a set of design elements may be
associated with a slot, where one design element is designated as a default design element,
which the user may swap with other design elements in the set of design elements if swapping
is enabled (as described elsewhere herein). In addition, an identification of user-customizable
design slots may be received. The selected item and the default design element may be
displayed via a design customization user interface.

[0538] At block 2706, an image of the item may be rendered on the user device,
including the default design elements positioned in corresponding slots. In addition, user-
customizable design slots may be identified using an outline, color, flash of light, animation
(e.g., a wiggling slot outline), and/or otherwise.

[0539] At block 2708, customization rules may be accessed. Examples of
customization rules are described elsewhere herein, but may include, without limitation, rules
specifying that a user self-portrait may be used to customize a user customizable slot, but that
the faces of celebrities, sports figures, and/or politicians cannot be so used to customize a user
customizable slot.

[0540] At block 2710, a rules notification may be generated based on the accessed
rules (where the notification may specify some or all of the customization requirements,
prohibitions, and/or recommendations associated with a given user customizable slot). The
notification may include audio, graphic, video, and/or text. The rules notification may be
presented by the user device via a user device display and/or speakers. At block 2711, a user
image is received over the network with an indication that the image is to be used to customize

a given user customizable slot. The image may be received as an image file from the user
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device or as a link from the user device (e.g., a link to a cloud-based storage location), which
may then be used to retrieve the image.

[0541] At block 2712, background removal is performed, examples of which are
described elsewhere herein and may be utilized by the process. In addition, rotation and
alignment may be performed as discussed elsewhere herein to make the facial analysis process
more robust and accurate.

[0542] Atblock 2713, optionally prior to displaying the user provided image at the
customizable slot on the item representation, a facial fingerprint is generated from the user
supplied image, examples of which are discussed elsewhere herein. In this example, a
determination is optionally made at block 2014 as to whether the slot customization rule
indicates that the user supplied image is to be a selfie image (although in other examples, there
may be no selfie rule or provision for a selfie rule). If the customization rule indicates that the
user supplied image is to be a selfie image, at block 2715 the facial fingerprint generated for
the user supplied image may be compared against a facial fingerprint of a known image of the
user (e.g., from a driver’s license, passport, or other authenticated image) to determine if the
user provided image corresponds to the user. If the facial fingerprint for the user supplied
image matches that of the known image of the user, at block 2716, the user provided image
may be displayed at the corresponding user customization slot on the representation of the item
selected by the user via the design customization user interface. At block 2718, the user
provided image may be printed on the item (if the item is a physical product) and may be
delivered to the user. If a determination is made at block 2715 that the user provided image
does not correspond to the user, at block 2726 a rules violation notification may be generated.
The rules violation notification may include audio, graphic, video, and/or text. The rules
violation notification may be presented by the user device via a user device display and/or
speakers.

[0543] If a determination is made at block 2714 that the user customizable slot rules
do not require that the user provided image be a selfie, and if the rules specify that the faces of
certain specific other people or classes of people may not be used to customize the user
customizable slot, then at block 2720, the facial fingerprints of the people prohibited by the
rules may be accessed for a data store of facial images. At block 2722, the facial fingerprint

of the user provided image may be compared with may be compared with the facial fingerprints

-147-



WO 2020/106905 PCT/US2019/062506

of the people prohibited by the rules. Atblock 2724, based on the comparison, a determination
may be made as to whether the user provided image corresponds to a prohibited person. If the
user provided image corresponds to a prohibited person, at block 2726 a corresponding rules
violation notification may be generated and presented via the user device.

[0544] If a determination is made that the user provided image does not correspond
to a prohibited person, at block 2728, the user provided image may be displayed at the
corresponding user customization slot on the representation of the item selected by the user via
the design customization user interface. At block 2718, the user provided image may be
printed on the item (if the item is a physical product) and may be delivered to the user.

[0545] Although a selfie rule was discussed by way of example with respect to
Figure 27, other rules (such as those described herein) may be applied in addition or instead at
block 2714. For example, a rule may specify that the image shall contain a single person. At
block 2715, a determination may be made whether the user supplied image contains a single
person or does not (e.g., the image contains multiple people or no people).

[0546] Figure 28 illustrates an example alignment and truncation process. The
alignment and truncation criteria may be specified, indicating whether facial images of pre-
specified template facial images and user-supplied facial images are to be aligned vertically,
horizontally, and/or are to be scaled to be the same size. If there are multiple pre-specified
template facial images associated with respective template slots, and multiple slots for user-
supplied facial images, an authorized user may specify which slot for a user-supplied facial
image is to be aligned with which predefined template facial image (and how such alignment
is to be performed).

[0547] In this example, where a pre-specified template image (specified as part of
template by an authorized entity) includes a face and a user-supplied image includes a face, it
may be specified that the eyes in the pre-specified template image and the eyes in the user-
supplied image are to be vertically aligned, that the heads in the head in the pre-specified
template image and the head in the user-supplied image are to be horizontally aligned, and/or
that the head in the user-supplied image is to be scaled so that it is approximately the same size
(e.g., in width and/or height) as the head in the pre-specified template image.

[0548] If the eye levels of a pre-specified template facial image and user-supplied

facial image are to be aligned, the vertical location may be specified (e.g., specified as a

-148-



WO 2020/106905 PCT/US2019/062506

percentage of the image slot height) via a user interface. If the horizontal position of the heads
are to be aligned, the horizontal location of the center of the eyes (e.g., specified as a percentage
of the image slot width) may be specified via a user interface. The horizontal location of the
center of the eyes may be determined by identifying the midpoint of detected eyes and/or a
midpoint line of a bounding box (e.g., positioned around the head in the image).

[0549] The head locations and eye locations in the pre-specified template facial
image and the user-supplied facial image may be detected. For example, the eye positions may
be determined using pose detection, or more accurately, using a bounding box positioned
around a face, and estimating the eye position using the Golden Ratio (where two quantities
are in the Golden Ratio if their ratio is the same as the ratio of their sum to the larger of the
two quantities). Optionally a third party face detection service may be accessed via an API
(e.g., the FACE API) that detects one or more faces in an image and returns a face bounding
boxes identifying the location of the faces, optionally in conjunction with face attributes
including predictions of facial features. The face attribute features may include age, emotion,
gender, pose, smile, and/or facial hair as well as multiple landmarks for each face in the image.
Such face attribute features may be used in generating analytics as described elsewhere herein.

[0550] Optionally, a facial image processed using the foregoing process may be
utilized to replace a face in a pre-specified facial image with a face from a user-supplied facial
image. Because the user-supplied facial image has been aligned, scaled, truncated, and/or
appropriately cropped, the processed user-supplied facial image may replace the original face
in a realistic manner. Of course, the foregoing process is not limited to replacing faces. For
example, the foregoing process may be used to replace a logo on an object (e.g., clothing,
accessory, luggage, a package, a sign, etc.) with a user-provided logo. By way of further
example, the foregoing process may be utilized to replace an item of clothing being worn by a
character with an image of another item of clothing.

[0551] Figure 32A illustrates an example administrative user interface via which a
user may define a template for an item (a garment in this example). In this example, a field is
provided via which the user may enter a template name. A palette of colors is provided via
which the user can specify what item colors are permitted (e.g., by clicking on a checkbox

adjacent to a corresponding palette color).
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[0552] Controls are provided via which the user may define and specify rules for
one or more design element slots. In this example, 3 slots have been defined. For example,
with reference to Figure 32A, slots may be configured as “customizable” or “swappable.” By
way of illustration, if a slot has been designated as swappable, an end user may be enabled to
select a content asset from a set of content assets (a predefined collection pf of content assets)
to be placed in the swappable slot. A customizable slot may enable an end user to add a user
provided or generated content asset (e.g., text or image) to the slot. A “cycle only” control
may be provided that enables user gestures or cycle controls (e.g., clockwise/counter clockwise
cycle controls) to be used to cycle through content assets from collections that may be used for
the slot. Optionally, the cycle only control may inhibit the presentation of a menu of content
assets, and instead different content assets for the slot are only presented in the slot one-by-
one as the cycle commands are received.

[0553] In response to the user activating the customizable control for a given slot,
the user interface may be re-rendered to display, for that slot, corresponding moderation
controls, auto-cropping controls, automatic background removal control, and a fit image to
container control (see, €.g., slot 3 in the illustrated example). The moderation, auto-cropping,
automatic background removal, and/or fit to container may be implemented using techniques,
systems, and processes described herein.

[0554] In this example, the moderation controls may include a moderation stage
control and moderation type controls. For example, the moderation stage control enables the
user to specify at what stage the moderation is to be performed (e.g., no moderation; when the
end user activates a save control to save the end user’s customization of the item; when the end
user submits a user content asset for a slot, but before the user interface renders the user content
asset in the slot; after the user interface renders the user content asset in the slot, but before the
end user adds the item being customized to a shopping cart; after the end user adds the item
being customized to a shopping cart, but before the end user begins a checkout process; after
the end user begins the checkout process, but before the order is accepted; after the order is
accepted, but before the end user provided content asset is printed on the physical item; and/or
at other stages).

[0555] The moderation controls may include a menu of permitted and/or prohibited

subject-matter types of user provided content assets. For example, a list (which may be in the
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form of a table or a drop down menu) of subject-matter types may be presented via which the
administrative user select (e.g., medium single person image (SPI), full body SPI, celebrities,
public photo (found on social networking source or search engine), other examples described
herein, etc.) to thereby indicate if the subject matter is permitted or prohibited.

[0556] The auto-crop controls may include a reference slot interface via which the
administrative user may specify with reference to which non-customizable slot the end user
content asset is to be aligned/cropped (where the alignment/cropping may be performed using
techniques described herein).

[0557] In the example illustrated in Figure 32A, there are three slots, two of which
are non-customizable (slots 1 and 3), and one of which is end user customizable (slot 2). In
the illustrated example, slot 3 has been selected as the reference slot, and the end user provided
content asset is to include a single person image. A match face size control is provided via
which the administrative user can specify that a face size of a face in the end user-provided
content asset is to be matched with a face size included in a content asset in the reference slot.
A match eye level control is provided via which the administrative user can specify that the
vertical eye level of eyes in the face in the end user-provided content asset is to be matched
with the vertical eye level of eyes in the reference slot (e.g., with respect to the top or bottom
of the respective images). A horizontal level control is provided via which the administrative
user can specify that the horizontal position of eyes in the face in the end user-provided content
asset is to be horizontally centered. A fit image to container control is provided which when
activated cause the user provided content asset to be sized/scaled to fit into the designated slot
area or div container. The scaling may optionally be performed so as to preserve the content
asset aspect ratio or to stretch the content asset so as to fill the slot area or div container as
much as possible without extending outside of the slot area or div container.

[0558] Optionally, in response to the administrative user specifying a reference slot
for an end user-customizable slot, the user interface may be re-rendered to display (in the
reference slot area) which end user-customizable slots are using the reference slot as a
reference (see, e.g., slot 3).

[0559] The administrative user inputs may then be saved in response to activation

of a save control.
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[0560] Referring again to Figure 28, an example auto-cropping/alignment process
is illustrated. At block 2800 an end user provided image is accessed that a user indicated is to
be added to a user-customization slot for the product being customized by the end user. At
block 2802, truncation and alignment rules associated with the product and slot are accessed,
such as the rules discussed above. In addition, the pre-defined template image with which the
user-provided image is to be aligned is accessed. The eye location of a face in the pre-defined
template image may have been previously determined or may be determined in real time (see,
Figure 30A).

[0561] At block 2804, and with reference to Figure 30B, the eye location of the
face in the user-supplied facial image may be located as discussed herein. As similarly
discussed above, the eye position may be determined using pose detection, or more accurately,
using a bounding box positioned around a face, and estimating the eye position using the
Golden Ratio (where two quantities are in the Golden Ratio if their ratio is the same as the ratio
of their sum to the larger of the two quantities)

[0562] At blocks 2806 and 2808, a cropping box may be calculated based on the
desired eye location/alignment and face size, and the user-supplied image may be cropped
using the calculated cropping box. With reference to Figures 30C, 30D, and 30E, the user-
supplied facial image may be cropped in accordance with the cropping box (e.g., by cropping
out a top portion and/or bottom portion) in order to align the eye levels in the pre-specified
template facial image and the user-supplied facial image (so that the eye levels of the pre-
specified template facial image and the user-supplied facial image are about the same distance
from the top and/or bottom of the cropped image). The heads in the pre-specified template
facial image and the user-supplied facial image may be horizontally aligned in accordance
cropping performed using the cropping box so that the heads in each image are about the same
distance from the left side of the respective image and/or from the right side of the respective
image. For example, the user-supplied facial image may be cropped by cropping out a left
portion and/or a right portion in order to align the heads horizontally in the pre-specified
template facial image and the user-supplied facial image. With reference to Figure 30E, the
user-supplied facial image may be cropped in accordance with the cropping box (vertically

and/or horizontally) so that the images are approximately the same height and/or width. For
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example, the face height, face width, or face area may be specified via a user interface as a
percentage of the corresponding image slot.

[0563] The foregoing cropping operations may be performed by calculating a new
bounding box (e.g., in pixels) that will correctly crop the user image to the desired vertical,
horizontal, and/or size based on image slot configuration (where the bounding box may extend
outside the image boundaries). See, for example, Figure 30F. The image may then be cropped
according to the calculated bounding box, and if the bounding box extends outside the original
image boarder, the region outside of the bounding box may be filled with transparent pixels.

[0564] If a horizontal alignment is not specified, there may be an ambiguity in how
to crop the image to achieve horizontal alignment. To resolve such the ambiguity, a default
rule and process may optionally be implemented. The process may implement cropping to
crop symmetrically on both sides of the image, align to left where possible, achieve a minimum
border on both sides of the face in the image, and center the face.

[0565] Similarly, if a face size is not specified, there may be an ambiguity in the
size of the cropping that should be performed. To resolve such the ambiguity, a default rule
and process may optionally be implemented. The process may

[0566] attempt maximize the number of image pixels inside a crop area (while
being consistent with other alignments);

[0567] maintain the original face size and fill in borders with transparent pixels;

[0568] crop to some fixed size based on the slot designation (e.g., single person
close-up, single person full body, single person medium full-body, etc.).

[0569] Optionally, a recommended cropping and alignment may be proposed to the
user, which the user can manually adjust. Optionally, the cropping and alignment may be
automatically implemented, without enabling the user to manually adjust the cropping and
alignment. Optionally, certain slots may be specified to have automatic cropping and
alignment implemented, while certain slots may be specified to have recommended cropping
and alignment implemented where a user may manually adjust the cropping and alignment.

[0570] As similarly discussed above, if there are multiple pre-specified template
images, a user interface may be provided enabling an authorized entity to specify which pre-
specified template image will be used to crop a user-provided image in a specified user-

customizable slot.
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[0571] Figure 29A illustrates an example process for training a neural network
(e.g., a convolutional neural network) to compare and identify faces. At block 2902A, one or
more anchor images may be accessed from a data store. At block 2904 A, the anchor image
may be normalized. For example, pixels may be processed to have a similar data distribution
which may make convergence faster when training the neural network. Normalization may
optionally be performed by subtracting the mean from each pixel and then dividing the result
by the standard deviation. The distribution of such data may resemble a Gaussian curve
centered at zero.

[0572] At block 2906A, data augmentation may be performed on a given anchor
image to create additional anchor images (which may be treated as positive images) for training
the neural network. Examples of data augmentation include random rescaling, horizontal
flips, perturbations to brightness, perturbations to contrast, perturbations to color, and/or
random cropping. At block 2908A, the anchor images may be provided to the neural network.

[0573] At block 2910A, the neural network may compute feature vectors
(sometimes referred to as facial “embeddings”) that quantify a given face or item in a given
image. At block 2912A, the embdeddings from images that correspond to the same face may
be compared, and in addition, images of different faces (negative images) may be compared.
At block 2914A, a loss function may be used to compute a loss. At block 2916A, the neural
network weights are modified using the loss generated using the loss function. At block
2918A, a determination is made as to whether the neural network is sufficiently trained to be
used based on or more criteria (e.g., the percentage accuracy in identifying which images in a
triplet correspond to the same face or item).

[0574] If the neural network is not sufficiently trained, the process may select
additional images for trainings. If the neural network is sufficiently trained, at block 2920A,
the neural network may be used to identify or compare faces in images (e.g., to identify the
identity of faces in images being provided to customize items).

[0575] Figure 29B illustrates an example process for training a neural network
(e.g., a convolutional neural network) to classify objects in images. At block 2902B, positive
and negative images may be accessed from a data store. At block 2904B, data augmentation
may be performed on a given image to create additional training images for training the neural

network. Examples of data augmentation include random rescaling, horizontal flips,
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perturbations to brightness, perturbations to contrast, perturbations to color, and/or random
cropping. At block 2906A, the training images may be provided to the neural network.

[0576] At block 2908B, the neural network may compute object classification for
the images. At block 2910B, a loss function may be used to compute a loss based on the
classification and other loss items. At block 2912B, the neural network weights are modified
using the loss generated using the loss function and other loss items. At block 2914B, a
determination is made as to whether the neural network is sufficiently trained to be used based
on or more criteria.

[0577] If the neural network is not sufficiently trained, the process may select
additional images for trainings. If the neural network is sufficiently trained, at block 2916B,
the neural network may be used to classify objects included in images.

[0578] Figures 34A1-34A2 illustrate another example template definition user
interface. A field is provided via which a template name may be entered or otherwise specified
by a user (e.g., an administrator, designer, etc.). A permitted item color interface is provided
(where, in this example, the item is a garment), via which the user can select one or more
permitted item colors.

[0579] In this example, a default content item (text in this example) has been
selected for a first item slot. One or more collections of content items may be assigned to the
first item slot. A control, such as a moveable control (slide control), is provided via which the
user can specify whether an end user is permitted to move the content item from the location
specified by the template. In this example, end user movement of the content item is disabled
by the user moving the movement control to a disabled position. A swappable control is
provided via which the user can specify whether an end user is permitted to swap/switch the
content item from the default content item to a different content item in the collection(s).

[0580] Optionally, a collection may be organized so it can be displayed to the user
and/or an end user in a hierarchical manner (witch content item assets and sub-assets). For
example, if the content collection comprises images of a different superheroes, then if an end
user selects a given superhero, the various versions of the selected superhero included in the
collection may be displayed. This technique reduces that navigation needed for an end user to

locate and select a desired content item. A sub-assets control is provided which when selected
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by the user, causes the collection to be displayed to an end user in a hierarchical manner with
content item assets and sub-assets as described above.

[0581] A cycle only control enables the user to specify whether the end user can
only cycle through the collection assigned to slot 1 (e.g., via forward and backward controls),
or can also have the collection displayed as a menu. In this example, the cycle function is
disabled by the user moving the cycle control to a disabled position.

[0582] A customizable control is provided via which the user can enable the end
user to replace or modify the default content item with a user provided content item. In this
example, the customizable function is disabled by the user moving the customizable control to
a disabled position.

[0583] Referring to slot two, a default content item is specified. The moveable,
swappable, and cycle only controls are disabled. However, the customizable control is
enabled. In response to the customizable control being enabled, sub-controls are displayed via
which the user can enable or disable certain customization feature (optionally, the sub-controls
are not displayed if the customizable control is in the disable position, to reduce the size of the
user interface and the amount of user scrolling needed). For example, with respect to an end
user-provided image being used for customization, the user can enable or disable image
rotation, resizing, centering, straightening, always keep on top (of the default content item),
and/or overlap (where the user provided content item may overlap the default content item)
functions.

[0584] In addition, moderation specification controls are provided. A moderation
stage control enables the user to specify when moderation of an end user-provided content item
is to be performed (e.g., no moderation; in real time, while the end user is modifying the slot;
when the end user activates a save control to save the end user’s customization of the item;
when the end user submits a user content asset for a slot, but before the user interface renders
the user content asset in the slot; after the user interface renders the user content asset in the
slot, but before the end user adds the item being customized to a shopping cart; after the end
user adds the item being customized to a shopping cart, but before the end user begins a
checkout process; after the end user begins the checkout process, but before the order is
accepted; after the order is accepted, but before the end user provided content asset is printed

on the physical item; and/or at other stages).
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[0585] A moderation settings interface enables the user to select a preset set of
moderation settings (e.g., from a menu of presets), examples of which are described elsewhere
herein. A custom moderation interface enables the user to specify custom moderation
functions. Examples of such custom moderation functions include select medium single
person image (SPI), full body SPI, celebrities, public photo (found on social networking source
or search engine), marijuana, alcohol, electronic cigarettes, nudity, offensive symbols,
violence, offensive text, weapons, artificial text, illustration, other examples described herein,
etc. Optionally, a control may be provided in the template definition user interface illustrated
in Figures 34A1, 34A2 via which the user can edit an existing preset set of moderation settings
or create a new preset set of moderation settings (e.g., using the example interface illustrated
in Figure 34B).

[0586] A logo detection interface enables the user to specify whether logos (e.g.,
brand logos) are to be detected in end user-provided content, and if logos are detected, how the
logos are to be handled (e.g., blurred, deleted, replaced with another logo, replaced with an
image, replaced with text, etc.).

[0587] An autocrop control enables the user to enable or disable the autocropping
of end user-provided image as described elsewhere here.

[0588] A reference slot interface enables the user to specify a reference slot whose
content item is to be used to determine how to resize or align the end user’s content. For
example, the user can specify that a face in an end-user provided image is to be sized to match
the size of a face of the content item in the reference slot. By way of further example, the user
can specify that the eye level of eyes in an end user-provided image is to be aligned with the
eye level of the eyes of a face of the content item in the reference slot. By way of further
example, the user can specify that face an end-user provided image is to be horizontally aligned
with the face in the content item in the reference slot.

[0589] An image filter user interface enables the user to specify image filters that
are to be applied to end user-supplied images. Example image filters include increase contrast,
make black and white, increase brightness, desaturate, saturate, add glow, invert colors,
sharpen, vintage, vivid, sepia, graphite, texture, grain, and/or match end user provided image
characteristics (e.g., the characteristics corresponding to the selected filters) to the image in the

reference slot. For example, the user interface may enable a user (e.g., an administrator) to
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specify that certain filters or layers being used to process and modify a specified reference
image are to be used to modify the end user-supplied images.

[0590] An automatic background removal control enables the user to specify
whether automatic background removal is to be performed on an end user-provided image
being used to customize the slot (e.g., using background removal techniques described herein,
such as via the use of a learning engine such as a convolutional neural network, and/or using
other background removal techniques).

[0591] A fit image to container enables the user to specify whether the end user-
provided image is to be resized to fit into the slot container of the slot being customized by the
end user.

[0592] Figure 34B illustrates an example moderation preset user interface that
enables a user (e.g., an administrator/designer) to define one or more sets of moderation
features/characteristics which may be accessed and applied to a user customizable slot. The
moderation features/characteristics may be assigned a corresponding name (which may
indicate the purpose or category of the moderation preset) by a user via a name field. In the
illustrated example, three different presets are illustrated with corresponding names (“General
Restrictions,” “Restrict Groups and Celebrities,” and “Violence and Nudity”). Other example
presets may be defined addressed to such categories as substance abuse, religion, politics,
entertainment, scenery, clothing, language, sports, etc.

[0593] In this example, the user may specify restrictions including one or more of
the following: medium single person image (SPI), full body SPI, celebrities, public photo
(found on social networking source or search engine), marijuana, nudity, offensive symbols,
violence, offensive text, weapons, artificial text, and illustration. Controls are provided via
which the user may delete or edit a given moderation preset and/or define a new moderation
preset.

[0594] Figure 34C illustrates an example user interface that displays both content
items in a collection that can be used to customize a slot of an item, and sub-assets associated
with a selected content item. In this example, the content items include images of different
superheroes. When an end user selects a given superhero, different images of the selected
superhero (the sub-assets) are displayed beneath the content items. The end user may select

among the content items or the sub-assets to customize the slot on the item (in this case, the
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chest area of a t-shirt). Optionally, the user interface may indicate whether a given content
item is a premium item (e.g., for which a customized price may be specified, which may be
higher than a standard content item price). Optionally, a continuously updated countdown
clock/timer may be displayed in association with a given content item of collection that reflects
a corresponding expiration date/time (if an expiration date/time has been assigned to the
content item or collection). The countdown clock/timer may textually display the number of
days and/or hours/minutes/seconds until the expiration date/time will be reached.

[0595] Thus, aspects of the disclosure relate to enhancement in the computer aided
design and customization of physical and digital items.

[0596] The methods and processes described herein may have fewer or additional
steps or states and the steps or states may be performed in a different order. Not all steps or
states need to be reached. The methods and processes described herein may be embodied in,
and fully or partially automated via, software code modules executed by one or more general
purpose computers. The code modules may be stored in any type of computer-readable
medium or other computer storage device. Some or all of the methods may alternatively be
embodied in whole or in part in specialized computer hardware. The systems described herein
may optionally include displays, user input devices (e.g., touchscreen, keyboard, mouse, voice
recognition, etc.), network interfaces, etc.

[0597] The results of the disclosed methods may be stored in any type of computer
data repository, such as relational databases and flat file systems that use volatile and/or non-
volatile memory (e.g., magnetic disk storage, optical storage, EEPROM and/or solid state
RAM).

[0598] The various illustrative logical blocks, modules, routines, and algorithm
steps described in connection with the embodiments disclosed herein can be implemented as
electronic hardware, computer software, or combinations of both. To clearly illustrate this
interchangeability of hardware and software, various illustrative components, blocks, modules,
and steps have been described above generally in terms of their functionality. Whether such
functionality is implemented as hardware or software depends upon the particular application
and design constraints imposed on the overall system. The described functionality can be
implemented in varying ways for each particular application, but such implementation

decisions should not be interpreted as causing a departure from the scope of the disclosure.
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[0599] Moreover, the various illustrative logical blocks and modules described in
connection with the embodiments disclosed herein can be implemented or performed by a
machine, such as a processor device, a digital signal processor (DSP), an application specific
integrated circuit (ASIC), a field programmable gate array (FPGA) or other programmable
logic device, discrete gate or transistor logic, discrete hardware components, or any
combination thereof designed to perform the functions described herein. A processor device
can be a microprocessor, but in the alternative, the processor device can be a controller,
microcontroller, or state machine, combinations of the same, or the like. A processor device
can include electrical circuitry configured to process computer-executable instructions. In
another embodiment, a processor device includes an FPGA or other programmable device that
performs logic operations without processing computer-executable instructions. A processor
device can also be implemented as a combination of computing devices, e.g., a combination of
a DSP and a microprocessor, a plurality of microprocessors, one or more microprocessors in
conjunction with a DSP core, or any other such configuration. Although described herein
primarily with respect to digital technology, a processor device may also include primarily
analog components. For example, some or all of the rendering techniques described herein
may be implemented in analog circuitry or mixed analog and digital circuitry. A computing
environment can include any type of computer system, including, but not limited to, a computer
system based on a microprocessor, a mainframe computer, a digital signal processor, a portable
computing device, a device controller, or a computational engine within an appliance, to name
a few.

[0600] The elements of a method, process, routine, or algorithm described in
connection with the embodiments disclosed herein can be embodied directly in hardware, in a
software module executed by a processor device, or in a combination of the two. A software
module can reside in RAM memory, flash memory, ROM memory, EPROM memory,
EEPROM memory, registers, hard disk, a removable disk, a CD-ROM, or any other form of a
non-transitory computer-readable storage medium. An exemplary storage medium can be
coupled to the processor device such that the processor device can read information from, and
write information to, the storage medium. In the alternative, the storage medium can be integer

to the processor device. The processor device and the storage medium can reside in an ASIC.
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The ASIC can reside in a user terminal. In the alternative, the processor device and the storage
medium can reside as discrete components in a user terminal.

n nn

[0601] Conditional language used herein, such as, among others, "can," "may,"

n n n o<

"might," "may," “e.g.,

’

and the like, unless specifically stated otherwise, or otherwise
understood within the context as used, is generally intended to convey that certain
embodiments include, while other embodiments do not include, certain features, elements
and/or steps. Thus, such conditional language is not generally intended to imply that features,
elements and/or steps are in any way required for one or more embodiments or that one or
more embodiments necessarily include logic for deciding, with or without other input or
prompting, whether these features, elements and/or steps are included or are to be performed
in any particular embodiment. The terms “comprising,” “including,” “having,” and the like
are synonymous and are used inclusively, in an open-ended fashion, and do not exclude
additional elements, features, acts, operations, and so forth. Also, the term “or” is used in its
inclusive sense (and not in its exclusive sense) so that when used, for example, to connect a
list of elements, the term “or” means one, some, or all of the elements in the list.

[0602] Disjunctive language such as the phrase “at least one of X, Y, Z,” unless
specifically stated otherwise, is otherwise understood with the context as used in general to
present that an item, term, etc., may be either X, Y, or Z, or any combination thereof (e.g., X,
Y, and/or Z). Thus, such disjunctive language is not generally intended to, and should not,
imply that certain embodiments require at least one of X, at least one of Y, or at least one of Z
to each be present.

[0603] While the phrase “click” may be used with respect to a user selecting a
control, menu selection, or the like, other user inputs may be used, such as voice commands,
text entry, gestures, etc. For example, a click may be in the form of a user touch (via finger or
stylus) on a touch screen, or in the form of a user moving a cursor (using a mouse of keyboard
navigation keys) to a displayed object and activating a physical control (e.g., a mouse button
or keyboard key). User inputs may, by way of example, be provided via an interface or in
response to a prompt (e.g., a voice or text prompt). By way of example an interface may
include text fields, wherein a user provides input by entering text into the field. By way of
further example, a user input may be received via a menu selection (e.g., a drop down menu, a

list or other arrangement via which the user can check via a check box or otherwise make a
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selection or selections, a group of individually selectable icons, a menu selection made via an
interactive voice response system, etc.). When the user provides an input or activates a control,
a corresponding computing system may perform a corresponding operation (e.g., store the user
input, process the user input, provide a response to the user input, etc.). Some or all of the
data, inputs and instructions provided by a user may optionally be stored in a system data store
(e.g., a database), from which the system may access and retrieve such data, inputs, and
instructions. The notifications and user interfaces described herein may be provided via a Web
page, a dedicated or non-dedicated phone application, computer application, a short messaging
service message (e.g., SMS, MMS, etc.), instant messaging, email, push notification, audibly,
and/or otherwise.

[0604] The user terminals described herein may be in the form of a mobile
communication device (e.g., a cell phone, a VoIP equipped mobile device, etc.), laptop, tablet
computer, interactive television, game console, media streaming device, head-wearable
display, virtual reality display/headset, augmented reality display/headset, networked watch,
etc. The user terminals may optionally include displays, user input devices (e.g., touchscreen,
keyboard, mouse, voice recognition, etc.), network interfaces, etc.

[0605] While the above detailed description has shown, described, and pointed out
novel features as applied to various embodiments, it can be understood that various omissions,
substitutions, and changes in the form and details of the devices or algorithms illustrated can
be made without departing from the spirit of the disclosure. As can be recognized, certain
embodiments described herein can be embodied within a form that does not provide all of the
features and benefits set forth herein, as some features can be used or practiced separately from

others.
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WHAT IS CLAIMED IS:

1. A computer-aided design (CAD) computer system comprising:

a computing device;

a network interface;

a non-transitory data media configured to store instructions that when executed
by the computing device, cause the computing device to perform operations
comprising:

provide for display on a terminal of a first user a product selection user
interface enabling a first user to select a product image;
receive over a network using the network interface, from the first user,
a selection of an image of a first product via the product selection interface;
provide, for display on the terminal of the first user, a design
customization user interface enabling the first user to define a first template for
use in product customization;
enable the first user to define the first template using a design
customization user interface by:
associating one or more sets of content to a first area of the first
product;
indicating for at least a second area of the first product whether
an end user is permitted to add end user provided content to the second
area, and
in response to the first user indicating that the end user is
permitted to add end user provided content to the second area causing:
a moderation user interface to be rendered comprising a
moderation stage control and a moderation type control,
wherein the moderation stage control enables the
first user to specify at what stage of end user
customization of the first product moderation is to be
performed, and where the moderation type control

enables the first user to specify permitted customization
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image types and/or prohibited customization image
types with respect to end user provided content;
an alignment interface to be rendered comprising a
reference selector, a match face size control, and a match eye
level control,
wherein the reference selector enables the first user to
specify an area of the first product whose content is to be used
as a reference with respect to performing one or more alignment
operations of end user provided content designated for the
second area, the alignment operations comprising a face size
matching operation and/or an eye level alignment operation
specified by the first user via the alignment interface;
receive a definition of the first template, the definition of the first
template including at least a first image associated with the first area, an
indication that an end user is permitted to add end user provided content
to the second area, a moderation stage specification, a moderation type
specification, and an alignment specification;
add the first template to an online catalog accessible by a plurality of
end users, wherein the first template is configured to be used by end users in
customizing at least the first product;
enable a depiction of the first product to be displayed by an end user
device via a customization user interface in association with a visual indication
that the second area of the first product is customizable by an end user;
enable the end user to provide a first item of content comprising a
second image;
at the specified moderation state, enable a neural network to determine
if the second image satisfies the moderation type specification;
enable the second image to be automatically cropped in accordance with

the alignment specification;
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enable the automatically cropped second image to be displayed in the
second area of the first product on the end user device via the customization
user interface;
at least partly in response to determining that the second image satisfies
the moderation type specification, enable the automatically cropped second
image to be printed or embroidered on a physical instance of the first product
at the second area.
2. The CAD computer system as defined in Claim 1, the neural network comprising:
an input layer,
an output layer, and
one or more levels of hidden layers comprising at least a convolutional layer.
3. The CAD computer system as defined in Claim 1, the operations further
comprising:
align a given end user provided image associated with a given area with a given
template image in a selected area of the first product by:
determining a position of a head and a position of an eye in the given end user
provided image;
determining a position of head and a position of an eye in the given template
image; and
automatically cropping the given end user provided image to align the eye and
the head in the given end user provided image with the eye and the head in the given
template image.
4. The CAD computer system as defined in Claim 1, the operations further
comprising:
enable a randomizer control to be displayed on the end user device in association with
the depiction of the first product,
wherein activation of the randomizer control by the end user causes one or more items
of content from one or more sets of content to be randomly displayed in one or more areas.
5. The CAD computer system as defined in Claim 1, the operations further

comprising:
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enable the first user to specify automatic background removal with respect to the
second area;
at least partly in response to the first user specifying automatic background removal
with respect to the second area:
enable a background to be detected in the second image provided by the end
user;
enable removal of the background detected in the second image provided by the
end user; and
enable the second image, with the background removed, to be displayed by the
end user device in the second area of the first product.
6. The CAD computer system as defined in Claim 1, the operations further
comprising:
enable the first user to specify automatic fit with respect to the second area;
at least partly in response to the first user specifying automatic fit with respect to the
second area:
enable the second image provided by the end user to be sized to correspond
with a size of the second area; and
enable the second image, sized to correspond with the size of the second area,
to be displayed by the end user device in the second area of the first product.

7. The CAD computer system as defined in Claim 1, the operations further

comprising:
analyze the second image provided by the end user;
use the analysis to detect a first physical environment depicted in the second
image; and

at least partly in response to detecting the first physical environment depicted
in the second image, cause a first benefit to be provided to an entity association with
the first physical environment.
8. The CAD computer system as defined in Claim 1, the operations further

comprising:
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enable the end user to electronically share an image of the first product as customized
by the end user via a link to stored data corresponding to the first product as customized by the
end user.

9. The CAD computer system as defined in Claim 1, wherein the customization user
interface is displayed in an iFrame via a webpage.

10. The CAD computer system as defined in Claim 1, the operations further
comprising:

identify a plurality products customized by end users, wherein such
customizations satisfy respective moderation type specifications; and

generate an approval user interface comprising entries corresponding to the
identified plurality products customized by end users, wherein the approval user
interface comprises respective approval countdown clocks for each of the entries.

11. A computer system comprising:

a computing device;

a non-transitory data media configured to store instructions that when executed
by the computing device, cause the computing device to perform operations
comprising:

enable a depiction of a first item to be displayed by an end user device
via a customization user interface with a first template image displayed in a first
area of the first item and in association with a visual indication that a second
area of the first item is customizable by an end user;

enable the end user to provide a first element of content comprising a
second image;

access moderation rules associated with the second area;

enable a trained artificial intelligence engine to determine if the second
image satisfies the accessed moderation rules;

enable the second image to be displayed in the second area of the
depicted first item on the end user device via the customization user interface;

at least partly in response to determining that the second image satisfies
the moderation rules, enable the second image to be printed or embroidered on

a physical instance of the first item at the second area and/or an image of the
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first item to be electronic shared, with the first template image in the first area
and the second image in the second area.
12. The computer system as defined in Claim 11, the trained artificial intelligence
engine comprising:
an input layer,
an output layer, and
one or more levels of hidden layers comprising at least a convolutional layer.
13. The computer system as defined in Claim 11, the operations further comprising:
enable a first user to define a first template using a user interface by:
associating one or more sets of content to a first selected area of
a second item;
indicating for at least a second area of the second item whether
a second user is permitted to add end user provided content to the second
area of the second item, and
at least partly in response to the first user indicating that the
second user is permitted to add end user provided content to the second
area of the second item, causing:
a moderation user interface to be rendered comprising a
moderation stage control and a moderation type control,
wherein the moderation stage control enables the
first user to specify at what stage of second user
customization of the second moderation is to be
performed, and where the moderation type control
enables the first user to specify permitted customization
image types and/or prohibited customization image
types with respect to second user provided content;
an alignment interface to be rendered comprising a
reference selector, a match face size control, and a match eye
level control,
wherein the reference selector enables the first user to

specify an area of the first item whose content is to be used as a
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reference with respect to performing one or more alignment
operations of second user provided content designated for the
second area of the second item, the alignment operations
comprising a face size matching operation and/or an eye level
alignment operation specified by the first user via the alignment
interface.
14. The computer system as defined in Claim 11, the operations further comprising:
align a given end user provided image associated with a given area with a given
template image in a selected area of a given item by:
determining a position of a head and a position of an eye in the given end user
provided image;
determining a position of head and a position of an eye in the given template
image; and
automatically cropping the given end user provided image to align the eye and
the head in the given end user provided image with the eye and the head in the given
template image.
15. The computer system as defined in Claim 11, the operations further comprising:
enable a randomizer control to be displayed on the end user device in association with
the depiction of the first item,
wherein activation of the randomizer control by the end user causes one or more items
of content from one or more sets of content to be randomly displayed in one or more areas.
16. The computer system as defined in Claim 11, the operations further comprising:
at least partly in response to automatic background removal being enabled with respect
to the second area:
enable a background to be detected in the second image provided by the end
user;
enable removal of the background detected in the second image provided by the
end user; and
enable the second image, with the background removed, to be displayed by the
end user device in the second area of the depicted first item.

17. The computer system as defined in Claim 11, the operations further comprising:
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at least partly in response automatic fit being specified with respect to at least the
second area:
enable the second image provided by the end user to be sized to correspond
with a size of the second area;
enable the second image, sized to correspond with the size of the second area,
to be displayed by the end user device in the second area of the first item.
18. The computer system as defined in Claim 11, the operations further comprising:
analyze the second image provided by the end user;
use the analysis to detect a first physical environment depicted in the second
image; and
at least partly in response to detecting the first physical environment depicted
in the second image, cause a first benefit to be provided to an entity association with
the first physical environment.
19. The computer system as defined in Claim 11, the operations further comprising:
enable the end user to electronically share an image of the first item as customized by
the end user via a link to stored data corresponding to the first item as customized by the end
user.
20. The computer system as defined in Claim 11, wherein the customization user
interface is displayed in an iFrame via a webpage.
21. The computer system as defined in Claim 11, the operations further comprising:
identify a plurality items customized by end users, wherein such customizations satisfy
respective moderation type specifications, wherein the plurality of items correspond to
physical items and/or digital items; and
generate an approval user interface comprising entries corresponding to the identified
plurality items customized by end users, wherein the approval user interface comprises
respective approval countdown clocks for each of the entries.
22. A computer-implemented method, comprising:
enabling, by a computer system comprising one or more processing devices, a
depiction of a first item to be displayed by an end user device via a customization user

interface with a first template image displayed in a first area of the first item and in
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association with a visual indication that a second area of the first item is customizable
by an end user;
enabling, using the computer system, the end user to provide a first item of
content comprising a second image;
accessing, using the computer system, alignment rules associated with the
second area;
enabling, using the computer system, the second image to be automatically
cropped in accordance with the accessed alignment rules;
enabling, using the computer system, the automatically cropped second image
to be displayed in the second area of the first item on the end user device via the
customization user interface; and
enabling the automatically cropped second image to be printed or embroidered
on a physical instance of the first item at the second area and/or an image of the first
item to be electronic shared, with the first image in the first area and the automatically
cropped second image in the second area.
23. The computer implemented method as defined in Claim 22, the method further
comprising:
providing an image analysis engine with an image set comprising an anchor
image, a positive image, and a negative image;
using a loss function to generate a loss value based on an output of the image
analysis engine;
using the loss value to adjust weights of the image analysis engine; and
using the image analysis engine and adjusted weights to determine if the second
image satisfies one or more moderation rules.
24. The computer implemented method as defined in Claim 43, the method further
comprising:
aligning a given end user provided image associated with a given area with a given
template image in a selected area of a given item by:
determining a position of a head and a position of an eye in the given end user

provided image;
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determining a position of head and a position of an eye in the given template
image; and
automatically cropping the given end user provided image to align the eye and
the head in the given end user provided image with the eye and the head in the given
template image.
25. The computer implemented method as defined in Claim 22, the method further
comprising:
enabling a randomizer control to be displayed on the end user device in association
with the depiction of the first item,
wherein activation of the randomizer control by the end user causes one or more items
of content from one or more sets of content to be randomly displayed in one or more areas.
26. The computer implemented method as defined in Claim 22, the method further
comprising:
at least partly in response to automatic background removal being enabled with respect
to the second area:
enabling a background to be detected in the second image provided by the end
user;
enabling removal of the background detected in the second image provided by
the end user; and
enabling the second image, with the background removed, to be displayed by
the end user device in the second area of the depicted first item.
27. The computer implemented method as defined in Claim 43, the method further
comprising:
at least partly in response automatic fit being specified with respect to at least the
second area:
enabling the second image provided by the end user to be sized to correspond
with a size of the second area;
enabling the second image, sized to correspond with the size of the second area,
to be displayed by the end user device in the second area of the depicted first item.
28. The computer implemented method as defined in Claim 22, the method further

comprising:
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analyzing the second image provided by the end user;

using the analysis to detect a first physical environment depicted in the second
image; and

at least partly in response to detecting the first physical environment depicted
in the second image, enabling a first benefit to be provided to an entity association with
the first physical environment.

29. The computer implemented method as defined in Claim 22, the method further
comprising:

enabling the end user to electronically share an image of the first item as customized
by the end user via a link to stored data corresponding to the first item as customized by the
end user.

30. The computer implemented method as defined in Claim 22, the method further
comprising:

identifying a plurality items customized by end users, wherein such customizations
satisfy respective moderation type specifications, wherein the plurality of items correspond to
physical items and/or digital items; and

generating an approval user interface comprising entries corresponding to the identified
plurality items customized by end users, wherein the approval user interface comprises
respective approval countdown clocks for each of the entries.

31. A computer-aided design (CAD) computer system comprising:

a computing device;

a network interface;

a non-transitory data media configured to store instructions that when executed
by the computing device, cause the computing device to perform operations
comprising:

provide for display on a terminal of a first user a product selection user
interface enabling a first user to select a product image;
receive over a network using the network interface, from the first user,

a selection of an image of a first product via the product selection interface;
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provide, for display on the terminal of the first user, a design
customization user interface enabling the first user to define a first template for
use in product customization;
enable the first user to define the first template using a design
customization user interface by:
associating at least a first item of content to a first area of the
first product;
indicating for at least a second area of the first product whether
an end user is permitted to add end user provided content to the second
area,
specifying color characteristics associated with the second area;
enable a depiction of the first product to be displayed by an end user
device via a customization user interface;
enable the end user to provide a second item of content comprising a
second image;
process the second image to correspond to the specified color
characteristics associated with the second area;
enable the processed second image to be printed or embroidered on a
physical instance of the first product at the second area.

32. The CAD computer system as defined in Claim 31, the operations further

comprising:
determine a current location of the end user;
based at least in part on the current location of the end user, select a moderation
rule; and

determine if the second image satisfies the selected moderation rule,
wherein at least partly in response to determining that the second image satisfies
the selected moderation rule, an instance of the second image is permitted to be printed
or embroidered on a physical instance of the first product at the second area.
33. The CAD computer system as defined in Claim 31, wherein processing the second
image to correspond to the specified color characteristics associated with the second area,

comprises:
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generating a color histogram of the second image; and
adjusting the color histogram of the second image to correspond to the
specified color characteristics associated with the second area.
34. The CAD computer system as defined in Claim 31, wherein color characteristics
associated with the second area are specified by identifying a reference image.
35. The CAD computer system as defined in Claim 31, wherein color characteristics
associated with the second area are specified by identifying a color palette.
36. The CAD computer system as defined in Claim 31, the operations further
comprising:
enable the first user to define the first template by:
specifying brightness characteristics associated with the second
area; and
process the second image to correspond to the specified brightness
characteristics associated with the second area.
37. The CAD computer system as defined in Claim 31, the operations further
comprising:
enable the first user to define the first template by:
specifying shadow characteristics associated with the second
area; and
process the second image to correspond to the specified shadow
characteristics associated with the second area.
38. The CAD computer system as defined in Claim 31, the operations further
comprising:
train a plurality of neural networks to identify respective body parts in
images;
enable the first user to specify at least one prohibited body part with
respect to at least the second area of at least the first product;
receive, from the first, a user a specification of a prohibited first body
part with respect to at least the second area of at least the first product;
use a neural network trained to identify the first body part to identify

whether the first body part is present in a third image; and
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at least partly in response to the neural network, trained to identify the
first body part, identifying the first body part in the third image, inhibit the
customization of the first product using the third image.
39. The CAD computer system as defined in Claim 31, the operations further
comprising:
enable the first user to prohibit images that include a first body part from
being used to customize at least the first product;
use a first neural network trained to identify the first body part to
identify whether the first body part is present in a third image, the first neural
network comprising:
an input layer,
an output layer, and
one or more levels of hidden layers comprising at least a
convolutional layer; and
at least partly in response to the neural network, trained to identify the
first body part, identifying the first body part in the third image, inhibit the

customization of the first product using the third image.

40. The CAD computer system as defined in Claim 31, the operations further
comprising:
align a given end user provided image, comprising a first head and a first eye,
associated with a given area with a given template image, comprising a second head and a
second eye, by:
determining a position of the first head and a position of first eye in the given
end user provided image;
determining a position of the second head and a position of the second eye in
the given template image; and
automatically cropping the given end user provided image to align the first eye
and the first head in the given end user provided image with the second eye and the

second head in the given template image.
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41. The CAD computer system as defined in Claim 31, the operations further
comprising:
enable the first user to specify automatic background removal with respect to the
second area;
at least partly in response to the first user specifying automatic background removal
with respect to the second area:
enable a background to be detected in the second image provided by the end
user;
enable removal of the background detected in the second image provided by the
end user; and
enable the second image, with the background removed, to be displayed by the
end user device in the second area of the first product.
42. The CAD computer system as defined in Claim 31, the operations further
comprising:
enable the first user to specify automatic fit with respect to the second area;
at least partly in response to the first user specifying automatic fit with respect to the
second area:
enable the second image provided by the end user to be sized to correspond
with a size of the second area; and
enable the second image, sized to correspond with the size of the second area,
to be displayed by the end user device in the second area.
43. A computer-implemented method, comprising:
enabling, by a computer system comprising one or more processing devices, a
depiction of a first item to be displayed by an end user device via a customization user
interface with a first template image displayed in a first area of the first item and in
association with an indication that at least a second area of the first item is customizable
by an end user;
enabling, using the computer system, the end user to provide a first item of
content comprising a second image;
accessing, using the computer system, a rule associated with at least the second

area, where the rule indicates that the end user-provided content for the second area is
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to have at least a first characteristic that corresponds to a characteristic of a reference
image;

enabling, using the computer system, the second image to be automatically
processed in accordance with the accessed rule;

enabling, using the computer system, the second image, automatically
processed in accordance with the accessed rule, to be displayed in the second area of
the first item on the end user device via the customization user interface; and

enabling the second image, automatically processed in accordance with the
accessed rule, to be printed or embroidered on a physical instance of the first item at
the second area and/or an image of the first item to be electronic shared, with the first
template image in the first area and the automatically processed second image in the
second area.

44. The computer implemented method as defined in Claim 43, wherein the first
characteristic specifies that shadowing, brightness, contrast, saturation, glow, vibrance, black
point, warmth, tint, definition, colors, sharpness, saturation, color inversion, and/or
highlighting.

45. The computer implemented method as defined in Claim 43, the method further
comprising:

determining a current location of the end user;

based at least in part on the current location of the end user, selecting a
moderation rule; and

determining if the second image satisfies the selected moderation rule,

wherein at least partly in response to determining that the second image satisfies
the selected moderation rule, an instance of the second image is permitted to be printed
or embroidered on a physical instance of the first product at the second area.

46. The computer implemented method as defined in Claim 43, the method further
comprising:

generating a color histogram of the second image; and
adjusting the color histogram of the second image to correspond to

specified color characteristics associated with the second area.
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47. The computer implemented method as defined in Claim 43, wherein the rule
associated with the second area identifies the first template image as the reference image.
48. The computer implemented method as defined in Claim 43, wherein the rule
associated with the second area identifies a color palette.
49. The computer implemented method as defined in Claim 43, the method further
comprising:
enabling the first user to define the first template by:
specifying brightness characteristics associated with the second
area; and
processing the second image to correspond to the specified brightness
characteristics associated with the second area.
50. The computer implemented method as defined in Claim 43, the method further
comprising:
enabling the first user to define the first template by:
specifying shadow characteristics associated with the second
area; and
processing the second image to correspond to the specified shadow
characteristics associated with the second area.
51. The computer implemented method as defined in Claim 43, the method further
comprising:
enabling the first user to prohibit images that include a first body part
from being used to customize at least the first item;
using a first neural network trained to identify the first body part to
identify whether the first body part is present in a third image, the first neural
network comprising:
an input layer,
an output layer, and
one or more levels of hidden layers comprising at least a

convolutional layer; and
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at least partly in response to the neural network, trained to identify the
first body part, identifying the first body part in the third image, inhibiting the
customization of the first item using the third image.
52. The computer implemented method as defined in Claim 43, the method further
comprising:
aligning a given end user provided image, comprising a first head and a first eye,
associated with a given area with a given template image, comprising a second head and a
second eye, by:
determining a position of the first head and a position of first eye in the given
end user provided image;
determining a position of the second head and a position of the second eye in
the given template image; and
automatically cropping the given end user provided image to align the first eye
and the first head in the given end user provided image with the second eye and the
second head in the given template image.
53. The computer implemented method as defined in Claim 43, the method further
comprising:
enabling a background to be detected in the second image provided by the end
user;
enabling removal of the background detected in the second image provided by
the end user;
enabling the second image provided by the end user to be sized to correspond
with a size of the second area; and
enabling the second image, sized to correspond with the size of the second area
and with the background removed, to be displayed by the end user device in the second
area.
54. A computer system comprising:
a computing device;
a non-transitory data media configured to store instructions that when executed
by the computing device, cause the computing device to perform operations

comprising:
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enable a depiction of a first item to be displayed by an end user device
via a customization user interface with a first template image displayed in a first
area of a first item;

enable the end user to provide a first item of content comprising a
second image;

access a rule associated with at least the second area, where the rule
indicates that the end user-provided content for the second area is to have at
least a first characteristic that corresponds to a characteristic of a reference
image;

enable the second image to be automatically processed in accordance
with the accessed rule;

enable the second image, automatically processed in accordance with
the accessed rule, to be displayed in the second area of the first item on the end
user device via the customization user interface; and

enable the second image, automatically processed in accordance with
the accessed rule, to be printed or embroidered on a physical instance of the
first item at the second area and/or an image of the first item to be electronic
shared, with the first template image in the first area and the automatically
processed second image in the second area.

55. The computer system as defined in Claim 54, wherein the first characteristic
specifies that shadowing, brightness, contrast, saturation, glow, vibrance, black point, warmth,
tint, definition, colors, sharpness, saturation, color inversion, and/or highlighting.

56. The computer system as defined in Claim 54, the operations further comprising:

determine a current location of the end user;

based at least in part on the current location of the end user, select a moderation
rule; and

determine if the second image satisfies the selected moderation rule,

wherein at least partly in response to determining that the second image satisfies
the selected moderation rule, an instance of the second image is permitted to be printed
or embroidered on a physical instance of the first product at the second area.

57. The computer system as defined in Claim 54, the operations further comprising:
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generate a color histogram of the second image; and
adjust the color histogram of the second image to correspond to
specified color characteristics associated with the second area.
58. The computer system as defined in Claim 54, wherein the rule associated with the
second area identifies the first template image as the reference image.
59. A computer-aided design (CAD) computer system comprising:

a computing device;

a network interface;

a non-transitory data media configured to store instructions that when executed
by the computing device, cause the computing device to perform operations
comprising:

provide for display on a terminal of a first user a collections user interface
enabling a first user to specify a plurality of sets of content item collections;

provide for display on the terminal of the first user a product selection user
interface enabling a first user to select a product image from a library of product images
with which sets of content item collections may be associated;

receive from the first user, via the product selection interface, a selection of an
image of a first product from the library of product images;

provide, for display on the terminal of the first user, a design customization user
interface enabling the first user to define a first template comprising a plurality of
design areas for use in product customization;

enable the first user to define the first template using a design customization
user interface by:

assigning a plurality of sets of content to a given defined design area;
specifying one or more exceptions indicating at least two content items
in the plurality of sets of content which may not be used together;

add the first template to an online catalog accessible by a plurality of end users,
wherein the first template is configured to be used by end users to customize one or
more products, including at least the first product;

enable a first end user interface to be displayed on an end user device

comprising a touch screen;
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detect a user selection of the first product via the first end user interface;

cause a first image of the first product to be displayed by the end user device;

detect a user touch of a first design area;

determine which sets of content items are associated with the first design area;

cause a first swipeable menu of content items from the sets of content items
associated with the first design area to be displayed via the touch screen;

detect a user touch of a first content item from the first swipeable menu of
content items from the sets of content items associated with the first design area;

enable the first content item to be displayed in the first design area;

detect a user touch of a second design area;

determine which sets of content items are associated with the second design
area;

access exception records associated with the first content item;

using the accessed exception records, determine which content items in the sets
of content items associated with the second design area cannot be used with the first
content item in the first design area;

cause a second swipeable menu of content items from the sets of content items
associated with the second design area to be displayed via the touch screen, wherein
the second swipeable menu is configured to indicate content items in the sets of content
items associated with the second design area that cannot be used with the first content
item in the first design area;

detect a user touch of a second content item from the second swipeable menu
of content items from the sets of content items associated with the second design area;

determine whether the second content item can be used;

based on a determination that the second content item can be used, enable the
second content item to be displayed in the second design area; and

cause the first content and the second content item, to be printed or embroidered
on a physical instance of the first product at respective locations corresponding to the
first design area and the second design area.
60. The CAD computer system as defined in Claim 59, the operations further

comprising:
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provide editing tools that enable a rotation of content items and that enable
scaling of content items;

detect a user utilization of a rotation control;

cause at least one content item to be rotated in real time in accordance with the
user utilization of the rotation control;

detect a user utilization of a scale control; and

cause at least one content item to be scaled in size in accordance with the user
utilization of the scale control.

61. The CAD computer system as defined in Claim 59, the operations further
comprising:

detect a rotation of the first content item by the user;

detect a change in scaling of the first content item by the user;

generate a first file comprising:

position information corresponding to the first content item,
the rotation of the first content item, and
the scaling of the first content item;

using the first file to generate a printer file;

transmit the printer file to a printer;

enable the printer to print the first content item and the second content item on the first
product.

62. The CAD computer system as defined in Claim 59, wherein the indication of
content items in the sets of content items associated with the second design area that cannot be
used with the first content item in the first design area, further comprises showing a greyed out
thumbnail of the content items in the sets of content items associated with the second design
area that cannot be used with the first content item in the first design area.

63. The CAD computer system as defined in Claim 59, the operations further
comprising:

cause an optical code to be rendered on a display associated with the first user;
determine that a camera associated with the first user captured the optical code;

and
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at least partly in response to determining that the camera associated with the
first user captured the optical code, enable the first user to create templates.
64. The CAD computer system as defined in Claim 59, the operations further
comprising:
provide a swap enable control configured to enable the first user to specify, for
a given design area, whether a corresponding content item in the given design area is
permitted to be swapped by the end user with a different content item or whether the
end user is prohibited from swapping the corresponding item with the different content
item; and
in response to determining that the swap control for a given design area is set
to prohibit the end user from swapping the corresponding content item in the given
design area, inhibit the end user from swapping the corresponding content item in the
given design area, inhibit the end user from is permitted to be swapped by the end user
with a different content item.
65. The CAD computer system as defined in Claim 59, the operations further
comprising:
determine placement of content items by a plurality of end users with respect to
at least a first product type;
identify a popularity of a plurality of the locations of the first product type with
respect to placement of the content items; and
generate a heat map that provides a visualization of the popularity of the
plurality of the locations of the first product type with respect to placement of the
content items.
66. The CAD computer system as defined in Claim 59, the operations further
comprising:
determine how many time corresponding combinations of content items were
used to customize products;
rank at least a portion of the combinations of content items;
filter out those combinations of content items whose usage in customizing

products fall fail to satisfy a first threshold;

-185-



WO 2020/106905 PCT/US2019/062506

cause a user interface to be rendered displaying those combinations of content
items whose usage in customizing products satisfy the first threshold.
67. A computer-aided design (CAD) computer system comprising:

a computing device;

a network interface;

a non-transitory data media configured to store instructions that when executed
by the computing device, cause the computing device to perform operations
comprising:

enable a design customization user interface to be rendered on a display
associated with a first user, the design customization user interface configured to enable
the first user to define a first template comprising a plurality of design areas for use in
product customization, wherein the design customization user interface is configured
to enable the first user to:

assign at least one set of content to a given defined design area;
specify one or more exceptions indicating at least two content items in
the at least one set of content which may not be used together;

enable the first template to be accessible by users via respective user devices,
wherein the first template is configured to be used by users to customize one or more
products;

enable a first user interface to be displayed on a user device;

enable detection of a selection of a first product via the first user interface, the
first product associated with the first template;

enable a first image of the first product to be displayed by the user device;

enable detection of a selection of a first area of the displayed first product;

enable a determination as to which sets of content items are associated with the
first design area of the displayed first product;

enable a first menu of content items from the sets of content items associated
with the first design area to be displayed;

enable detection of a selection of a first content item from the first menu of
content items;

enable the first content item to be displayed in the first design area;
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enable detection of a selection of a second design area;

enable determination as to which sets of content items are associated with the
second design area;

enable exception records associated with the first content item to be accessed;

enable, via use of the exception data, a determination as to which content items
in the sets of content items associated with the second design area are proscribed from
being used with the first content item in the first design area;

enable a second menu of content items from the sets of content items associated
with the second design area to be displayed, wherein the second menu is configured to
indicate content items in the sets of content items associated with the second design
area that are proscribed from being used with the first content item in the first design
area;

enable a detection of a selection of a second content item from the second menu
of content items from the sets of content items associated with the second design area;

enable a determination to be made as to whether the second content item can be
used;

based on a determination that the second content item can be used, enable the
second content item to be displayed in the second design area; and

enable the first content and the second content item to be printed or embroidered
on a physical instance of the first product at respective locations corresponding to the
first design area and the second design area.
68. The CAD computer system as defined in Claim 67, the operations further

comprising:

provide editing tools that enable a rotation of content items and that enable
scaling of content items;

enable detection of a user utilization of a rotation control;

enable at least one content item to be rotated in real time in accordance with the
user utilization of the rotation control;

enable detection of a user utilization of a scale control; and

enable at least one content item to be scaled in size in accordance with the user

utilization of the scale control.
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69. The CAD computer system as defined in Claim 67, the operations further
comprising:

enable detection of a user utilization of a rotation control;

enable detection of a user utilization of a scale control;

enable generation of a first file comprising:

position information corresponding to the first content item,
the rotation of the first content item, and
the scaling of the first content item;

enable the first file to be used in printing the first content item and the second content
item on the first product.

70. The CAD computer system as defined in Claim 67, wherein the indication of
content items in the sets of content items associated with the second design area that are
proscribed from being used with the first content item in the first design area, further comprises
showing a greyed out thumbnail of the content items in the sets of content items associated
with the second design area that are proscribed from being used with the first content item in
the first design area.

71. The CAD computer system as defined in Claim 67, the operations further
comprising:

cause an optical code to be rendered on a display associated with the first user;

determine that a camera associated with the first user captured the optical code;
and

at least partly in response to determining that the camera associated with the
first user captured the optical code, enable the first user to create templates.

72. The CAD computer system as defined in Claim 67, the operations further
comprising:

provide a swap enable control configured to enable the first user to specify, for

a given design area, whether a corresponding content item in the given design area is

permitted to be swapped by the user with a different content item or whether the user

is prohibited from swapping the corresponding item with the different content item;

and
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in response to determining that the swap control for a given design area is set
to prohibit the user from swapping the corresponding content item in the given design
area, inhibit the user from swapping the corresponding content item in the given design
area, inhibit the user from 1is permitted to be swapped by the user with a different
content item.
73. The CAD computer system as defined in Claim 67, the operations further

comprising:

determine placement of content items by a plurality of users with respect to at
least a first product type;

identify a popularity of a plurality of the locations of the first product type with
respect to placement of the content items; and

generate a heat map that provides a visualization of the popularity of the
plurality of the locations of the first product type with respect to placement of the
content items.
74. The CAD computer system as defined in Claim 67, the operations further

comprising:

determine how many time corresponding combinations of content items were
used to customize products;

rank at least a portion of the combinations of content items;

filter out those combinations of content items whose usage in customizing
products fall fail to satisfy a first threshold;

cause a user interface to be rendered displaying those combinations of content
items whose usage in customizing products satisfy the first threshold.
75. A computer implemented method, the method comprising:

enabling a design customization user interface to be rendered on a display
associated with a first user, the design customization user interface configured to enable
the first user to define a first template comprising a plurality of design areas for use in
product customization, wherein the design customization user interface is configured
to enable the first user to:

assign one or more sets of content to a given defined design area of a

product;
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specify one or more exceptions indicating at least two content items in

the one or more sets of content which may not be used together;

enabling the first template to be included in an online catalog accessible by a
plurality of users, wherein the first template is configured to be used by users to
customize one or more products;

enabling a first user interface to be displayed on an user device;

enabling detection of a selection of a first product via the first user interface;

enabling a first image of the first product to be displayed by the user device;

enabling detection of a selection of a first area of the displayed first product;

enabling a determination as to which sets of content items are associated with
the first design area of the displayed first product;

enabling a first menu of content items from the sets of content items associated
with the first design area to be displayed;

enabling detection of a selection of a first content item from the first menu of
content items;

enabling the first content item to be displayed in the first design area;

enabling exception data associated with the first content item to be accessed,
that exception data indicating content items that are proscribed from being used in
conjunction with the first content item;

enabling detection of a selection of a second design area;

enabling determination as to which sets of content items are associated with the
second design area;

enabling a second menu of content items from the sets of content items
associated with the second design area to be displayed, wherein the second menu is
configured to indicate, using the exception data, content items in the sets of content
items associated with the second design area that are proscribed from being used with
the first content item in the first design area;

enabling a detection of a selection of a second content item from the second
menu of content items from the sets of content items associated with the second design

area; and
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enabling the first content and the second content item to be printed or
embroidered on a physical instance of the first product at respective locations
corresponding to the first design area and the second design area.

76. The computer implemented method as defined in Claim 75, the method further
comprising:

providing editing tools that enable a rotation of content items and that enable
scaling of content items;

enabling detection of a user utilization of a rotation control;

enabling at least one content item to be rotated in real time in accordance with
the user utilization of the rotation control;

enabling detection of a user utilization of a scale control; and

enabling at least one content item to be scaled in size in accordance with the
user utilization of the scale control.

77. The computer implemented method as defined in Claim 75, the method further
comprising:

enabling detection of a user utilization of a rotation control;

enabling detection of a user utilization of a scale control;

enabling generation of a first file comprising:

position information corresponding to the first content item,
the rotation of the first content item, and
the scaling of the first content item;

enabling the first file to be used in printing the first content item and the second content
item on the first product.

78. The computer implemented method as defined in Claim 75, wherein the indication
of content items in the sets of content items associated with the second design area that are
proscribed from being used with the first content item in the first design area, further comprises
showing a greyed out thumbnail of the content items in the sets of content items associated
with the second design area that are proscribed from being used with the first content item in
the first design area.

79. The computer implemented method as defined in Claim 75, the method further

comprising:
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causing an optical code to be rendered on a display associated with the first
user;
determining that a camera associated with the first user captured the optical
code; and
at least partly in response to determining that the camera associated with the
first user captured the optical code, enabling the first user to create templates.
80. The computer implemented method as defined in Claim 75, the method further
comprising:
providing a swap enable control configured to enable the first user to specify,
for a given design area, whether a corresponding content item in the given design area
is permitted to be swapped by the user with a different content item or whether the user
is prohibited from swapping the corresponding item with the different content item;
and
in response to determining that the swap control for a given design area is set
to prohibit the user from swapping the corresponding content item in the given design
area, inhibiting the user from swapping the corresponding content item in the given
design area, inhibit the user from is permitted to be swapped by the user with a different
content item.
81. The computer implemented method as defined in Claim 75, the method further
comprising:
determining placement of content items by a plurality of users with respect to
at least a first product type;
identifying a popularity of a plurality of the locations of the first product type
with respect to placement of the content items; and
generating a heat map that provides a visualization of the popularity of the
plurality of the locations of the first product type with respect to placement of the
content items.
82. The computer implemented method as defined in Claim 75, the method further
comprising:
determining how many time corresponding combinations of content items were

used to customize products;
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ranking at least a portion of the combinations of content items;

filtering out those combinations of content items whose usage in customizing
products fall fail to satisfy a first threshold;

causing a user interface to be rendered displaying those combinations of content
items whose usage in customizing products satisfy the first threshold.
83. Non-transitory data media configured to store instructions that when executed by a

computing device, cause the computing device to perform operations comprising:

enabling a design customization user interface to be rendered on a display
associated with a first user, the design customization user interface configured to enable
the first user to define a first template comprising a plurality of design areas for use in
object customization, wherein the design customization user interface is configured to
enable the first user to:

assign one or more sets of content to a given defined design area of an
object;
specify one or more exceptions indicating at least two content items in

the one or more sets of content which may not be used together;

enabling the first template to be included in an online catalog accessible by a
plurality of users, wherein the first template is configured to be used by users to
customize one or more objects;

enabling a first user interface to be displayed on an user device;

enabling detection of a selection of a first object via the first user interface;

enabling a first image of the first object to be displayed by the user device;

enabling detection of a selection of a first area of the displayed first object;

enabling a determination as to which sets of content items are associated with
the first design area of the displayed first object;

enabling a first menu of content items from the sets of content items associated
with the first design area to be displayed;

enabling detection of a selection of a first content item from the first menu of
content items;

enabling the first content item to be displayed in the first design area;

-193-



WO 2020/106905 PCT/US2019/062506

enabling exception data associated with the first content item to be accessed,
that exception data indicating content items that are proscribed from being used in
conjunction with the first content item;

enabling detection of a selection of a second design area;

enabling determination as to which sets of content items are associated with the
second design area;

enabling a second menu of content items from the sets of content items
associated with the second design area to be displayed, wherein the second menu is
configured to indicate, using the exception data, content items in the sets of content
items associated with the second design area that are proscribed from being used with
the first content item in the first design area;

enabling a detection of a selection of a second content item from the second
menu of content items from the sets of content items associated with the second design
area; and

enabling the first content and the second content item to be rendered on an
instance of the first object at respective locations corresponding to the first design area

and the second design area.
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FIG. 34A1
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FIG. 34A2
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