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DETERMINING THREE-DIMENSIONAL
INFORMATION FROM PROJECTIONS OR
PLACEMENT OF TWO-DIMENSIONAL
PATTERNS

PRIORITY CLAIM

[0001] The present application is a continuation of U.S.
patent application Ser. No. 14/442,707 filed May 13, 2015
entitted  DETERMINING  THREE-DIMENSIONAL
INFORMATION FROM PROJECTIONS OR PLACE-
MENT OF TWO-DIMENSIONAL PATTERS, which is a
United States national phase application filed pursuant to 35
USC §371 of International Patent Application Serial No.
PCT/US2015/030432, entitled DETERMINING THREE-
DIMENSIONAL INFORMATION FROM PROJECTIONS
OR PLACEMENT OF TWO-DIMENSIONAL PAT-
TERNS, filed May 12, 2015; which claims priority to and
benefit from U.S. Provisional Patent Applications 61/992,
446, filed May 27, 2014 and titled “METHOD FOR
VISUAL SIZING OF HUMAN ANATOMY”, and 62/104,
559, filed Jan. 16, 2015 and titled “DETERMINING
THREE-DIMENSIONAL INFORMATION FROM PRO-
JECTIONS OR PLACEMENT OF TWO-DIMENSIONAL
PATTERNS”. The entire content of the related and provi-
sional applications is herein expressly incorporated by ref-
erence.

TECHNICAL FIELD

[0002] The present application is generally related to
determining three-dimensional information of an object
from projections or placement of two-dimensional patterns
onto the object.

BACKGROUND

[0003] Often times, it is necessary to have the measure-
ments of an object. The object can be a part of a person’s
body, which has a varied, irregular shape, and the measure-
ments would be used to fit that part into a wearable piece.
For example, the object can be the person’s feet, and the
wearable piece can be a pair of shoes. The object can also be
inanimate, large or heavy, and the measurements would be
used when the object needs to be covered, transported,
valuated, etc. As one example, the object can be the trunk of
a tree, and the measurements can be used to decide whether
to cut the tree down and how to transport the resulting log.
As another example, the object can be a large gold statute,
and the measurements can be used to determine how much
it is worth.

[0004] For parts of the human body, for example, the
irregular shape presents a challenge in obtaining good
measurements. In addition, the shape of the human body can
fluctuate over time, adding to the complexity of the chal-
lenge. On the other hand, when an object is inanimate, large,
or heavy, it can be difficult to take the measurements overall.
It would be useful to be able to easily obtain good measure-
ments.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] Various embodiments are disclosed in the follow-
ing detailed description and accompanying drawings.
[0006] FIG. 1 illustrates an example setup of a shape
measurement system disclosed in the present application.
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[0007] FIG. 2 illustrates example components of the com-
puting portion of the shape measurement system, compris-
ing one or more Processors or memories.

[0008] FIGS. 3-12 illustrate various patterns.

[0009] FIG. 13 illustrates example graphical user inter-
faces (GUIs) shown on a display screen of the shape
management system for directing the movement of the target
object.

[0010] FIG. 14 illustrates an example scenario where the
computation of moments enables image registration.
[0011] FIG. 15 illustrates an example process in which the
system obtains and refines projected patterns.

[0012] FIG. 16 illustrates an example setup of the target
object with respect to one or more cameras.

[0013] FIG. 17 illustrates an example scenario where the
depth measurement is repeated at positions 1-N around the
projected pattern.

[0014] FIG. 18 illustrates an example process of deter-
mining the distance of the target object (or a reference point
thereof) from the camera, which can be used to determine
the depth information of the target object, (D) prior to sizing
the target object.

[0015] FIG. 19 illustrates the relationships between the
camera lens, the camera sensor, and the target object.
[0016] FIG. 20 illustrates an example approach for esti-
mating the depth of a point on the target object using contour
areas.

[0017] FIG. 21 illustrates an example approach of identi-
fying areas of an initial pattern where refinement is desir-
able.

[0018] FIG. 22 illustrates an example approach of using
confidence levels to adjust the pattern refinement process.
[0019] FIG. 23 illustrates how the depth of a point on the
target object can be computed from various features of the
projected pattern.

[0020] FIG. 24 illustrates an example process performed
by the shape measurement system of projecting a two-
dimensional pattern on a three-dimensional target object and
analyzing the projected pattern in two dimensions to obtain
three-dimensional information regarding the target object.
[0021] FIG. 25 illustrates another example setup of the
shape measurement system.

[0022] FIG. 26 illustrates an example outfit where cali-
bration charts are incorporated.

[0023] FIG. 27 illustrates an example scenario where
fabric stretch results in one-dimension distortion of the
projected pattern.

[0024] FIG. 28 illustrates an example setup of the shape
measurement system that is similar to the one shown in FIG.
25.

[0025] FIG. 29 illustrates another example process per-

formed by the shape measurement system of projecting a
two-dimensional pattern on a three-dimensional target
object and analyzing the projected pattern in two dimensions
to obtain three-dimensional information regarding the target
object.

[0026] FIG. 30 illustrates an example process of guiding a
user through a fitting and sizing process.

[0027] FIG. 31 illustrates another example process of
guiding a user through a fitting and sizing process. In step
3102, the system continues guiding the user through the
fitting process.

[0028] FIG. 32 contains a high-level block diagram show-
ing an example architecture of a computer 3200, which may
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represent any electronic device, such as a mobile device or
a server, including any node within a cloud service as
described herein, and which may implement the operations
described above.

DETAILED DESCRIPTION

[0029] This application discloses a shape measurement
system that allows a user to easily take measurements of a
target object. The system projects or places two-dimensional
initial patterns onto the target object and calculates three-
dimensional information regarding the target object based
on the two-dimensional projected patterns, which are trans-
formed from the initial patterns due to the varying depths of
the projection surface. The system typically requires the user
to merely gain access to a camera, which can be embedded
into a mobile device, and optionally a light source, and the
system quickly produces accurate and comprehensive mea-
surements of the target object.

[0030] The shape measurement system has many potential
applications. In the fashion industry, the system can facili-
tate the fitting process and help reduce shipping efforts. In
the medical devices industry, the system can assist in the
making of prostheses, casts, braces, and biometric devices.
In the exercise and fitness industry, the system provides
monitoring capabilities for weight loss and body sculpting
efforts and can help with the manufacturing of fitness
apparel and equipment, such as a helmet or shoes and boots.
In the animal care industry, the system can similarly facili-
tate the fitting of an animal into an outfit or a gear. In the
motion capture industry, the system enables the tracking of
body movement and positioning, such as for animation
purposes. In the printing industry, the system makes it easy
to replicate an existing object with three-dimensional print-
ing. In the furniture industry, the system similarly makes it
easy to model new furniture for individual custom fit, model
furniture after existing pieces and to replace parts or produce
covers for existing pieces. In the car and airplane industry,
the system enables and a structure analysis showing the
relationships among different parts of the vehicle as well as
a fitness analysis between the interior of the vehicle and a
customer driving the vehicle.

[0031] The following is a detailed description of exem-
plary embodiments to illustrate the principles of the inven-
tion. The embodiments are provided to illustrate aspects of
the invention, but the invention is not limited to any embodi-
ment. The scope of the invention encompasses numerous
alternatives, modifications and the equivalent.

[0032] Numerous specific details are set forth in the fol-
lowing description in order to provide a thorough under-
standing of the invention. However, the invention may be
practiced according to the claims without some or all of
these specific details. For the purpose of clarity, technical
material that is known in the technical fields related to the
invention has not been described in detail so that the
invention is not unnecessarily obscured.

[0033] FIG. 1 illustrates an example setup of the shape
measurement system disclosed in the present application. In
some embodiments, the system includes a light source 102
and a pattern molding 104 embedding a two-dimensional
initial pattern. The light source 102, the pattern molding 104,
and a target object 106 regarding which three-dimensional
information is to be obtained are positioned such that the
two-dimensional pattern is projected onto a surface of the
target object 106 resulting in a distorted pattern 108. The
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system also includes a camera 110, which then captures the
distorted pattern 108 in two dimensions. Furthermore, the
system includes a processor and memory 112, which man-
ages the different components of the system and performs
computations, including analyzing the distorted pattern 108
to determine how the surface moves up and down and
derives three-dimensional information regarding the target
object. The analysis can take into consideration the charac-
teristics of the initial pattern, the relative placement of the
light source 102, the pattern molding 104, the target object
106, the camera 110, or other factors. In addition, the system
can include a display screen and an input device for com-
munication with a user of the system.

[0034] In some embodiments, the camera 110, the proces-
sor and memory 112, and the display screen are all combined
in a single device, such as a cellular phone, a tablet, a
desktop computer, a laptop computer, or a wearable device.
Alternatively, the processor and memory 112 are located
separately from the rest of the system. In this case, the
processor and memory 112 communicate with the rest of the
system, specifically the camera 110 or the display screen,
across any type of network known to someone of ordinary
skill in the art, such as a cellular network or the Internet.
[0035] In some embodiments, the initial pattern can be
projected onto multiple surfaces of the target object by
rotating the target object or the components of the system
around the target object. In addition, multiple initial patterns
can be used for the same surface or different surfaces of the
target object. In either case, the processor coupled with the
memory can synthesize information obtained from multiple
distorted patterns in deriving the three-dimensional infor-
mation regarding the target object 106.

[0036] By virtue of such a setup, the shape management
system can obtain three-dimensional information of a target
object based on projections or placement of two-dimen-
sional patterns onto the target object. The system achieves
this goal without making direct contact with the target object
and without requiring substantial movement of the target
object. These features can be useful when the target object
is difficult to move or measure. They also provide the
convenience of obtaining shape measurements at a chosen
location and without having to interact with other persons or
objects.

[0037] FIG. 2 illustrates example components of the com-
puting portion of the shape measurement system, compris-
ing one or more processors or memories. In some embodi-
ments, the computing portion includes an original pattern
management module 202, a pattern transformation module
204, and a distorted pattern processing module 206.
[0038] In some embodiments, the original pattern man-
agement module 202 manages the creation and selection of
two-dimensional initial patterns to be projected onto a target
object. An initial pattern can be isomorphic, repeating a
configuration of lines or dots over the extent of the pattern.
Initial patterns may also be structured as an isomorphic
repetition of one or more non-isomorphic patterns. The
extendible nature of an isomorphic pattern or an isomorphic
repetition of one or more non-isomorphic patterns enables
an assessment of the target object beyond a portion of the
target object that is within the line of sight. The original
pattern management module 202 can also use an initial
pattern that is partially or entirely non-isomorphic to
uncover information regarding specific areas or aspects of
the target object. According to aspects of the disclosure, the
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use of a combined isomorphic pattern with embedded non-
isomorphic patterns allows identification of missing por-
tions, hidden portions or holes. For example, using a pattern
with an isomorphic repetition of the non-isomorphic double
log pattern provides identification of the non-isomorphic
pattern allows the system to detect missing elements of the
overall pattern and the isomorphic pattern allows registra-
tion of the overall pattern to more easily scale and detect the
missing parts of the non-isomorphic pattern. This combina-
tion allows the system to estimate within a reasonable
accuracy the measurement of the hidden part of the object
that caused the loss in the pattern.

[0039] In some embodiments, different initial patterns can
be used for the same surface or different surfaces of the
target object. The original pattern management module 202
can also determine additional initial patterns based on the
result of projecting or placing existing initial patterns on the
target object. For example, when the result of projecting an
isomorphic pattern to an entire surface of the target object
shows that a particular area of the surface is full of hills and
valleys, the original pattern management module 202 can
select a non-isomorphic, finer pattern to better capture the
characteristics of that particular area. The selection can be
made based on user selections, attributes of the target object,
etc.

[0040] In some embodiments, the original pattern man-
agement module 202 determines that each initial pattern is
to be implemented by a molding based on a user selection,
for example. The molding can stand alone or be attached to
the light source. The size of the molding can depend on the
locations where the molding may be placed relative to the
light source and the target object, the desired coverage by the
projected pattern of a surface of the target object, or other
factors. The molding can be made of any solid material that
absorbs light without otherwise interfering with nearby
lighting.

[0041] FIGS. 3-12 illustrate various initial patterns. They
are further discussed as follows.

Pattern Type 1: Isomorphic Pattern of Identical Shapes

[0042] Insome embodiments, this is the most basic pattern
for measuring an object. It is illustrated in FIG. 3; it is also
illustrated in FIG. 10, which is a non-checkerboard isomor-
phic pattern of identical shapes. Each 2D geometric shape in
the pattern is of a known size and is completely identical to
every other 2D geometric shape in the pattern. Placing this
2D pattern on a 3D object (either via draping material
printed with the pattern over the object so that it conforms
to the surface of the underlying object or projecting the
pattern onto the object, potentially from several points so
that the pattern conforms to the surface, via an image
projector or transparent image illuminated by a projection
light) causes the pattern to distort based on the shape of the
underlying object. The basic geometry of the pattern (geo-
metric shapes of known dimensions) can then be used to
determine the distance from the point of image capture to the
object at every point of the pattern. This pattern works for
objects that are completely convex in shape (relative to the
point of image capture) or objects that have both convex and
concave elements in their surfaces but which never have any
part of the their surface hidden from the point of imaging the
pattern.

[0043] In some embodiments, the pixel count in the lines
of the pattern can be used, along with line length of lines
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within the shapes, to determine a rough distance from the
point of imaging to any point on the underlying object and
this can then be further refined by looking at the imaging
focus setting which produces the sharpest line image. The
distortion in each 2D geometric shape (line curvature and
angle distortion in angles formed at the implied tangent lines
at the vertices between 2D shapes—e.g. corners of adjacent
squares for a pattern made out of a checkerboard of squares)
can then be used to model the surface of the underlying
object. When all such modeling tasks are completed over the
extent of the pattern, the dimensions of the segment of the
underlying object can be estimated.

Pattern Type 2: Isomorphic Pattern of Locally Y Dimension
Non-Isomorphic Patterns

[0044] In some embodiments, this type of pattern is
formed by maintaining a regular pitch separating lines in one
direction (for example the ‘Y” dimension) and creating a
cyclic change in spacing of lines in the other direction
(continuing the example, in the “X” dimension). An example
of this type of pattern is given in FIG. 4. The cyclic change
creates a large pitch isomorphic pattern (i.e. the squares
formed by each cycle in the “X” dimension pattern show an
isomorphic pattern). Within each large square, the pattern is
predictable but not isomorphic as the line space (i.e. pitch)
is decreasing in a known way.

[0045] In some embodiments, this pattern measures all
objects that the first pattern can measure. However, unlike
the first pattern, this pattern can also be used for measuring
objects that have surfaces that include segments that fold
away and are hidden in the “X” dimension from the point of
imaging. The non-isomorphic pattern within the larger iso-
morphic squares can be used to detect missing parts of the
isomorphic pattern and accurately estimate how much of the
isomorphic pattern has been missed in a local area. Using
that information, the system can infer the measurement
information concerning the object underlying the pattern.
This type of pattern is therefore error correcting in the “X”
dimension.

[0046] In some embodiments, since the initial shape and
size of each bounded area within the pattern at any level
(isomorphic or Non-isomorphic levels) is completely
known, the system can compute the measurements of any
part of the object over which this pattern has been placed and
also infer the measurement of any part of the object which
has hidden parts in the “X” dimension.

Pattern Type 3: Isomorphic Pattern of Locally X and Y
Dimension Non-Isomorphic Patterns

[0047] Insome embodiments, instead of a cyclic variation
in only the ‘Y” dimension, a pattern can have a regular
cyclic variation in the “X” dimension. The cycle can be the
same frequency in both dimensions or difference in each
dimension depending on any prior knowledge of the type or
category of object to be measured. An example of this type
of pattern is illustrated in FIG. 5.

[0048] In some embodiments, there is a larger scale iso-
morphic pattern that can be detected out of the naturally
occurring large squares formed by the cyclic placement of
the lines in the “X” and ‘Y” dimensions. As with the
previously discussed pattern types, these lines and the
known geometric shape they found can be used to determine
distance and model the surface underlying the pattern. Pixel
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count, line distortion and angles, or tangent angles, where
the lines intersect all provide sufficient information to accu-
rately model the underlying surface.

[0049] In some embodiments, the cyclic nature of the line
placement in both the “X” and ‘Y™ directions allow this type
of pattern to be used to accurately estimate any part of the
underlying object that is hidden from the point of imaging
since the missing pattern elements can be detected using the
cyclic nature of the pattern within the larger isomorphic
squares. The process is the same as that used with a ‘Y™
dimension only cyclic pattern except that it can detect how
much of the pattern cannot be seen in both directions either
individually or simultaneously. Effectively these types of
patterns feature error correction capability in both the “X”
and “Y” directions.

Pattern Elements: Cyclic Properties

[0050] In some embodiments, a regular 2D pattern is
isomorphic everywhere, as illustrated in FIG. 3, can be
thought of as the trivial cyclic pattern with a frequency of 1
in both the “X” and “Y” dimensions. This means that the line
spacing the “X” dimension is constant and the line spacing
the “Y” direction is constant. While constant in each direc-
tion, the spacing in the “X” direction may be the same or
different than the spacing in the “Y” direction. When it is the
same, the pattern is equivalent to a checkerboard of squares
(technically it is a pattern of identical shapes that have all
“sides” equal—in other words the shape is symmetric about
its X and Y axis and rotating each shape through 90 degrees
would produce exactly the same shape and overall pattern).
When it is different the pattern is a checkerboard of non-
square rectangles (technically it is a pattern of identical
shapes for which opposite “sides” are equal in length—in
this case each shape is symmetrical about its X and Y axis
but rotating each shape through 90 degrees would produce
an overall pattern that would be the original pattern rotated
through 90 degrees).

[0051] In some embodiments, a pattern with a cyclic
frequency of 1 in both directions is completely isomorphic.
A pattern with a cyclic frequency different from 1 in at least
one dimension has both isomorphic and non-isomorphic
properties, as illustrated in FIGS. 4 and 5. The frequency of
the pattern determines the way in which the pattern repeats
itself. That defines the “larger” isomorphic pattern and can
be seen, for example, in FIG. 12.

[0052] In some embodiments, within each containing
“square” the pattern is locally non-isomorphic due to the
cyclic variation in line spacing. As can be seen from FIGS.
4, 5 and 10, such patterns can be made up of various sized
rectangles or other shapes that change in size depending on
the location in the overall pattern. It is helpful to know what
these complex patterns look like before being applied to a
3D objection.

[0053] In some embodiments, patterns are built using
various mathematical constructs such as varying one or both
dimensions in a logarithmic cycle. This allows the pattern to
be predicted and obviates the need to measure every part of
the pattern before it is placed on an object. The result is a
simpler algorithm. However, any 2D can be used for this
method of measurement so long as it covers all the area of
interest of the 3D object and so long as it is sufficiently fine
in detail to be able to provide measurements within the
desired, acceptable tolerance. If the pattern is not math-
ematically constructed then it must be measured on a flat
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surface to provide the base reference point from which the
software can later detect and measure distortions in the
pattern when it is placed or projected onto a 3D objection.
The algorithm for using non-mathematically generated pat-
terns is much more complex and more compute intensive as
it potentially has to treat each part of the pattern uniquely.

Pattern Flements: Shapes

[0054] Insome embodiments, constructing a pattern out of
a series of known, recurring shapes offers a great deal of
analytic and computational efficiency. In addition to the
actual dimensional computation, the nature of the shape can
determine the ease with which the shape and overall pattern
can be imaged—i.e. captured by an imaging sensor and then
extracted from the image to eliminate unwanted image
elements and/or noise.

[0055] In some embodiments, shapes which start with
straight lines for sides and known angles between sides are
the easier to deal with. These are followed by shapes that are
composed of arcs that are well defined as sections of circles.
An example of that type of pattern is given in FIG. 10. In
both cases, any distortion in the shape that results from
placing the shape on a 3D object will convey an enormous
amount of dimension/volume related data that can be
extracted and computed relatively quickly.

[0056] In some embodiments, the measurement method is
not limited to such regular shapes. Any tessellation of a 2D
plane made out of any shapes that provide complete cover-
age to the plane can be used. The caveat is that the compute
power needed for irregular shapes or randomness in the
repetition of shapes increases dramatically when the entire
surface needs to be piecewise analyzed each time it is used
to measure a 3D object.

[0057] In some embodiments, the more efficient shapes
are those that can be constructed using an algorithm based
on mathematics that yields an isomorphic pattern containing
non-isomorphic sub patterns with a known cyclic nature and
which repeat in a known way to yield the large scale
isomorphic nature of the overall pattern.

Pattern Elements: Varying Density, Shape and/or Cycle in
One or Both Dimensions

[0058] In some embodiments, a pattern is essentially a
single replicated isomorphic pattern that repeats the place-
ment of either an isomorphic or non-isomorphic sub-pattern.
One key property of this is that no matter where you are in
the overall pattern, its global isomorphic nature means that
the current locale appears the same as any other locale one
might chose. However, that nature is not needed for this
method to work nor is it the ideal solution in all cases of
apply the method.

[0059] In some embodiments, if the method is going to be
applied to a class of objects that may each be a variation on
a known theme then taking into account the underlying
“theme” of the objects may allow a pattern to be used that
varies in line density or shape to refine measurement in areas
of distortion or critical shape changes for that set of objects.
For example, if the object being measured is a human torso
then increasing the density (i.e. effective number of lines/
objects) of the pattern in the area of the shoulder or hip
would yield more measurement data for those areas of
critical curvature. Conversely, using a sparse pattern across
a back would yield sufficient observation data while reduc-
ing the number of computations necessary to create the
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measurement data thereby reducing either compute time or
system compute performance requirements.

Pattern Elements: Color

[0060] In some embodiments, black and white patterns
work well. However, so do patterns in any color or selection
of colors. The critical element is the contrast between the
pattern and the background on which the pattern is printed
or projected. The contrast needs to be great enough for the
image processing to identify and extract the pattern.
[0061] In some embodiments, as a specific use of color,
several patterns can be used simultaneously to improve
accuracy. Each pattern would be printed or projected in a
different, contrasting color. The software algorithm extracts
each pattern from the image and carries out the measurement
computations for each pattern. Comparison of results then
yields a refined accuracy by computing the appropriate set of
measurements based on those derived from each pattern (for
example, the simplest solution would be to average the
measurements obtained from each pattern).

[0062] In some embodiments, the pattern transformation
module 204 manages the configuration of the shape mea-
surement system for projecting a two-dimensional initial
pattern onto the target object. The pattern transformation
module 204 selects a light source, which can be a collimated
light source, a pointed light source, etc. The pattern trans-
formation module 204 also ensures that the light reaching
the target object is visible. The visibility can be affected by
the relative placement of the light source, the structure of the
pattern molding, the shape and material of the target object,
or other factors. Based on these factors, the pattern trans-
formation module 204 can determine the colors, intensities,
and other attributes of the illuminated light accordingly.
[0063] In some embodiments, the pattern transformation
module 204 determines the distance between the light source
and the pattern molding as well as the distance between the
pattern molding and the target object. When a single initial
pattern is used for one surface of the target object, the pattern
transformation module 204 can arrange the light source, the
pattern molding, and the target object to ensure that the
projected pattern covers the entire surface of the target
object. When multiple initial patterns are used for one
surface, the pattern transformation module 204 can similarly
arrange the components of the system to ensure that the
multiple projected patterns combine to cover the entire
surface of the target object.

[0064] In some embodiments, the pattern transformation
module 204 selects a camera. It can be a standalone camera
or one that is embedded in another computing device, such
as a cellular phone, a tablet, a laptop computer, a desktop
computer, or a wearable device. The pattern transformation
module 204 then determines the placement of the camera
relative to the light source and the target object generally to
ensure that the camera clearly captures the projected pattern
in its entirety. The distance to the target object in particular
is useful to the computation of three-dimensional informa-
tion performed by the distorted pattern processing module
206, as discussed below.

[0065] In some embodiments, the pattern transformation
module 204 provides movement instructions to the target
object for obtaining projected patterns on different surfaces
of the target object. The pattern transformation module 204
coordinates the operation of the camera and the display
screen to communicate with the target object. For example,
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the target object can be a human or an object operable by a
human. Upon detecting the current appearance of the target
object using the camera, the pattern transformation module
204 determines an appropriate movement instruction and
communicates the movement instruction to the target object
using the display screen. It also ensures that the design and
presentation of the movement instruction enables accurate
observation by the human receiving the movement instruc-
tion even from some distance away.

[0066] FIG. 13 illustrates example graphical user inter-
faces (GUIs) shown on a display screen of the shape
management system for directing the movement of the target
object. The list of GUIs from left to right corresponds to a
series of instructions shown to a person possessing or
operating the target object during the course of communi-
cation with the person. In each GUI, there are a sufficiently
simple and large geometric shape 1304, which is not entirely
associated with any known object, for representing the target
object and an easily identified direction indicator 1306 that
instructs a movement. There can also be some text 1302 that
is brief and in a large, clear-to-read font that corresponds to
the graphics, namely the combination of the geometric shape
1304 and/or the direction indicator 1306. In one example,
the geometric shape 1304 is a circle. Also in the example, the
direction indicator 1306 is a triangle where two of the
vertices slide along the circle, the current position of these
two vertices indicates a specific portion of the target object,
and the movement of these two vertices indicates a specific
movement of the specific portion. The text states that the
specific portion of the object should move in a certain
fashion. When the shape measurement system incorporates
a speaker, the pattern transformation module 204 can also
coordinate the operation of the speaker to further facilitate
the communication with the person by reading the text out
loud, for example. Once an instruction in a GUI is displayed,
a new posture or arrangement of the target object formed in
response to the instruction is detected, and a new instruction
is determined and displayed in another GUI until the appear-
ance of the object is ready for the projection of an initial
pattern and the capturing of the projected pattern.

[0067] In some embodiments, the distorted pattern pro-
cessing module 206 first identifies a projected pattern from
a camera image. The identification can be performed using
various techniques known to someone of ordinary skill in
the art. Some examples techniques that apply to color
patterns are described below.

[0068] The system first converts Luminance from RGB to
YUV:

Luminance=0.21 R+0.72G+0.07B

[0069] The system then applies appropriate (n,n) kernel
pre-edge detection to eliminate high frequency anomalies
such as cloth stitching, bleed, etc. An example would be a
2D Gaussian (7,7) blur filter, as opposed to an average filter
which creates ripples (high frequency ringing).

[0070] Next, the system performs Edge detection using 2D
Laplacian edge detector. The system can take gradient along
any vector Vf(x,y), threshold around peak, eliminate “fat
peak” by computing Laplacian *V£(x,y), find zero crossings,
and compute local variance to remove spurious/false edges.
[0071] Alternatively, the system can use a Canny Edge
detector and thresholding. The system can also apply a Color
edge detection for color variance patterns, as illustrated in
FIG. 10.
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[0072] Next, the system applies a Sobel filter on R, G, B
components separately, in both dimensions. Let (R, G, B,)
denote the RGB vector sobel filtered in the ‘x” direction and
let (R,, G,, B,) denote the RGB vector Sobel filtered in ‘y’
direction.

[0073] The system then computes the Jacobian and cross
Jacobian, where I =R *+G.*+B. 1=7+G*+B > and
L RR+G™G 4B, B

[0074] The system then computes the first eigenvalue of
JI'xJ=E, and set the edge value to be \/E—1 Thresholding
results in a Binary image (O=black background) (1=white
foreground).

[0075] From the black-and-white image containing the
projected patterns, the system finds contours corresponding
to the projected patterns using any technique known to
someone of ordinary skill in the art, such as the contour
tracing algorithm by Theo Pavlidis (Pavlidis. Algorithms for
graphics and image processing. S.I: Springer, 2012. Print).
In addition, the system closes the contour paths by joining
two open ends of a contour as long as the Cartesian distance
between the two open ends is within a specific window. The
joining can be performed by any method known to someone
of ordinary skill in the art, such as linear or quadratic
interpolation or computation of a cubic spline using the 0%,
Nth and N-1th points of the contour.

[0076] Upon obtaining the contours, the system performs
additional computation that is useful for the determination of
depth information for the target object. The system next
computes moments for each contour and stores them for
determination of the stretch of the initial pattern and the
depth and shape of the target object.

[0077] The moment is computed by m,,=[x“y*f(x,y)
d.d,. The zero” moment describes area of the contour is
computed by my,=[Jf(xy)d,d,.

[0078] The first order moment contains the centroid (cen-
ter of gravity) of contour, and it is computed as follows:

g = f f f(x, Yo,
oy = f f VFx ydydy

myo m01)

(Keenters Yeenter) = ( >
Moo Moo

[0079] The Second order moments describe the semi-
major and semi-minor axes, the orientation/tilt, and the
roundness. Use of second moments of contours enables
image registration where in image of the projected pattern is
aligned with the known reference points in an image of the
initial pattern through geometric transformations. Specifi-
cally, calculating the semi-major and semi-minor axes of an
ellipse that bounds a closed polygon reveals the scaling of
the shape in two orthogonal directions, thereby giving a
localized stretch factor in the material. This stretch factor is
characterized and a depth is computed for that localized
region as a function of it (which may be computed or
tabulated), as further discussed below.

[0080] FIG. 14 illustrates an example scenario where the
computation of moments enables image registration. The
amount of misalignment 6 can be represented as follows,
where the second order moments are represented by (x',y")
and the reference coordinates are represented by (x,y): The
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angle 0 determines the orientation or tilt of the local shape/
polygon. It can reveal how the gradient of the shape formed
by all the polygons is rolling off to an edge, which is further
confirmed after analyzing neighboring polygons.

1 2;
0= ztan’l( il ]

mpo — Moz

[0081] FIG. 15 illustrates an example process in which the
system obtains and refines projected patterns. In step 1502,
the system obtains a color image containing the projected
patterns. In steps 1504-1510, the system obtains a black-
and-white image corresponding to the color image. In step
1512, the system extracts the projected patterns. In steps
1514-1520, the system computes various entities for esti-
mating depth information for the target object, such as the
contour area, the center of gravity in each pattern unit, and
the moments. In step 1522, the system stores the computed
entities in memory. In step 1524, the system identifies
regions where projected patterns do not provide accurate or
complete depth information, and computes associated error
or confidence scores, using the entities stored in memory. In
step 1526, the system generates additional projected patterns
based on the confidence scores and other factors to obtain
better depth information for the identified regions. The
system can repeat the last two steps until satisfactory depth
information for the entire target object.

[0082] In some embodiments, the distorted pattern pro-
cessing module 206 then examines the projected pattern to
derive three-dimensional information regarding the target
object. The amount of local change in the projected pattern
from the initial pattern is proportional to the depth informa-
tion that constitutes the third dimension. When the initial
pattern is a grid, the distorted pattern processing module 206
measures the number of pixels between grid lines (or area in
each local pattern) in the initial pattern. The distorted pattern
processing module 206 also measures the number of pixels
in the projected pattern as viewed by the camera, and
determines any distortion in the lines within the pattern and
the 2D shapes enclosed by these lines. The distorted pattern
processing module 206 can then use the difference of the two
pixel counts along with the distortion or shape change in the
lines and enclosed shapes, to estimate the depth and shape
corresponding to the surface covered by the patterns, as
further discussed later in the application.

[0083] According to aspects of the invention various types
of known patterns may be used. The difference to the pixel
count per inch is a function of the distance of the surface of
the target object from the camera. The pixel count is the
prime measure measurement of the depth of the object’s
surface relative to the camera: as the surface varies up and
down it effectively varies closer or away from the camera
and makes slight changes in the pixel count per inch of the
object. Since the pattern is known, that count of pixels per
inch coupled with sensing the line and enclosed shape
distortion in the object gives the measurement of where the
visible parts of the surface is located relative to the camera
at any given point. Repeating a non-isomorphic pattern
within the framework of an isomorphic pattern allows the
system to use the measurements surrounding an occluded
part of an object to estimate measurement of the any such
occluded part of the object within an acceptable error
tolerance.
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[0084] FIG. 16 illustrates an example setup of the target
object with respect to one or more cameras. This setup leads
to multiple measurements from different viewpoints, which
can detect and reconcile pattern loss, especially with respect
to complex surfaces. In some embodiments, the objects can
be imaged from different angles.

[0085] Given grid matrix denoted as U with grid points
U,;, distortion in a projected pattern from an initial pattern
denoted as U at grid points U(i,j) occurs when an object
enters the field-of-view. When there is no distortion, i.e.,
U=U, the depth Z at grid points Z,; 15 0. In some embodi-
ments, given any pattern grid U,Z,; is assumed to be 0 when
there is no object in the field of view.

[0086] FIG. 17 illustrates an example scenario where the
depth measurement is repeated at positions 1-N around the
projected pattern. In some embodiments, the depth compu-
tation process can be repeated across multiple points on the
projected pattern, resulting in a Matrix ID with elements d,;
corresponding to 2D coordinates U,,. As a set, (U, ID)
represents a Cartesian coordinate system and in turn a 3D
coordinate system across which a ‘mesh’ or a mathematical
model for the target object can be applied.

[0087] FIG. 18 illustrates an example process of deter-
mining the distance of the target object (or a reference point
thereof) from the camera, which can be used to determine
the depth information of the target object, (D) prior to sizing
the target object. In some cases, D may be known, as in steps
1802 and 1804, or may be computed using simple trigo-
nometry, as in steps 1806-1810. In some cases, D may be
calculated from the object size, sensor height, and the focal
length of the camera lens, as in steps 1812 and 1814, which
is further discussed below, or may be determined through
aperture tables for the particular lens, given the focal length
and aperture of the lens, as in steps 1816 and 1818. In the
event that none of these methods or generally known meth-
ods can be performed, the user must be informed that sizing
cannot be completed without being able to compute this
distance, as in step 1820.

[0088] In some embodiments, the computation of the
distance D from the camera is determined from the sensor
and lens information, as in step 1804. The vertical sensor
size (S) and focal length (FL) of the lens determine the field
of view angle that is an equivalent angle for a triangle
representing the object size (P) and distance (D) from the
lens. In this method, D-P*FL/S, which assumes the object
fills the full vertical view. This is illustrated in FIG. 19.
[0089] For a projected pattern, which is distorted and
corresponds to a depth Z of the target object, the depth Z is
computed as D*(1-(n/n")), where D is the distance of the
sensor to the undistorted pattern, n' is the pixel distance
between grid lines in a projected pattern and n is the pixel
distance between grid lines in the initial pattern.

[0090] FIG. 20 illustrates an example approach for esti-
mating the depth of a point on the target object using contour
areas. In some embodiments, as an alternative approach, the
area of a contour is used to determine the depth information
of'the points in the contour. In step 2002, the system captures
a set of images of the projected pattern(s) on the target
object. In step 2004, the system computes the contours in the
projected patterns, as discussed above. The difference
between the contour area obtained from a projected pattern
and an original area obtained from the initial pattern is
generally proportional to square of the distance between the
camera sensor and the target object, namely Y. In step 2006,
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the system then computes the depth corresponding to the
area of the contour as D-Y, where again D is the fixed
distance between the sensor and the undistorted target, and
Y is the computed distance of the target to the sensor.

[0091] FIG. 21 illustrates an example approach of identi-
fying areas of an initial pattern where refinement is desir-
able. In step 2102, for each unit of the initial pattern, such
as a grid square, the system computes various metrics, such
as the contour, the center of gravity or the moments in the
corresponding unit of the projected pattern, as discussed
above. In step 2104, the system identifies any potential
gradient roll-off in the contour based on the center of gravity
and depth information regarding this unit and neighboring
units. The center of gravity is used as the centroid(x, y)
coordinate to which the depth is assigned. Neighboring
centroids reveal how the depth changes, and therefore estab-
lishes a gradient roll-off that can be used as an indication of
contour continuity and thus depth continuity. In step 2106,
the system determines the ratio of the contour area to the unit
area as a confidence score for the existing depth information.
When the confidence score is close to 1, the system then
determines whether discontinuity exists. In addition to the
gradient roll-off, various methods can be used to identify
discontinuity, such as, calculating rate of change of slope
(2" derivative of the 3D mesh coordinates resulting in the
rate of change of the slope), which would abruptly change
in the event there’s a discontinuity. In step 2108, when the
determination indicates that a discontinuity exists, the sys-
tem can remove the discontinuity and thus recovering depth
information for the portion of the target object causing the
discontinuity, by employing a median filter and performing
interpolation, for example. When the determination indi-
cates that no discontinuity exists, the system builds a convex
hull using any technique known to someone or ordinary skill
in the art. The convex hull can be used to assess the shape
of the target object in multiple directions and thus refine the
depth information, in the event the contour severely differs
from the corresponding region in the initial pattern. When
the confidence score is not close to 1, the system also builds
a convex hull to establish a gradient roll off pattern and
potentially refine the contour.

[0092] FIG. 22 illustrates an example approach of using
confidence levels to adjust the pattern refinement process. In
some embodiments, a refinement of the pattern is sought in
high frequency areas (areas of high variability due to roll-
off, concave or convex nature). To determine when a refine-
ment is necessary, one such method is to compute a bound-
ing box over each distorted local pattern. The ratio of the
area of the local pattern (A) to bounding box area (B) as
computed in step 2202 is compared with a predetermined
threshold, such as 1 or a value close to 1, as in steps 2204
and 2206. When the ratio is much less than 1, a refinement
is necessary. This ratio, when further away from ‘1’ repre-
sents an error in measurement the extent of which is 1-A/B.
Since it is determined that an error exceeds some known
threshold, it is determined whether the distorted pattern was
generated from light projection or an outfit being worn as in
step 2208. The initial pattern is adjusted and the object is
re-imaged for sizing as in steps 2210 and 2212, when the
projected pattern is formed through light projection. Addi-
tional image captures can be necessary to increase the
confidence level, especially when the projected pattern is
formed through outfit fitting, as in steps 2214 and 2216. To
ensure convergence, the ratio of 80% in 2204 may be
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successively relaxed, or a maximum number of iterations
may be established. Along with each final measurement, a
confidence level is also available which allows the user to
augment this entire process with manual measurement in
that region, if necessary. This process can be applied glob-
ally to wvalidate previous measurements. An average,
weighted average (or other) can be used for final measure-
ment. In addition, several overlaid patterns can be used to
accomplish the same result.

[0093] FIG. 23 illustrates how the depth of a point on the
target object can be computed from various features of the
projected pattern. While not all features contribute equally to
the depth (Z) of the object (nor are they orthogonal), they all
have an impact to refine the measurement. The change in
area between the initial undistorted pattern and the final
distorted pattern as computed above is the most significant
term in computing the depth of the target at that point.
Closely related to the area is distance between grid lines
which also computed above, yields results that contribute
significantly to the depth of the target at that point. Area, as
opposed to distance between grid lines, is generally a better
measure as it allows for keeping other factors in the equation
somewhat orthogonal to it, since distance between grid lines
can change rapidly—which is better captured as a separate
feature (e.g. convex hull). The centroid can be used to
perform sub-pattern interpolation within each local region.
The bounding box can be used to assess the roll-off based on
the covered area of the local pattern vs. the bounding box
area. The convex hull measurements can be used to assess
the shape of the roll-off in multiple directions, in the event
the bounding box severely differs from the underlying
pattern. Finally, the curvature (orthogonal to area growth) is
parameterized based on the nature of the material (and is
therefore only relevant in non-projection cases), and is
approximated by using the semi-major and semi-minor axes
length difference for an elliptical bounding box. Based on
various materials and objects being imaged, a weighted
arithmetic average of the parameters is chosen to determine
the depth and shape of a local pattern, and therefore the
depth and shape of the underlying object.

[0094] It is the combination of the various image analysis
methods together with the patterns described herein that
allow this system to gain information, for example dimen-
sional measurement, of arbitrary 3D objects. Patterns which
are isomorphic patterns of locally non-isomorphic patterns
(for example, FIG. 12 in which an isomorphic pattern that is
locally non-isomorphic has been created using non-isomor-
phic patterns of the type shown in FIG. 5) are the key to
gaining information from objects which have portions of
their surface not visible from the point of view of the
imaging device. When such a pattern is placed on such an
object using, for example, a conformal fabric printed with
the known pattern, then the parts of the pattern that cover the
hidden part of the object are no longer visible from the
imaging device. The image analysis algorithm described
herein takes note of the missing parts of the pattern and uses
the combination of isomorphic and non-isomorphic nature
of the known pattern to compute how much of the pattern
cannot be seen. Dimensional information can then be
approximated from that information combined with the
boundary dimensional information that is directly computed
from the parts of the object that surround any part that is not
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directly visible. Thus this message is well suited to provide
reasonably accurate dimensional measurements of any 3D
object

[0095] This process of using an isomorphic pattern of
locally non-isomorphic patterns to compute dimensional
information for 3D objects also works in the case of
embodying this method using projected patterns. In this
embodiment, the same, known pattern is projected and the
resulting surface pattern on the object is captured from
several different locations. In this case, the algorithm will
see discontinuities the resulting pattern on object’s surface
surrounding the areas of the object that are hidden from the
point of pattern projection or image capture. This is facili-
tated by the locally non-isomorphic properties of the pro-
jected pattern which yield not only the distance information
but also the discontinuity information. By comparing the
results from several difference viewpoints a reasonable
estimate can be made of the dimensional measurements of
the underlying 3D object.

[0096] In some embodiments, the distorted pattern pro-
cessing module 206 determines a range of error tolerance,
which can depend on the properties of the light source, of the
camera, or of the target object. For example, when the target
object is a human, one factor to consider is the breathing
pattern, which affects the shape of the human body albeit to
a slight degree. The distorted pattern processing module 206
can instruct the human to hold their breath during the patter
projection or can tolerate an error in a range that corresponds
to the moving up and down of the human chest. Conversely,
for applications in which static measurement is not required,
the system can effectively measure the effect of motion on
the object, for example the rate and/or depth of respiration.
Similarly, for example, when the target object is the snow on
the roof, the system can not only measure the depth of the
snowfall and the shape of the snow drift on a roof but can
also measure the rate of increase/decrease in depth and
shape of the overall show covering as either more snow falls
or snow melts.

[0097] Furthermore, as an isomorphic pattern can be used
to reveal information regarding an invisible portion of the
target object, that information can be cross-referenced with
information directly obtained from projecting an initial
pattern on the portion when it becomes visible to reduce
errors and increase confidence levels. This process can also
help refine the calculation of the properties of an invisible
portion using the extendible nature of an isomorphic pattern.
[0098] In some embodiments, the distorted pattern pro-
cessing module 206 can detect the rate of curvature of an
object and the resulting rate of change in the depth of the 3D
object relative to the camera. Depending on the accuracy
needed by the end application for the data being gathered,
this information can therefore be used to select areas of the
object that require a finer-grained analysis and the initial
pattern can be modified or replaced by a pattern that has
increased pattern density in the areas of the object that the
system determined required more detailed analysis.

[0099] In some embodiments, the distorted pattern pro-
cessing module 206 displays the computed three-dimen-
sional information regarding the target object to a user of the
system, which includes coordinates of the measured surfaces
of the target object. The distorted pattern processing module
206 can further convert these coordinates into sizing infor-
mation with respect to a wearable piece for the target object.
For example, when the target object is a person’s upper
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body, the sizing information can be related to a shirt that is
specified in terms of certain portions of the person’s upper
body, such as the neck, the chest, the shoulders, or the arms,
and available from an external source, such as but not
limited to an external database, application, cloud service,
web service or server. By comparing the three-dimensional
information of the person’s upper body with the sizing
information related to the shirt, the distorted pattern pro-
cessing module 206 can identify the closest size of the shirt
for the person and tailoring options based on the differences
between the two pieces of information. The identified infor-
mation can then also be displayed to the user.

[0100] FIG. 24 illustrates an example process performed
by the shape measurement system of projecting a two-
dimensional pattern on a three-dimensional target object and
analyzing the projected pattern in two dimensions to obtain
three-dimensional information regarding the target object. In
step 2402, the system selects a molding embodying a
two-dimensional initial pattern. The initial pattern can be
largely isomorphic, an isomorphic repetition of one or more
non-isomorphic patterns or it can have a specific structure
for a specific area or aspect of the target object. One or more
initial patterns can be selected for the same surface or
different surfaces of the target object. In step 2404, the
system selects a light source. The light source can provide
pointed light, which is easy to find, or collimated light,
which makes the projected pattern easier to characterize. In
step 2406, the system determines the relative placement of
the different components of the system and the target object
such that the initial pattern is properly projected on the target
object and captured for further analysis. The system can
provide instructions to be displayed so that the target object
makes movements for better pattern projection and captur-
ing. In step 2408, the system captures and analyzes one or
more projected patterns to obtain three-dimensional infor-
mation regarding the target object. The system can infer
information even for an invisible portion of the target object.
It can also cross-reference data extracted from different
projected patterns to increase the accuracy of the analysis. In
step 2410, which is often an optional step, the system further
converts the three-dimensional information into sizing infor-
mation with respect to a wearable piece available in different
sizes. This feature can be helpful when the target object is a
portion of the human body, where the wearable piece can be
clothes, glasses, hats, jewelry, belts, shoes, hair accessories,
etc.

[0101] FIG. 25 illustrates another example setup of the
shape measurement system. In some embodiments, the
system includes an outfit 2506, such as a shirt, with a
two-dimensional initial pattern printed on it to be worn on a
target object 2504, such as a human body. The system also
includes a camera 2502, a processor and memory, and a
display screen, which can be combined in a single device,
such as a cellular phone. As the outfit is worn, the fabric
stretches, and the initial pattern also stretches into a distorted
pattern, which is in a way “projected” onto the target object
and can be analyzed to derive three-dimensional information
regarding the target object as described above.

[0102] In some embodiments, the original pattern man-
agement module 202 determines that the initial pattern is
instead to be printed on an outfit to be worn. The original
pattern management module 202 can choose from a variety
of types of fabric which stretch to track the surface of the
object in the outfit. It can also choose from a variety of
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shapes for the outfit depending on the shape of the target
object and other factors. For example, the outfit can fit a
specific portion of a human body or have one of the basic
geometric shapes. For each of the shapes, one or more sizes
can be available. Another choice to be made by the original
pattern management module 202 is a printing technique that
ensures that the pattern stretches evenly when the fabric
stretches. According to aspects of the disclosure, “printing”
would generally be using two processes: either the pattern is
woven/knitted into the fabric as it is manufactured or is
screen printed onto and into the fabric. As in the situation
where the initial pattern is projected onto the target object by
a light source, the original pattern management module 202
sets the colors and contrast of the initial pattern and the rest
of the outfit such that the projected patterns can be accu-
rately captured by a camera.

[0103] In some embodiments, the pattern transformation
module 204 selects a calibration chart, which can be repre-
sented as a ruler, a grid, a chart, or any other suitable form
that enables image registration. The calibration chart typi-
cally comprises a distinct, simple, and small pattern, which
may or may not be replicated in several locations relative to
the overall pattern, whose distortion is easy to detect and
measure. The calibration chart can be used in a way to
ensure that the camera capture would be successful. For
example, the calibration chart can be designed such that
when it is visible to the human eyes, it would be visible to
the camera lens. The calibration chart can be incorporated in
the outfit together with the initial pattern, or it can be
implemented in a standalone device and placed nearby the
target object at the time of image capture, so that an image
of the calibration chart or a distorted version thereof can be
captured together with the distorted pattern corresponding to
the initial pattern.

[0104] In some embodiments, the distorted pattern pro-
cessing module 206 performs a calibration process utilizing
a specific calibration chart. Depending on how the calibra-
tion chart is implemented, the distorted pattern processing
module 206 determines the distance of the calibration chart
to the camera, which is helpful for further determining
three-dimensional information regarding the target object.
According to aspects of the disclosure, knowing the original
size and layout of the calibration chart, its distance from the
camera can be estimated using method [0074], the calibra-
tion chart measures the local distortion of the calibration
chart caused by the fabric stretch. Since the overall pattern
is also measuring the same distortion, the two taken together
can be used to eliminate the distortion due to fabric stretch
unrelated to depth variation on the object.

[0105] FIG. 26 illustrates an example outfit where cali-
bration charts are incorporated. In some embodiments, sev-
eral calibration charts are placed on or incorporated in the
fabric material. These calibration charts (for accurate dis-
tance calculation) are added to non-stretch regions of the
fabric to prevent them from distorting. For pattern projec-
tion, similar calibration charts can be used on flat projected
surfaces.

[0106] In some embodiments, in addition to determining
the depth information for the target object, the system
captures stretch information for the fabric, where the stretch
contributes to the distortion of the projected pattern from the
initial pattern.

[0107] FIG. 27 illustrates an example scenario where
fabric stretch results in one-dimension distortion of the
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projected pattern. In some embodiments, the initial pattern
includes circles to help determine the stretch information.
Circularity can be computed from second moment of con-
tour. Initially, the area of a circle in the initial pattern can be
computed as follows: A-p?/4m—(Major Axis)**m, where p is
the perimeter of the circle. The ratio p™/(4nA), where p' is
the perimeter of the distorted circle due to stretch can then
be used to determine whether any stretch exists.

[0108] For multi-layered material that has two or more
layers that exhibit different stretch properties, using patterns
in different colors can help determine the amount of stretch
in the different layers. For example, in some two-layered
material, the first layer may stretch in a first dimension, but
not in a second, while the second layer may stretch only in
the second dimension, but not the first. Absence of stretch,
the second layer is not visible at all. When the combined
material is stretched, “reveals” are created, which indicate
the direction and extent of the overall stretch. Such reveals
would be reflected in the distortion of the projected pattern
from the initial pattern. They can be measured for different
combination of types of material through experiments, and
the stretch properties of different types of material can be
tabulated in advance to eliminate the effect of stretch in
distortion from the computation of depth information.
[0109] FIG. 28 illustrates an example setup of the shape
measurement system that is similar to the one shown in FIG.
25. In this example, the target object 2802 is not a human
body but an animal body. This illustrates that there is not
much limitation on what the target object can be. It can be
inanimate, such as a rock, and it can also be simply a
collection of surfaces, such as the snow on the mountain top.
Also in this example, the outfit includes not only an initial
pattern 2804 but also a calibration chart 2806. Information
obtained from the use of the calibration chart 2806 can
facilitate the analysis of the distorted pattern.

[0110] FIG. 29 illustrates another example process per-
formed by the shape measurement system of projecting a
two-dimensional pattern on a three-dimensional target
object and analyzing the projected pattern in two dimensions
to obtain three-dimensional information regarding the target
object. In step 2902, the system selects a two-dimensional
initial pattern, as discussed above, and a calibration chart.
The system could also select multiple patterns to be printed
on different areas of the outfit. The calibration chart is
typically simple, large, and easy to detect and measure. In
step 2904, the system selects a type of fabric of which an
outfit is to be made and determines how to print the initial
pattern and the calibration chart on the outfit. In other
examples, the calibration chart can be implemented as a
standalone device. The fabric should stretch to track the
object in the outfit, and the printed patterns should stretch
evenly as a result, and the printing should ensure that a
printed pattern stretches evenly as the fabric stretches.
[0111] In step 2906, the system directs the placement of
the outfit on the target object. For example, when the target
object is a person’s upper body, and the outfit is a top, the
person is instructed to wear the top and eliminate creases,
stains, or anything else that may obscure the printed patterns
from the top. As the outfit is worn, the fabric stretches, and
the initial pattern and calibration chart also stretch, resulting
in distorted patterns.

[0112] FIG. 30 illustrates an example process of guiding a
user through a fitting and sizing process. In step 3002, the
system is launched by the user. In step 3004, the system
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starts guiding the user through the “fitting” process. In step
3004, the system starts by asking which part of the user’s
body should be measured. Almost every part of the human
body can be measured, including the torso, the foot, the
gloves, and the thighs.

[0113] FIG. 31 illustrates another example process of
guiding a user through a fitting and sizing process. In step
3102, the system continues guiding the user through the
fitting process. In step 3102, the system instructs the user to
wear the outfit. In step 3104, the system instructs the user to
place the calibration charts in certain no-stretch locations.
After performing calibration using the calibration charts, in
steps 3106 and 3108, the system instructs the user to slowly
rotate or otherwise move so that appropriate images can be
captured. In step 3110, the system extracts and examines the
projected patterns and ultimately, determines the appropriate
sizing information, and presents the sizing information to
the user.

[0114] Referring back to FIG. 29, in step 2908, the system
captures the distorted patterns. The target object can also be
instructed to make movements to enable different surfaces of
the target object to be visible, and the distorted patterns on
all these surfaces can be captured. In step 2910, the system
examines the distorted pattern corresponding to the calibra-
tion chart, obtains information useful for deriving three-
dimensional information regarding the target object, includ-
ing the distance to the camera, and uses the obtained
information to derive three-dimensional information from
the distorted pattern corresponding to the initial pattern.

[0115] FIG. 32 contains a high-level block diagram show-
ing an example architecture of a computer 3200, which may
represent any electronic device, such as a mobile device or
a server, including any node within a cloud service as
described herein, and which may implement the operations
described above. The computer 3200 includes one or more
processors 3210 and memory 3220 coupled to an intercon-
nect 3230. The interconnect 3230 shown in FIG. 32 is an
abstraction that represents any one or more separate physical
buses, point to point connections, or both connected by
appropriate bridges, adapters, or controllers. The intercon-
nect 3230, therefore, may include, for example, a system
bus, a Peripheral Component Interconnect (PCI) bus or
PCI-Express bus, a HyperTransport or industry standard
architecture (ISA) bus, a small computer system interface
(SCSI) bus, a universal serial bus (USB), IIC (12C) bus, or
an Institute of Electrical and Electronics Engineers (IEEE)
standard 1394 bus, also called “Firewire”.

[0116] The processor(s) 3210 is/are the central processing
unit (CPU) of the computer 3200 and, thus, control the
overall operation of the computer 3200. In certain embodi-
ments, the processor(s) 3210 accomplish this by executing
software or firmware stored in memory 3220. The processor
(s) 3210 may be, or may include, one or more programmable
general-purpose or special-purpose microprocessors, digital
signal processors (DSPs), programmable controllers, appli-
cation specific integrated circuits (ASICs), programmable
logic devices (PLDs), field-programmable gate arrays (FP-
GAs), trusted platform modules (TPMs), or a combination
of such or similar devices.

[0117] The memory 3220 is or includes the main memory
of the computer 3200. The memory 3220 represents any
form of random access memory (RAM), read-only memory
(ROM), flash memory, or the like, or a combination of such
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devices. In use, the memory 3220 may contain code 3270
containing instructions according to the techniques dis-
closed herein.

[0118] Also connected to the processor(s) 3210 through
the interconnect 3230 are a network adapter 3240 and a mass
storage device 3250. The network adapter 3240 provides the
computer 3200 with the ability to communicate with remote
devices over a network and may be, for example, an Ethernet
adapter. The network adapter 3240 may also provide the
computer 3200 with the ability to communicate with other
computers.

[0119] The code 3270 stored in memory 3220 may be
implemented as software and/or firmware to program the
processor(s) 3210 to carry out actions described above. In
certain embodiments, such software or firmware may be
initially provided to the computer 3200 by downloading it
from a remote system through the computer 3200 (e.g., via
network adapter 3240).

CONCLUSION

[0120] The techniques introduced herein can be imple-
mented by, for example, programmable circuitry (e.g., one
or more microprocessors) programmed with software and/or
firmware, or entirely in special-purpose hardwired circuitry,
or in a combination of such forms. Software or firmware for
use in implementing the techniques introduced here may be
stored on a machine-readable storage medium and may be
executed by one or more general-purpose or special-purpose
programmable microprocessors.

[0121] In addition to the above mentioned examples,
various other modifications and alterations of the invention
may be made without departing from the invention. Accord-
ingly, the above disclosure is not to be considered as
limiting, and the appended claims are to be interpreted as
encompassing the true spirit and the entire scope of the
invention.

[0122] The various embodiments are described above with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts. It will be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks in the flowchart illustrations and/or block diagrams,
can be implemented by computer program instructions.
These computer program instructions may be provided to a
processor of a general purpose computer, special purpose
computer, or other programmable data processing apparatus
to produce a machine, such that the instructions, which
execute via the processor of the computer or other program-
mable data processing apparatus, create means for imple-
menting the functions/acts specified in the flowchart and/or
block diagram block or blocks.

[0123] A “machine-readable storage medium”, as the term
is used herein, includes any mechanism that can store
information in a form accessible by a machine (a machine
may be, for example, a computer, network device, cellular
phone, personal digital assistant (PDA), manufacturing tool,
any device with one or more processors, etc.). For example,
a machine-accessible storage medium includes recordable/
non-recordable media (e.g., read-only memory (ROM); ran-
dom access memory (RAM); magnetic disk storage media;
optical storage media; flash memory devices; etc.), etc.
[0124] These computer program instructions may also be
stored in a computer readable medium that can direct a
computer, other programmable data processing apparatus, or
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other devices to function in a particular manner, such that the
instructions stored in the computer readable medium pro-
duce an article of manufacture including instructions which
implement the function/act specified in the flowchart and/or
block diagram block or blocks.

[0125] The computer program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatuses, or other devices to cause a series of
operational steps to be performed on the computer, other
programmable apparatus or other devices to produce a
computer implemented process such that the instructions
which execute on the computer or other programmable
apparatus provide processes for implementing the functions/
acts specified in the flowchart and/or block diagram block or
blocks.

[0126] The aforementioned flowchart and diagrams illus-
trate the architecture, functionality, and operation of possible
implementations of systems, methods and computer pro-
gram products according to various embodiments. In this
regard, each block in the flowchart or block diagrams may
represent a module, segment, or portion of code, which
comprises one or more executable instructions for imple-
menting the specified logical function(s). It should also be
noted that, in some alternative implementations, the func-
tions noted in the block may occur out of the order noted in
the figures. For example, two blocks shown in succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts, or combinations of special pur-
pose hardware and computer instructions.

[0127] Although various features of the invention may be
described in the context of a single embodiment, the features
may also be provided separately or in any suitable combi-
nation. Conversely, although the invention may be described
herein in the context of separate embodiments for clarity, the
invention may also be implemented in a single embodiment.

[0128] Reference in the specification to “some embodi-
ments”, “an embodiment”, “one embodiment” or “other
embodiments” means that a particular feature, structure, or
characteristic described in connection with the embodiments
is included in at least some embodiments, but not necessarily
all embodiments, of the inventions.

[0129] It is to be understood that the phraseology and
terminology employed herein is not to be construed as
limiting and are for descriptive purpose only.

[0130] Itis to be understood that the details set forth herein
do not construe a limitation to an application of the inven-
tion.

[0131] Furthermore, it is to be understood that the inven-
tion can be carried out or practiced in various ways and that
the invention can be implemented in embodiments other
than the ones outlined in the description above.

[0132] It is to be understood that the terms “including”,
“comprising”, “consisting” and grammatical variants
thereof do not preclude the addition of one or more com-
ponents, features, steps, or integers or groups thereof and
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that the terms are to be construed as specitying components,
features, steps or integers.
1-15. (canceled)
16. A system for directing movements of a target object,
comprising: a processor;
a memory that stores a definition of a configuration; a
camera; and
a display screen, wherein
the camera captures an image of a target object,
the processor determines whether the target object is in
the defined configuration from the captured image,
when the determining indicates that the target object is not
in the defined configuration, the display screen shows
a geometric shape with a directional indicator to guide
a movement of the target object, and
when the determining indicates that the target object is in
the defined configuration, the display screen shows the
geometric shape alone.
17. The system of claim 16, wherein the geometric shape
is a circle, and the directional indicator is a triangle where
two of the vertices slide along the circle.
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18. The system of claim 16, wherein the display screen
also shows text of no more than a specific number of words
to explain the shown graphics.

19. The system of claim 18, further comprising a speaker
that reads the shown text in a voice.

20. The system of claim 16, wherein the system is a
cellular phone, a laptop computer, a desktop computer, a
tablet, or a wearable device.

21. The system of claim 16, wherein the captured image
includes a pattern laid on the target object, and wherein the
processor analyzes the projected pattern and determines
three-dimensional information regarding the target object.

22. The system of claim 21, wherein the display screen
displays the three-dimensional information regarding the
target object.

23. The system of claim 21, wherein the display screen
displays sizing information regarding the target object with
respect to a wearable piece available in multiple sizes.
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