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(57) ABSTRACT

An acoustic sensing system and method includes at least one
cluster of acoustic sensors in communication with a com-
puting device. The computing device is configured to pro-
cess received acoustic signals, and provide at least one of
detection of the acoustic source presence; determination of
direction of arrival of an acoustic wave emitted by an
acoustic source; and classification of the acoustic source as
to its nature. The cluster may include at least two sensors and
the computing device may be configured to process the
received acoustic signals and provide localization of the
acoustic source in three dimensions. The cluster of acoustic

Filed: Mar. 13, 2014 sensors may comprise at least one seismic wave sensor.
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PASSIVE ACOUSTIC DETECTION,
TRACKING AND CLASSIFICATION SYSTEM
AND METHOD

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The present application claims the benefit of U.S.
Provisional Patent Application No. 61/782,478, filed on
Mar. 14, 2013, which is incorporated by reference herein in
its entirety.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH

[0002] Some of the research performed in the develop-
ment of the disclosed subject matter was supported by the
U.S. Department of Homeland Security (“DHS”) contract
number HSHQDC-10-A-BOA35. The U.S. government
may have certain rights with respect to this application.

FIELD OF THE DISCLOSED SUBIJECT
MATTER

[0003] The disclosed subject matter relates to a high
resolution low-noise multidimensional system and method
for tracking and identifying sources of acoustic, seismic,
and/or hydro-acoustic waves to detect the presence of man-
made or natural sources of acoustic emissions, and for
classification of the type of source causing the emissions, the
bearing to the source, the direction the source is moving, and
the three-dimensional location of the source.

BACKGROUND OF THE DISCLOSED SUBIJECT
MATTER

[0004] Passive acoustic sensor technology provides mul-
tiple benefits for detection and localization of various targets
of interest that produce acoustic waves. Passive sensors rely
on the target’s own emissions, and, thus, do not have to emit
any signals. Such passive sensors are covert, energy-effi-
cient, and environmentally friendly. Any source that emits
acoustic signals (i.e., an “acoustic sensor”) may be a target
of interest. Examples of targets of interest in air can be
various aircraft (e.g., small planes, helicopters, and ultra-
light aircraft), Unmanned Aerial Vehicles (“UAV™), drones,
and birds. Vehicles on ground surface, surface watercraft,
and animals can also produce detectable acoustic waves that
propagate in air. Acoustic waves generated by airborne
sources can also excite ground vibrations that can be
recorded by seismic sensors. For the purposes of the present
disclosure, seismic sources and sensors are considered,
generally, to be among the group of acoustic sources and
sensors. Seismic sensors can be used for detection, tracking
and classification of airborne and ground targets including
vehicles, people, any machinery working on or touching the
ground. The passive acoustic methods in water can be used
for detection of submarines, boats, underwater vehicles and
SCUBA divers and surface swimmers, fish and marine
mammals. For the purposes of the present disclosure, such
hydro-acoustic sources and sensors are also considered,
generally, to be among the group of acoustic sources and
sensors.

[0005] An acoustic sensor can include any transducer that
converts acoustic waves into electrical signals. Typical
acoustic sensors include microphones for acoustic waves in
air, hydrophones for acoustic waves in water, and geophones
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for seismic waves. Numerous acoustic detection and track-
ing systems apply acoustic arrays consisting of many sen-
sors. Such arrays are large and expensive. For example the
length of a towing array for submarine detection by a
Surveillance Towed Array Sensor System (SURTASS) is
about 1.5 km.

[0006] ILow cost acoustic sensors are used in devices such
as Unattended Ground Sensors (UGS), which are used for
personnel and vehicle detection and for battlefield surveil-
lance. Acoustic target detection using single or multiple
sensors is usually performed by detecting the level of
acoustic signal exceeding a definite threshold. Acoustic
target localization using several sensors is based on the
determination of the Time Difference of Arrival (TDOA) for
several sensors.

[0007] Various methods that determine the Time Differ-
ence of Arrival (TDOA) of an acoustic wave onto a pair of
sensors are well known, along with efficient algorithms
which may be used to compute TDOA. The TDOA estimate
depends on the direction of arrival of the acoustic wave onto
the pair of sensors. A minimal subset of pairs required to
determine the direction of arrival is one pair for a two-
dimensional case, where one can assume, a priori, that the
target is in a certain plane, and two pairs for a three-
dimensional case. Using the knowledge of the sensor geom-
etry and the uncertainty of the TDOA estimate, one can
determine the uncertainty of the direction-of-arrival mea-
surement. An example of such a system is disclosed in U.S.
Pat. No. 8,195,409, entitled PASSIVE ACOUSTIC
UNDERWATER INTRUDER DETECTION SYSTEM,
issued to Bruno, et al. on Jun. 5, 2012 and assigned to the
assignee of the present application, the disclosure of which
patent is hereby incorporated by reference for all purposes,
and as if copied in the present application in full including
all of the drawings and the claims.

[0008] Some of such algorithms used to determine direc-
tion or TDOA of an acoustic wave can provide only one
estimate (for example, an estimate of TDOA for the signal
source of the strongest signal, if there are several sources),
while others are able to provide multiple estimates corre-
sponding to several sources present simultaneously. For
example, generalized cross-correlation algorithms produce
peaks at the values of delays corresponding to TDOA of
received signals from each of the sources, and, when com-
bined with a peak detector, they can yield multiple TDOA
estimates. Signals from multiple acoustic sources arriving
onto a compactly-deployed acoustic sensor cluster may be
separated by the direction of arrival.

[0009] If multiple estimates are produced from multiple
pairs of sensors, and if those measurements must be con-
sidered simultaneously, a data association problem arises, as
there is a need for an additional method to determine which
of'the TDOA estimates from one pair of sensors corresponds
to the same wave that originated another estimate from
another pair of sensors. In cases where the sensors are
deployed in remote locations, it is a common problem that
very limited resources are available (e.g., power, computa-
tional resources, communication bandwidth, or storage
capacity). There is a need for a robust method to determine
when the functionality consuming those resources is
invoked.

[0010] A typical air acoustic wave sensor (e.g., a micro-
phone) consists of a single element, such as an electret
capsule, a ceramic element, etc. Such transducers can vary
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in cost depending on their properties, with high-end prod-
ucts providing high performance (in terms, e.g., of minimal
self-noise and bandwidth sensitivity), but costing orders of
magnitude more than lower-performance sensors. Such ele-
ments need additional electronics to supply power and
pre-amplification. When connecting to devices responsible
for processing signals, such sensors typically have to be
supplemented with signal-conditioning electronics, such as
multiple stages of amplifiers and filters.

SUMMARY OF THE DISCLOSED SUBJECT
MATTER

[0011] An acoustic sensing system and method may
include at least one cluster of acoustic sensors in commu-
nication with a computing device configured to process the
received acoustic signals and to provide at least one of:
detection of the presence of an acoustic source; determina-
tion of the direction of arrival of an acoustic wave emitted
by the acoustic source; and classification of the acoustic
source. When at least two sensor clusters are used, the
computing device may be configured to process the received
acoustic signals and provide localization of the acoustic
source. The cluster of acoustic sensors may include at least
one pair of seismic wave sensors. The acoustic sensor may
include a high sensitivity and low self-noise acoustic sensor,
which may itself include a plurality of interfaced sensor
elements. The cluster of acoustic sensors may include a
minimal subset of sensors selected by the algorithm running
on the computing device to provide the best estimate of the
direction of arrival of an acoustic wave based on the
geometry of the arrangement of the sensors in the minimal
subset. The computing device of the acoustic sensing system
may be configured to extract and track at least one tonal
component in the spectrum of a signal acquired by at least
one of an acoustic, a hydro-acoustic, or a seismic sensor, and
provide one or both of target presence detection and target
classification, based upon at least one tonal component in the
signal from the acoustic, hydro-acoustic or seismic sensor.
[0012] Also disclosed is a tangible, non-transitory
machine-readable medium storing instructions that, when
executed by a computing device, cause the computing
device to perform a method that may comprise the steps of:
processing acoustic signals received from at least one cluster
of acoustic sensors; sensing the presence of at least one
acoustic source; determining the direction of arrival of an
acoustic wave emitted by the acoustic source; and classify-
ing the acoustic source.

BRIEF DESCRIPTION OF FIGURES

[0013] For a more complete understanding of the present
invention, reference is made to the following detailed
description of an exemplary embodiment considered in
conjunction with the accompanying drawings, in which:
[0014] FIG. 1 is a schematic block diagram of a multi-
media passive acoustic detection, tracking and classification
system in accordance with an embodiment of the present
invention;

[0015] FIG. 2 is a schematic block diagram of a wide area
surveillance system according to aspects of an embodiment
of the present invention;

[0016] FIG. 3 is an electrical functional block diagram of
an acoustic sensor having electret condenser microphones in
accordance with an embodiment of the present invention;
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[0017] FIG. 4 is an electrical schematic diagram of the
acoustic sensor of FIG. 3;

[0018] FIG. 5 is a schematic perspective view of an
acoustic sensor assembly in accordance with an embodiment
of the present invention;

[0019] FIG. 6 is a schematic perspective view of the
acoustic sensor assembly of FIG. 5 inside a conductive mesh
according to an embodiment of the present invention;
[0020] FIG. 7 is a schematic front cross-sectional view of
the acoustic sensor assembly of FIG. 6 combined with
environmental protection elements in accordance with an
embodiment of the present invention;

[0021] FIG. 8 is a schematic perspective view of the
assembly of FIG. 7;

[0022] FIG. 9 is a schematic functional block diagram of
a method for directional location of an acoustic source in
three dimensions with multiple source separation in accor-
dance with an embodiment of the present invention;
[0023] FIG. 10 is a schematic diagram illustrating a con-
figuration of a sensor cluster that contains one pair of sensors
oriented vertically for the purpose of simplifying a direction-
of-arrival determination in accordance with an embodiment
of the present invention;

[0024] FIG. 11 is a block diagram of the stages of a
method for detecting the presence of an acoustic source in
accordance with an embodiment of the present invention;
[0025] FIG. 12 is a block diagram illustrating the first
stage of a method for detecting the presence of an acoustic
source in accordance with an embodiment of the present
invention;

[0026] FIG. 13 is a block diagram illustrating the final
stage of a method for detecting the presence of an acoustic
source in accordance with an embodiment of the present
invention; and,

[0027] FIG. 14 is a reproduction of a spectrogram showing
the results of utilizing a presence detection and feature
extraction algorithm in accordance with an embodiment of
the present invention.

DETAILED DESCRIPTION

[0028] An embodiment of the present invention provides
a system that may consist of one or more clusters of acoustic
sensors connected to a device (e.g., a computer having been
suitably programmed) that can process the received acoustic
signals so as to detect the presence of the acoustic source,
determine the direction of arrival of an acoustic wave
emitted by an acoustic source (also referred to herein as the
“target”) or multiple acoustic sources, and provide classifi-
cation of an acoustic source. Two or more of such clusters
may additionally allow localization of one or more sources
emitting acoustic waves. In other embodiments, the methods
that are part of the present invention may perform the
aforesaid functions with respect to flying targets, targets on
the water surface, underwater targets, and/or targets on the
ground surface. Embodiments of the present invention may
combine seismic sensors with other acoustic sensors.
[0029] As used in the present disclosure and the appended
claims, terms including “acoustic” or its derivative terms
(i.e., “acoustic sensor”’, “acoustic device”, “acoustic
source”, “acoustic signal”, “acoustic radiation”, etc.) per-
tain, collectively, to waves emitted through the air, water,
(e.g., “hydro-acoustic”), or the earth (e.g., “seismic”), unless
stated otherwise.
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[0030] Embodiments of the present invention include
acoustic sensors that provide high performance in terms of
low self-noise and high sensitivity while adding a degree of
failure tolerance, and which can be manufactured using
inexpensive materials.

[0031] Embodiments of the present invention interface a
plurality of sensor elements with a relatively small number
of electronic components to create a sensor having low
self-noise and high sensitivity while adding a degree of
failure tolerance, and which can be manufactured using
inexpensive materials. Embodiments of the present inven-
tion also include a set of features for environmental protec-
tion of the sensor in outdoor usage.

[0032] Embodiments of the present invention include a
method for determining a direction of arrival of an acoustic
wave onto a cluster of acoustic sensors in three dimensions
using time difference of arrival (TDOA) estimates. Embodi-
ments of the present invention include a method for the
selection of a minimal subset of sensors to provide of best
estimate of a direction of arrival of an acoustic wave based
on geometry of sensor placement. Embodiments of the
present invention include a method providing an arrange-
ment of acoustic sensors that can be used with simplified
method of calculation of direction, suitable for an embedded
acoustic system.

[0033] Embodiments of the present invention include a
method for extraction and tracking of the tonal components
in the spectrum of a signal acquired by acoustic, hydro-
acoustic or seismic sensors that can detect the presence of
targets whose acoustic emissions have tonal components.
Embodiments of the present invention include a method for
acoustic target localization in three dimension using two or
more sensor clusters. Embodiments of the present invention
include a method for acoustic signature classification using
tonal components in the spectrum of the received signals.
Embodiments of the present invention include a method for
fusion of acoustic and seismic data to increase detection
distance and probability of detection. Embodiments of the
present invention include a method for data reduction prior
to data transmission to a command center.

[0034] FIG. 1 is a schematic block diagram of one unit 10
of a multi-media passive acoustic detection, tracking and
classification system (also referred to as a “field station”) in
accordance with an embodiment of the present invention. In
an embodiment, the unit 10 includes electronics 12, 14 for
enabling data acquisition, processing and communication
functionality. A plurality of sensors is deployed in a compact
cluster 16 in the proximity of the electronics. The sensors
can be of one or more types, such as acoustic sensors 18 (for
waves transmitted in air), seismic sensors 20, or hydro-
acoustic sensors (not shown). The sensors 18, 20 are con-
nected electrically to the data acquisition electronics 12 that
are responsible for digitizing the electrical signals into a
digital representation of the received acoustic signal, and
transmitting it to the data processing device 14. In another
embodiment, the data acquisition functionality may be built
into the sensors 18, 20 and communicated digitally to the
processing device 14. In another embodiment, the sensors
may have a wireless link to the one or both of the data
acquisition and processing devices. In an example of such an
embodiment, a wireless link is built into each sensor, and the
signal is communicated to a receiver connected to a data
acquisition device. The processing device 14 performs sig-
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nal processing on the acquired signals, and is able to
communicate the results of the processing over a wireless or
wired link 22.

[0035] FIG. 2 is a schematic block diagram of a wide area
surveillance system 24 in accordance with an embodiment
of the present invention. The wide area surveillance system
24 includes a plurality of field stations 26 communicating
over wired or wireless links to a central processing station
28, where advanced signal processing and data fusion tech-
niques may be used to acquire information that interests the
user. The results may be communicated for further process-
ing and aggregation or displayed to the user. In an embodi-
ment, the field stations 26 communicate the result of target
detection, direction finding relative to multiple separate
acoustic sources, and feature vectors extracted from data to
be used for classification of the targets. In another embodi-
ment, the field stations 26 communicate the sampled signal
from the field stations 26, compressed to reduce the com-
munication bandwidth required, to the central processing
station 28, and the direction finding and detection of targets
is performed on the central processing station 28 where
more computational resources may be available. In an
embodiment, the directions of arrival of acoustic waves onto
the sensor clusters of individual field stations 26 are used to
provide target location in three-dimensional estimates by
intersecting the directions of arrival from multiple locations.

[0036] FIG. 3 is an electrical functional block diagram of
an acoustic sensor 30 having an electret condenser micro-
phone cluster 32 in accordance with an embodiment of the
present invention. The electret condenser microphone cap-
sules 34 are connected in parallel. Their output is connected
to signal amplifier 36, the non-inverting input lead 38 of
which is connected to a voltage reference source 40. Such a
connection allows the signal amplifier 36 to amplify the
signal from the capsules 34 and to apply voltage to power
the microphones (not shown). To maintain constant voltage
on the output from microphones, a controlled current source
42 is introduced, the output of which is controlled by an
error amplifier 44. Optionally, a voltage buffer amplifier 46
is added to the output of the amplifier 36 to drive the signal
over a longer cable.

[0037] The resulting output signal from the signal ampli-
fier 36 is the sum of the outputs of multiple capsules 34, and
signal amplifier 36 also applies an additional gain to the
signal. As a result, the output signal is:

AS=S*N*G (Eq.1)
[0038] Where:
[0039] AS=array sensitivity,
[0040] S=capsule sensitivity, mV/Pa
[0041] N=number of capsules in the array, and
[0042] G=additional gain of the signal amplifier 36.
[0043] Such a connection may provide an increased sen-

sitivity as compared to the sensitivity of a single capsule 34,
and failure of some of the capsules 34 results in graceful
performance degradation as opposed to complete failure if
only a single capsule 34 is used. The sensor 30 produces an
amplified signal of a sufficiently high level that can be
directly fed into data acquisition devices without need for
further amplification, thus potentially improving the signal-
to-interference ratio for any interference induced in the
connectors between the sensor 30 and the data acquisition
electronics.
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[0044] FIG. 4 shows an electrical schematic diagram of an
embodiment of the electret condenser microphone array of
FIG. 3. Reference numbers are the same as those used for
corresponding elements discussed with respect to FIG. 3.
[0045] FIG. 5 is a schematic perspective view of an
acoustic sensor assembly 48 in accordance with an embodi-
ment of the present invention. In this embodiment, 74
electret microphone capsules (not shown) are used in com-
pact groups of 37 microphones, of which microphones 52
are representative. The assembly 48 includes the micro-
phone cluster 54 and data acquisition and processing elec-
tronics 56 on a support 58.

[0046] FIG. 6 is a schematic perspective view of the
acoustic sensor assembly 48 of FIG. 5 in a conductive mesh
60 that serves as a shield from electromagnetic interference
and mechanical impact.

[0047] FIG. 7 is a schematic front cross-sectional view of
the acoustic sensor assembly 48 of FIG. 6 combined with
environmental protection elements 62, 64, 66, 68, 70, 72, 74
in accordance with an embodiment of the present invention.
The sensor assembly 48 is mounted on a base 62 placed into
a semi-rigid, acoustically transparent cage 64 that is also
attached to base 62. The sensor assembly 48 is covered by
a plastic membrane 66 that protects it from moisture. In an
embodiment, the cage 64 is a cylinder made of conductive
mesh, and is connected to a metal plate 68 at the bottom of
the assembly 48 and the sensor base 62 at the top of the
assembly 48. The cage 64 is covered by a wind screen 70
that may consist of faux fur, foam or other suitable wind
screen materials that would not interfere substantially with
acoustic signals. At the bottom of the cage 64, an electrical
actuator 72 is installed. In this embodiment, the electrical
actuator is a shaker 72 capable of inducing vibration in the
assembly 48 to remove any ice or snow accumulations. At
the top, the assembly is covered from direct rain or snow by
a canopy 74. A supporting member (e.g., tube 76) may be
provided to support the assembly in place.

[0048] FIG. 8 is a schematic perspective view of the
combination of the assembly 48 and environmental elements
62, 70, 74 discussed with respect to FIG. 7.

[0049] FIG. 9 is a schematic functional diagram of a
method for directional location of an acoustic source in three
dimensions with multiple source separation in accordance
with an embodiment of the present invention. The main
steps of the method are: identifying TDOA values from
pair-wise processing of sensor data (block 78), thereby
obtaining delay estimates; selecting a subset of sensor pairs
to provide the least uncertainty and make initial estimates of
the directional location of the acoustic source (block 80);
associating data derived from the sensor pairs (block 82);
selecting only the initial estimates that have sufficient asso-
ciated data (block 84); and improving the estimates using the
associated data (block 86), thereby obtaining estimates of
the azimuth Az and elevation angle El.

[0050] A three-dimensional estimate of direction of acous-
tic wave arrival, as defined by azimuth Az, measured east-
erly relative to true geographical north, and elevation angle
El measured upward from the ground plane, can be acquired
from TDOA measured by two differently-oriented pairs of
sensors. A coordinate system may be defined where the
z-axis is oriented parallel to the jth sensor pair, and the ith
sensor pair is parallel to the plane y-z. The direction of
arrival can be defined as:

El"=sin™ (cv/L), (Eq. 2)

May 18, 2017

[0051]

Az"=xcos™ ((cv;~Az; sin EI")/Ay; cos EI"),

where El" is the angle from the x-y plane

(Eq. 3)

[0052] where T, is the delay measured by ith sensor pair,
Az" is the clockwise angle from the y-axis, coordinate, L, is
the length of sensor separation in ith sensor pair, Az,, Ay, are
differences between the sensor coordinates z and y within ith
sensor pair. This approach results in ambiguity, producing
two possible estimates of the direction of arrival. The actual
direction of arrival can be found by rotating the result in
reverse of the rotation that was used to transform the sensor
coordinates into the current coordinates. This procedure may
also result in ambiguity, which can be resolved by process-
ing additional sensor pairs or having prior knowledge of a
possible range of target positions.

[0053] Since multiple acoustic sources may be present, the
data association problem mentioned above may be resolved
as discussed herein. For each direction of arrival, there is a
minimal subset of sensor pairs (two sensor pairs for three
dimensions or one sensor pair for two dimensions) that
provides a best estimate of direction. Knowing, or having an
assumption, about the uncertainty of the TDOA finding, the
expected accuracy of measurement can be estimated for a
given direction of arrival estimate and a given subset of
sensor pairs using linearization of measurement equations

_[ U'E\z a iz,El} (Eq. 4)
U—iz,El U—%I
=(H R'H)"
where
0t/8Az OT/OEL (Eq. 5)
_[57/5/4.1 67/6El}
[0054] is a measurement matrix and
o 0 (Eq. 6)
R=
0 0%
[0055] is the covariance matrix of delay estimates from

two sensor pairs, assuming the errors are independent.

[0056] Acquiring all possible direction of arrival estimates
defined by the TDOA as found by respective sensor pairs,
one can select only those produced by sensor pairs providing
the lowest uncertainty for the direction corresponding to that
estimate. For such direction estimates, a theoretical TDOA
can be found that would be expected as a result of a wave
arriving from those directions given the sensor placement.
TDOA from all sensor pair estimates can be matched to the
direction estimates (for example, by finding the nearest-
neighbor TDOA estimate in a sensor pair to theoretical
TDOA for a given DOA). Such matches can be discarded
where the difference between theoretical delay and associ-
ated delay measurement is above a certain threshold. If the
number of matches corresponding to a direction estimate is
less than a set threshold, it is discarded. The remaining
direction estimates are likely to be connected with separate
sources and the associated delays can be used to improve the
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initial estimate by fusing associated estimates for example,
but not limited to, using a least-squares method or Kalman
filter “update” step.

[0057] This embodiment of the method of the invention
can be greatly simplified if one of the sensor pairs within the
cluster is oriented vertically, as the elevation angle can be
unambiguously determined. An example of such a sensor
cluster is shown in FIG. 10. It can be seen in FIG. 10 that
one of the pairs of microphone sensors is oriented vertically
(i.e., microphones 88, 90), whereas the other sensors (i.e.,
microphones 92, 94, 96 and geophones 98, 100, 102) and
one member of the aforesaid sensor pair (i.e., microphone
88) are deployed in a plane, which is perpendicular to the
line of the vertical pair (i.e., microphones 88, 90), and may
be parallel to the ground (not shown). The vertical micro-
phone pair 88, 90 can be processed first, and all further pair
subsets used for direction estimation can consist of this
vertical pair and one other sensor pair (e.g., microphones 92,
94). For the coordinate transformation needed for the cal-
culation discussed above, the z-axis can be oriented along
the line connecting the sensors within the vertical pair (i.e.,
microphone 88, 90). This orientation will not change for all
the thusly chosen subsets, therefore the EI" calculation can
be reused, and will be equal to a true elevation estimate
relative to ground plane.

[0058] FIG. 11 is a block diagram of the stages of a
method according to an embodiment of the present invention
for detecting the presence of a target producing noise that
contains persistent tonal components. This embodiment can
be separated into two stages (i.e., Stage 1 (block 104) and
Stage 2 (block 106). Stage 1 of the method includes the
general steps of taking a power spectrum over a new time
window (block 108), and identifying local maximums
(block 110). Stage 2 of the method includes the general steps
of tracking local maximum frequencies (block 112), per-
forming a process to create new tracks and discard old tracks
(block 114), and processing metrics defining a target’s
presence (block 116).

[0059] FIG. 12 is a block diagram illustrating the first
stage of the embodiment (i.e., Stage 1), which is used to
obtain the information that is the input for the second stage
of the embodiment (i.e., Stage 2), which is shown in the
block diagram of FIG. 13. Referring first to FIG. 12, a first
step is to acquire the power spectrum of the sampled signal
in one channel across a sliding time window with some set
overlap (block 108). The power spectrum may also be
averaged. If the signals are expected to be limited to a band
of interest B, then the discredited signal may be down-
sampled to a sampling rate B/2 according to the Nyquist
rate. Then the bins for which amplitudes are greater than
those of all bins within a set frequency neighborhood F,_,
are identified as local maximums (block 110). In another
embodiment, the maximums may be identified within one or
more arbitrary subsets of frequency bins resulting from
spectral analysis, thus, possibly, simplifying the problem to
finding the bin with the maximum amplitude within a set,
and, possibly, blocking the effect band-limited interfering
signals, by excluding affected bins from the set under
consideration. The resulting local maximums are further
processed to exclude the ones that have amplitudes below a
set threshold T If more than a set number n of

amp* max

maximums are identified, then only n,,,. results with the

max

highest amplitudes of all the identified maximums are kept
for Stage 2 (block 106).
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[0060] Turning now to FIG. 13, which is a block illustrat-
ing Stage 2 of the process, Stage 2 of the method provides
a tracker that operates on a number of models of persistent
tonal signal that consist of the associated frequency F,,, ...
and life metric M,,.,. Initially, the tracker has zero models.
Each model can have two states called “active” or “inac-
tive”. For each spectrum, the local maximums are associated
to models in the tracker stage that have frequency within a
set neighborhood F . The model is then updated with the
associated frequency by setting the frequency of the model
to a weighted average of the associated local maximum and
the model’s frequency. The models that have associated
local maximums from current slice have their life metrics
M,,., increased by value M,, , other have it decreased M.
It M,,,, for a model is incremented past a certain number
M, .., the M, . for that modelis setto M, , (block 112). The
local maximums that do not have an associated model used
to create models having a starting value M_,,,,, and being in
an inactive state. For those models that have M,, ., greater
than M,,, the state is set to active. If a M, for any model
is less than zero, that model is destroyed (block 112). The
target presence is then established by the number of active
models (block 114).

[0061] In an embodiment, Stage 1 processing can be
applied to signals acquired from different sensors in simul-
taneous time windows, or even different type sensors (e.g.
acoustic sensors and seismic sensors). Stage 2 processing is
then applied to the output of Stage 1 sequentially to fuse the
output. Target presence is considered to be detected if at
least A,,,,, models exist and are in an active state, otherwise
the method declares that no target is present. The number of
active models, their frequencies and amplitudes may be
considered to be a feature vector that may be input into a
classification algorithm to additionally facilitate target clas-
sification by their acoustic signature.

[0062] The method discussed above can be used for pres-
ence detection in signals acquired from acoustic, hydroa-
coustic, or seismic sensors. The method can provide a
general alert for presence of a wide class of targets (e.g.,
single-engine or double-engine airplanes, ultralight aircraft,
helicopters, cars, jet skis, or boats), and to trigger other
functionalities of the system such as recording or data
transmission. The ability to selectively trigger system func-
tionalities enables the system to run only at times when a
target is present, which may be useful when the resources
available for said functionalities are limited (e.g., the storage
capacity for recording, bandwidth, or power for communi-
cation).

[0063] The following is a disclosure, by way of example,
of'a computing device which may be used with the systems
and methods disclosed above. The description of the various
components of a computing device is not intended to rep-
resent any particular architecture or manner of interconnect-
ing the components. Other systems that have fewer or more
components may also be used with the disclosed subject
matter. A communication device may constitute a form of a
computing device, and may at least include, contain, utilize,
or emulate a computing device. The computing device may
include an interconnector (e.g., bus and system core logic),
which can interconnect such components of a computing
device to a data processing device, such as a processor(s) or
a microprocessor(s) or a controller(s), or other form of partly
or completely programmable or pre-programmed device
(e.g., hard wired and/or application-specific integrated cir-
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cuit (“ASIC™)), customized logic circuitry, such as may
implement a controller or microcontroller, a digital signal
processor, or any other form of device that can fetch and
perform instructions, operate on pre-loaded/pre-pro-
grammed instructions, and/or follow instructions found in
hard-wired or customized circuitry, such as the above-noted
forms of hard-wired circuitry containing logic circuitry, in
order to carry out logic operations that, together, perform
steps of and whole processes and functionalities as described
in the present disclosure.

[0064] In the following description, various functions,
functionalities and/or operations may be described as being
performed by or caused by software program code to
simplify the description. However, those skilled in the art
will recognize that what is meant by such expressions is that
the functions resulting from execution of the program code/
instructions are performed by a computing device as
described above, (e.g., including a processor, such as a
microprocessor, microcontroller, logic circuit, or the like,
noted above). Alternatively, or in combination, the functions
and operations can be implemented using special-purpose
circuitry, with or without software instructions, such as
using an ASIC or a Field-Programmable Gate Array(s)
(FPGA), which may be programmable, partly program-
mable, or hard wired. The ASIC logic may be such as gate
arrays or standard cells, or the like, implementing custom-
ized logic by metalization(s) interconnects of the base gate
array ASIC architecture or selecting and providing metal-
ization(s) interconnects between standard cell functional
blocks included in a manufacturer’s library of functional
blocks, etc. Embodiments can thus be implemented using
hardwired circuitry without program software code/instruc-
tions, or in combination with circuitry using programmed
software code/instructions.

[0065] Thus, the techniques discussed herein are limited
neither to any specific combination of hardware circuitry
and software, nor to any particular tangible source for the
instructions executed by the data processor(s) within the
computing device, such as a tangible machine readable
medium. In other words, as an example only, part or all of
the machine-readable medium may in part, or in full form,
a part of, or be included within, the computing device itself
(e.g., as the above-noted hard wiring or pre-programmed
instructions in any memory utilized by or in the computing
device).

[0066] While some embodiments can be implemented in
fully-functioning computers and computer systems, various
embodiments are capable of being distributed as a comput-
ing device including, for example, a variety of architecture
(s), form(s) or component(s). Embodiments may be capable
of' being applied regardless of the particular type of machine
or tangible machine/computer readable media used to actu-
ally effect the performance of the functions and operations
and/or the distribution of the performance of the functions,
functionalities and/or operations.

[0067] The interconnect may connect the data processing
device to defined logic circuitry including, for example, a
memory. The interconnect may be internal to the data
processing device, such as coupling a microprocessor to
on-board cache memory, or external (to the microprocessor)
memory such as main memory, or a disk drive, or external
to the computing device, such as a remote memory, a disc
farm or other mass storage device(s), etc. Commercially-
available microprocessors, one or more of which could be a
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computing device or part of a computing device, include a
PA-RISC series microprocessor from Hewlett-Packard
Company, an 80x86 or Pentium series microprocessor from
Intel Corporation, a PowerPC microprocessor from IBM, a
Sparc microprocessor from Sun Microsystems, Inc, or a
68xxx series microprocessor from Motorola Corporation, as
examples.

[0068] The interconnect, in addition to interconnecting
elements such as microprocessor(s) and memory, may also
interconnect such elements to a display controller and/or
display device, and/or to other peripheral devices such as an
input/output (I/O) device(s), (e.g., through an input/output
controller(s)). Typical /O devices may include a mouse, a
keyboard(s), a modem(s), a network interface(s), a printer
(s), a scanner(s), a digital or video camera(s), and other
devices which are well known in the art. The interconnect
may include one or more buses connected to one another
through various forms of a bridge(s), a controller(s), and/or
an adapter(s). In one embodiment an I/O controller may
include a USB (Universal Serial Bus) adapter for controlling
a USB peripheral(s), and/or an IEEE-1394 bus adapter for
controlling an IEEE-1394 peripheral(s).

[0069] The storage device, (i.e., memory) may include any
tangible machine-readable media, which may include but
are not limited to recordable and non-recordable type media
such as a volatile or non-volatile memory device(s), such as
volatile RAM (Random Access Memory), typically imple-
mented as a dynamic RAM (DRAM) which requires power
continually in order to refresh or maintain the data in the
memory, and a non-volatile ROM (Read Only Memory), and
other types of non-volatile memory, such as a hard drive,
flash memory, detachable memory stick, etc. Non-volatile
memory typically may include a magnetic hard drive, a
magnetic optical drive, or an optical drive (e.g., a DVD
RAM, a CD ROM, a DVD or a CD), or other type of
memory system which maintains data even after power is
removed from the system.

[0070] A server could be made up of one or more com-
puting devices. A server can be utilized, for example, in a
network to host a network database, compute necessary
variables and information from information in the database
(s), store and recover information from the database(s), track
information and variables, provide interfaces for uploading
and downloading information and variables, and/or sort or
otherwise manipulate information and data from the data-
base(s). In one embodiment a server can be used in con-
junction with another computing device(s) positioned
locally or remotely to execute instructions, for example, to
perform certain algorithms, calculations and other functions
as may be included in the operation of the system(s) and
method(s) of the disclosed subject matter, as disclosed in the
present application.

[0071] At least some aspects of the disclosed subject
matter can be embodied, at least in part, in programmed
software code/instructions. That is, the functions, function-
alities and/or operations and techniques may be carried out
in a computing device or other data processing system in
response to its processor, such as a microprocessor, execut-
ing sequences of instructions contained in a memory or
memories, such as ROM, volatile RAM, non-volatile
memory, cache or a remote storage device. In general, the
routines executed to implement the embodiments of the
disclosed subject matter may be implemented as part of an
operating system or a specific application, component, pro-
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gram, object, module or sequence of instructions usually
referred to as a “computer program(s),” or “software.” The
computer program(s) typically comprise instructions stored
at various times in various tangible memory and storage
devices, for example, in a computing device, such as in
cache memory, main memory, internal disk drives, and/or
forms of external memory noted above, such as remote
storage devices, such as a disc farm, remote memory or
databases, such as those, for example, accessed over a
network such as the Internet. When read and executed by a
computing device, (e.g., by a processor(s) in the computing
device), the computer program causes the computing device
to perform a method(s), (e.g., process and operation steps) to
execute an element(s) as part of some aspect(s) of the
system(s) or method(s) of the disclosed subject matter.

[0072] A tangible machine-readable medium can be used
to store software and data that, when executed by a com-
puting device, causes the computing device to perform a
method(s) as may be recited in one or more accompanying
claims defining the disclosed subject matter. The tangible
machine-readable medium may include storage of the
executable software program code/instructions and data in
various tangible locations as noted above. Further, the
program software code/instructions can be obtained from
remote storage, including, without limitation, centralized
servers or peer-to-peer networks and the like. Different
portions of the software program code/instructions and data
can be obtained at different times and in different commu-
nication sessions or in a same communication session with
one or many storage locations.

[0073] The software program code/instructions and data
can be obtained in their entirety prior to the execution of a
respective software application by the computing device.
Alternatively, portions of the software program code/in-
structions and data can be obtained dynamically, (e.g., “just
in time”), when needed for execution. Alternatively, some
combination of these ways may be used for obtaining the
software program code/instructions and data may occur. As
an example, for different applications, components, pro-
grams, objects, modules, routines or other sequences of
instructions or organization of sequences of instructions.
Thus, it is not required that the data and instructions be on
a single machine-readable medium in entirety at any par-
ticular instant of time or at any instant of time ever.

[0074] In general, a tangible machine-readable medium
can include any tangible mechanism that provides (i.e.,
stores) information in a form accessible by a machine (e.g.,
a computing device), which may be included, for example,
in a communication device, a network device, a personal
digital assistant, a mobile communication device, whether or
not able to download and run applications from the com-
munication network, such as the Internet (e.g., an iPhone®,
Blackberry®, Droid™ or the like), a manufacturing tool, or
any other device including a computing device, comprising,
for example, one or more data processors, or similar com-
ponents. In an embodiment(s), a user terminal can be a
computing device, such as in the form of or included within
a PDA, a cellular phone, a notebook computer, a personal
desktop computer, etc. Alternatively, any traditional com-
munication client(s) may be used in some embodiments of
the disclosed subject matter. While some embodiments of
the disclosed subject matter have been described in the
context of fully-functioning computing devices and com-
puting systems, those skilled in the art will appreciate that
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various embodiments of the disclosed subject matter are
capable of being distributed in a variety of forms (e.g., as a
system, method and/or software program product), and are
capable of being applied regardless of the particular type of
computing device machine or machine readable media used
to actually effect the distribution.

[0075] The disclosed subject matter may be described with
reference to block diagrams and operational illustrations or
methods and devices to provide the system(s) and/or method
(s) according to the disclosed subject matter. It will be
understood that each block of a block diagram or other
operational illustration (herein collectively, “block dia-
gram”), and combination of blocks in a block diagram, can
be implemented by means of analog or digital hardware and
computer program instructions. These computing device
software program code/instructions can be provided to the
computing device such that the instructions, when executed
by the computing device, (e.g., on a processor within the
computing device or other data processing apparatus), the
program software code/instructions cause the computing
device to perform functions, functionalities and operations
of the system(s) and/or method(s) according to the disclosed
subject matter, as recited in the accompanying claims, with
such functions, functionalities and operations specified in
the block diagram.

[0076] It will be understood that in some possible alternate
implementations, the function, functionalities and opera-
tions noted in the blocks of a block diagram may occur out
of the order noted in the block diagram. For example, the
function noted in two blocks shown in succession can in fact
be executed substantially concurrently or the functions noted
in blocks can sometimes be executed in the reverse order,
depending upon the function, functionalities and operations
involved. Therefore, the embodiments of the system(s)
and/or method(s) presented and described as a flowchart(s)
in the form of a block diagram in the present application are
provided by way of example only, and in order to provide a
more complete understanding of the disclosed subject mat-
ter. The disclosed flow and concomitantly the method(s)
performed as recited in the accompanying claims are not
limited to the functions, functionalities and operations illus-
trated in the block diagram(s) and/or logical flow(s) pre-
sented in the disclosed subject matter. Alternative embodi-
ments are contemplated in which the order of the various
functions, functionalities and operations may be altered and
in which sub-operations described as being part of a larger
operation may be performed independently or performed
differently than illustrated or not performed at all.

[0077] Although some of the drawings may illustrate a
number of operations in a particular order, functions, func-
tionalities and/or operations which are not now known to be
order dependent, or become understood to not be order
dependent, may be reordered. Other functions, functional-
ities and/or operations may be combined or broken out.
While some reordering or other groupings may have been
specifically mentioned in the present application, others will
be or may become apparent to those of ordinary skill in the
art and so the disclosed subject matter does not present an
exhaustive list of alternatives. It should also be recognized
that the aspects of the disclosed subject matter may be
implemented in parallel or seriatim in hardware, firmware,
software or any combination(s) of these, co-located or
remotely located, at least in part, from each other, (e.g., in
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arrays or networks of computing devices), over intercon-
nected networks, including the Internet, and the like.
[0078] The disclosed subject matter is described in the
present application with reference to one or more specific
exemplary embodiments thereof. Such embodiments are
provided by way of example only. It will be evident that
various modifications may be made to the disclosed subject
matter without departing from the broader spirit and scope
of the disclosed subject matter as set forth in the appended
claims. The specification and drawings are, accordingly, to
be regarded in an illustrative sense for explanation of aspects
of the disclosed subject matter rather than a restrictive or
limiting sense. Numerous variations, changes, and substitu-
tions will now occur to those skilled in the art without
departing from the disclosed subject matter. It should be
understood that various alternatives to the embodiments of
the disclosed subject matter described as part of the dis-
closed subject matter may be employed in practicing the
disclosed subject matter. It is intended that the following
claims define the scope of the disclosed subject matter and
that methods and structures within the scope of these claims
and their equivalents be covered by the following claims.

What is claimed is:

1. A passive acoustic sensing system comprising at least
one cluster of at least four acoustic sensors having a data
connection with a computing device, the at least one cluster
of at least four acoustic sensors arranged in a polyhedral
arrangement with at least one of the acoustic sensors of the
cluster at each vertex of the polyhedral arrangement and at
least one of the acoustic sensors of the cluster being an upper
acoustic sensor that is at a position above a plane described
by at least three other acoustic sensors of the cluster, each
acoustic sensor of the cluster of acoustic sensors being
configured to receive acoustical signals generated by at least
one target and propagating from the at least one target to the
at least one cluster of at least four acoustic sensors through
air, the computing device configured to receive the acous-
tical signals from the at least one cluster of at least four
acoustic sensors via the data connection and to process the
acoustical signals and provide at least one of (a) a detection
of presence of the at least one target, (b) a determination of
direction of arrival of an acoustic wave emitted by the at
least one target, and (c) a classification of the at least one
target.

2. The passive acoustic sensing system of claim 1 further
comprising at least one other cluster of at least four acoustic
sensors, the at least one one other cluster of at least four
acoustic sensors arranged in another polyhedral arrangement
with at least one of the acoustic sensors of the cluster at each
vertex of the another polyhedral arrangement and at least
one of the acoustic sensors of the at least one other cluster
being another upper acoustic sensor that is at a position
above a plane described by three other acoustic sensors of
the at least one other cluster of at least four acoustic sensors,
each acoustic sensor of the at least one other cluster of at
least four acoustic sensors being configured to receive
acoustical signals generated by the at least one target and
propagating from the at least one target to the at least one
other cluster of at least four acoustic sensors through air,
wherein the computing device is configured to process the
acoustical signals received from the at least one cluster of at
least four acoustic sensors and the at least one other cluster
of at least four acoustic sensors and provide localization of
the at least one target.
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3. The passive acoustic sensing system of claim 1, further
including at least one seismic wave sensor configured to
receive signals propagated through the ground.

4. The passive acoustic sensing system of claim 2, further
including at least one pair of seismic wave sensors config-
ured to receive signals propagated through the ground.

5. (canceled)

6. (canceled)

7. The passive acoustic sensing system of claim 3,
wherein the cluster of at least four acoustic sensors includes
a plurality of interfaced sensor elements.

8. The passive acoustic sensing system of claim 4,
wherein the at least one pair of seismic wave sensors
includes a plurality of interfaced sensor elements.

9. The passive acoustic sensing system of claim 1,
wherein the at least one cluster of at least four acoustic
sensors includes a minimal subset of sensors selected by an
algorithm running on the computing device to provide an
estimate of the direction of arrival of the acoustic wave such
that the estimate has the lowest uncertainty corresponding to
the minimal subset of sensors, based on geometry of the
sensor arrangement in the minimal subset.

10. The passive acoustic sensing system of claim 2,
wherein the computing device is further configured to iden-
tify a minimal subset of sensors to provide an estimate of the
direction of arrival of the acoustic wave such that the
estimate has the lowest uncertainty corresponding to the
minimal subset of sensors, based on geometry of the sensor
arrangement in the minimal subset and to estimate the
direction of arrival based on acoustical signals received by
the minimal subset of sensors.

11. The passive acoustic sensing system of claim 1,
wherein the computing device is further configured to
extract and track at least one tonal component in a spectrum
of a signal acquired by at least one acoustic sensor of the at
least one cluster of at least four acoustic sensors, and to
provide target presence detection based upon the at least one
tonal component.

12. The passive acoustic sensing system of claim 2,
wherein the computing device is further configured to
extract and track at least one narrow band component in a
spectrum of a signal acquired by at least one acoustic sensor
of the at least one cluster of at least four acoustic sensors
and/or at least one acoustic sensor of the at least one other
cluster of at least four acoustic sensors, and to provide target
presence detection based upon at least one narrow band
component.

13. The passive acoustic sensing system of claim 1,
wherein the computing device is further configured to
extract and track at least one tonal component in a spectrum
of a signal acquired by at least one acoustic sensor of the at
least one cluster of at least four acoustic sensors, and provide
target classification based upon the at least one tonal com-
ponent.

14. The passive acoustic sensing system of claim 2,
wherein the computing device is further configured to
extract and track at least one tonal component in the spec-
trum of signal acquired by at least one acoustic sensor of the
at least one cluster of at least four acoustic sensors and/or at
least one acoustic sensor of the at least one other cluster of
at least four acoustic sensors, and provide target classifica-
tion based upon at least one tonal component.

15-22. (canceled)
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23. The passive acoustic sensing system of claim 3,
wherein the computing device is configured to fuse the
signals received from the at least one seismic detector with
the signals received from the at least one cluster of at least
four acoustic sensors.

24. The passive acoustic sensing system of claim 4,
wherein the computing device is configured to fuse the
signals received from the at least one pair of seismic
detectors with the signals received from the at least one
cluster of at least four acoustic sensors and the at least one
other cluster of at least four acoustic sensors.

25. The passive acoustic sensing system of claim 1,
wherein the computing device is further configured to pro-
cess the acoustical signals received by the upper acoustic
sensor and at least one of the three other acoustic sensors of
the cluster of at least four acoustic sensors and provide an
estimate of the elevation of the at least one target.

26. The passive acoustic sensing system of claim 1,
wherein the at least one target is a known type of target, and
wherein the computing device is configured to (i) select
multiple reference sets of target metrics, each reference set
associated with a known type of target, each reference set
including a reference set of local maximum amplitudes
associated with a duration of time, each metric having a
respective value, (ii) obtain samples of a power spectrum of
a signal received from the at least one cluster of acoustic
sensors, each sample obtained over a respective period of
time, (iii) identify a set of local maximum amplitudes of the
samples of the power spectrum of the signal, (iv) associate
the set of local maximum amplitudes with the periods of
times over which the samples having the local maximums
were collected, (iv) create a set of signal metrics associated
with the received signal from the set of local maximum
amplitudes of the power spectrum and the periods of time
associated with the set of local maximum amplitudes, each
signal metric corresponding to one of the target metrics,
each signal metric having a respective value, and (v) com-
pare the respective values of the set of signal metrics
associated with the received signal with the values of the
target metrics in the multiple reference sets of target metrics
associated with known types of targets, thereby identifying
the reference set of target metrics having values that most
closely match the values of the set of signal metrics asso-
ciated with the received signal, whereby the at least one
target is detected.

27. The passive acoustic sensing system of claim 1,
wherein the computing device is configured to (i) associate
the acoustic sensors in the cluster into sensor pairs, (ii)
receive and process the signals from each sensor pair using
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a time-difference-of-arrival method to produce an estimated
time delay for arrival of an acoustic wave emitted by the at
least one target for each of the sensor pairs, each estimated
time delay having an uncertainty associated with it, (iii)
identify the estimated time delay having the lowest uncer-
tainty associated with it, (iv) select the subset of sensor pairs
for which the identified estimated time delay was produced,
(v) make an initial estimate of the directional location of the
acoustic source from the signals received from the selected
subset of sensor pairs, (vi) improve the initial estimate using
estimated time delays and estimated directional location of
the acoustic source associated with adjacent sensor pairs,
thereby obtaining estimates of the azimuth and elevation
angle of the of the acoustic source, and (vii) determining the
direction of arrival of an acoustic wave from the at least one
target from the estimates of the azimuth and elevational
angle.

28. The passive acoustic sensing system of claim 27,
wherein the computing device is further configured to select
a sensor pair including the upper acoustic sensor as a
member pair of the subset of sensor pairs.

29. A passive acoustic sensing system, comprising a
central data processing system and plurality of subsystems,
each subsystem having at least one cluster of at least four
acoustic sensors having a data connection with a computing
device, the at least one cluster of at least four acoustic
sensors arranged in a polyhedral arrangement with at least
one of the acoustic sensors of the cluster at each vertex of the
polyhedral arrangement and at least one of the acoustic
sensors of the cluster being an upper acoustic sensor that is
at a position above a plane described by at least three other
acoustic sensors of the cluster, each acoustic sensor of the
cluster of at least four acoustic sensors being configured to
receive acoustical signals generated by at least one target
and propagating from the at least one target to the at least
one cluster of acoustic sensors through air, the computing
device configured to receive the acoustical signals from the
at least one cluster of at least four acoustic sensors via the
data connection and transmit data to the central data pro-
cessing system configured to receive data from all of the
computing devices, the computing devices and the central
data processing system cooperating to process the acoustical
signals and to provide and communicate at least one of (a)
a detection of presence of the at least one target, (b) a
determination of direction of arrival of an acoustic wave
emitted by the at least one target, and (c) a classification of
the at least one target.
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