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PROCESSING APPARATUS, AND
PROCESSING METHOD

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The present application is a continuation applica-
tion of U.S. patent application Ser. No. 17/430,080 filed on
Aug. 11, 2021, which is a National Stage Entry of PCT/
JP2019/005581 filed on Feb. 15, 2019, the contents of all of
which are incorporated herein by reference, in their entirety.

TECHNICAL FIELD

[0002] The present invention relates to a processing appa-
ratus, a processing method, and a program.

BACKGROUND ART

[0003] Patent Document 1 discloses a technique for iden-
tifying a product by an image analysis, and registering an
identified product as a target to be accounted.

CITATION LIST

Related Document

[0004] [Patent Document 1] Japanese Patent Application
Publication No. 2013-145441

DISCLOSURE OF THE INVENTION

Technical Problem

[0005] It is difficult to accurately identify a group of
products similar in appearance to each other by an image
analysis. The present invention aims to accurately identify a
group of products similar in appearance to each other by an
image analysis.

Solution to Problem

[0006] According to the present invention, a processing
apparatus including:

[0007] a container identification score computation
means for computing an identification score of a con-
tainer for a product, based on an image to be processed
containing the product;

[0008] a product identification score computation
means for computing an identification score of the
product, based on the image to be processed; and

[0009] a first identification means for deciding identi-
fication information of the product, based on the com-
puted identification score of the container and the
computed identification score of the product

is provided.
[0010] According to the present invention, a processing
method executed by a computer including:

[0011] a container identification score computation step
of computing an identification score of a container for
a product, based on an image to be processed contain-
ing the product;

[0012] a product identification score computation step
of computing an identification score of the product,
based on the image to be processed; and

[0013] a first identification step of deciding identifica-
tion information of the product, based on the computed
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identification score of the container and the computed
identification score of the product
is provided.

[0014] According to the present invention, a program for
functioning as:
[0015] a container identification score computation

means for computing an identification score of a con-
tainer for a product, based on an image to be processed
containing the product;

[0016] a product identification score computation
means for computing an identification score of the
product, based on the image to be processed; and

[0017] a first identification means for deciding identi-
fication information of the product, based on the com-
puted identification score of the container and the
computed identification score of the product

is provided.
[0018] According to the present invention, a processing
apparatus including:

[0019] a determination means for determining an
appearance feature including at least one of a shape, a
color, and a size of a product, based on an image to be
processed containing the product;

[0020] a product estimation means for estimating iden-
tification information of the product, based on the
image to be processed; and

[0021] a second identification means for deciding iden-
tification information of the product, based on the
determined appearance feature and the estimated iden-
tification information of the product

is provided.
[0022] According to the present invention, a processing
method executed by a computer including:

[0023] a determination step of determining an appear-
ance feature including at least one of a shape, a color,
and a size of a product, based on an image to be
processed containing the product;

[0024] a product estimation step of estimating identifi-
cation information of the product, based on the image
to be processed; and

[0025] a second identification step of deciding identifi-
cation information of the product, based on the deter-
mined appearance feature and the estimated identifica-
tion information of the product

is provided.
[0026] According to the present invention, a program for
causing a computer to function as:

[0027] a determination means for determining an
appearance feature including at least one of a shape, a
color, and a size of a product, based on an image to be
processed containing the product;

[0028] a product estimation means for estimating iden-
tification information of the product, based on the
image to be processed; and

[0029] a second identification means for deciding iden-
tification information of the product, based on the
determined appearance feature and the estimated iden-
tification information of the product

is provided.

Advantageous Effects of Invention

[0030] The present invention can accurately identify a
group of products similar in appearance to each other by an
image analysis.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0031] The above and other objects, features, and advan-
tages will be more apparent from the following description
of preferred embodiments taken in conjunction with the
following accompanying drawings.

[0032] FIG. 11is a block diagram illustrating an exemplary
hardware configuration of a processing apparatus according
to this example embodiment.

[0033] FIG. 2 is an exemplary functional block diagram of
the processing apparatus according to this example embodi-
ment.

[0034] FIG. 3 is a table schematically illustrating exem-
plary information processed by the processing apparatus
according to this example embodiment.

[0035] FIG. 4 is a diagram for explaining processing by
the processing apparatus according to this example embodi-
ment.

[0036] FIG. 5 is a flowchart illustrating an exemplary
sequence of the processing by the processing apparatus
according to this example embodiment.

[0037] FIG. 6 is a flowchart illustrating another exemplary
sequence of the processing by the processing apparatus
according to this example embodiment.

[0038] FIG. 7 is another exemplary functional block dia-
gram of the processing apparatus according to this example
embodiment.

[0039] FIG. 8 is a flowchart illustrating an exemplary
sequence of processing by the processing apparatus accord-
ing to this example embodiment.

[0040] FIG. 9 is still another exemplary functional block
diagram of the processing apparatus according to this
example embodiment.

[0041] FIG. 10 is a table schematically illustrating exem-
plary information processed by the processing apparatus
according to this example embodiment.

[0042] FIG. 11 is a diagram for explaining processing by
the processing apparatus according to this example embodi-
ment.

[0043] FIG. 12 is a flowchart illustrating an exemplary
sequence of the processing by the processing apparatus
according to this example embodiment.

[0044] FIG. 13 is a flowchart illustrating another exem-
plary sequence of the processing by the processing apparatus
according to this example embodiment.

[0045] FIG. 14 is an exemplary functional block diagram
of'an accounting system according to this example embodi-
ment.

[0046] FIG. 15 is a diagram illustrating a placement
example of a camera 20 for the accounting system according
to this example embodiment.

[0047] FIG. 16 is a flowchart illustrating an exemplary
sequence of processing by an accounting apparatus accord-
ing to this example embodiment.

DESCRIPTION OF EMBODIMENTS

First Example Embodiment

[0048] A premise of this example embodiment will be
described first. A target to be identified according to this
example embodiment is an product having a object con-
tained in a container. The object contained in the container
may be food or drink, or as other objects. Examples of the
container include a dish or a plate and a tray, but the present
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invention is not limited to these examples. Objects of a
plurality of products included in a group of products similar
in appearance to each other are contained in containers
different from each other. The containers different from each
other differ in feature of the appearance such as color, shape,
size, and pattern from each other.

[0049] Note that the respective containers for all the
products may be different from each other. In this case, when
the number of types of products is defined as M, the number
of types of containers is equal to M.

[0050] One container may be used in common among a
plurality of products. Note that containers different from
each other are used as containers for products included in a
group of products similar in appearance to each other, and
one container is used in common among a plurality of
products that are not included in the same group of products
as described above.

[0051] An overview of a processing apparatus according
to this example embodiment will be described subsequently.
The processing apparatus is used in a store or a shop such as
a convenience store, a supermarket, or a restaurant. The
processing apparatus computes an identification score of a
first container, based on an image to be processed containing
a first product having a first object contained in the first
container. Examples of the identification score of the first
container include a “value representing the degree of simi-
larity between the first container and each of a plurality of
containers registered in advance,” a “value representing the
certainty factor that the first container is identical to each of
a plurality of containers registered in advance,” and a “value
representing the confidence coefficient that the first con-
tainer is identical to each of a plurality of containers regis-
tered in advance.” The processing apparatus computes the
identification score of the first container, based on a feature
of the appearance of the first container contained in the
image to be processed.

[0052] The processing apparatus further computes an
identification score of the first product, based on the above-
mentioned image to be processed. Examples of the identi-
fication score of the first product include a “value represent-
ing the degree of similarity between the first product and
each of a plurality of products registered in advance,” a
“value representing the certainty factor that the first product
is identical to each of a plurality of products registered in
advance,” and a “value representing the confidence coeffi-
cient that the first product is identical to each of a plurality
of products registered in advance.” The processing appara-
tus computes the identification score of the first container,
based on a feature of the appearance of the first product
contained in the image to be processed.

[0053] The processing apparatus decides identification
information of the first product, based on the computed
identification score of the container and the computed iden-
tification score of the product.

[0054] The configuration of the processing apparatus will
be described in detail below. An exemplary hardware con-
figuration of the processing apparatus will be set forth first.
Each functional unit of the processing apparatus according
to this example embodiment is implemented as any combi-
nation of hardware and software, mainly including a central
processing unit (CPU) of any computer, a memory, a pro-
gram loaded into the memory, a storage unit (capable of
storing not only a program stored in advance at the stage of
shipping the apparatus, but also a program downloaded
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from, for example, a storage medium such as a compact disc
(CD) or a server on the Internet) such as a hard disk that
stores the program, and an interface for network connection.
It will be understood to those skilled in the art that various
modifications can be made to the method for implementing
these functional units, and the apparatus.

[0055] FIG. 1 is a block diagram illustrating the hardware
configuration of the processing apparatus according to this
example embodiment. The processing apparatus includes a
processor 1A, a memory 2A, an input/output interface 3A,
a peripheral circuit 4A, and a bus 5A, as illustrated in FIG.
1. The peripheral circuit 4A includes various modules. The
processing apparatus may include no peripheral circuit 4A.
Note that the processing apparatus may be formed by a
plurality of apparatuses physically and/or logically sepa-
rated from each other. In this case, each of the plurality of
apparatuses can be equipped with the above-mentioned
hardware configuration.

[0056] The bus 5A serves as a data transmission line for
allowing the processor 1A, the memory 2A, the peripheral
circuit 4A, and the input/output interface 3A to exchange
data with each other. The processor 1A is implemented as an
arithmetic processing apparatus such as a CPU or a graphics
processing unit (GPU). The memory 2A is implemented as
amemory such as a random access memory (RAM) or a read
only memory (ROM). The input/output interface 3A
includes, for example, an interface for acquiring information
from an input apparatus, an external apparatus, an external
server, an external sensor, a camera, and the like, and an
interface for outputting information to an output apparatus,
an external apparatus, an external server, and the like.
Examples of the input apparatus include a keyboard, a
mouse, a microphone, a physical button, and a touch panel.
Examples of the output apparatus include a display, a
loudspeaker, a printer, and a mailer. The processor 1A can
issue commands to the respective modules and perform
arithmetic operation based on the arithmetic results of these
commands.

[0057] An exemplary functional configuration of the pro-
cessing apparatus will be described below. As depicted in a
functional block diagram of FIG. 2, a processing apparatus
10 includes a container identification score computation unit
11, a product identification score computation unit 12, and a
first identification unit 13.

[0058] The container identification score computation unit
11 computes an identification score of a container for a
product, based on an image to be processed containing the
product. The container identification score computation unit
11, for example, computes an identification score of a first
container, based on an image to be processed containing a
first product having a first object contained in the first
container. Examples of the identification score of the first
container include a “value representing the degree of simi-
larity between the first container and each of a plurality of
containers registered in advance,” a “value representing the
certainty factor that the first container is identical to each of
a plurality of containers registered in advance,” and a “value
representing the confidence coefficient that the first con-
tainer is identical to each of a plurality of containers regis-
tered in advance.”

[0059] The container identification score computation unit
11 generates a computation result associating candidates for
identification information of the first container and identi-
fication scores of the respective candidates with each other.
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The container identification score computation unit 11 may
use, as the above-mentioned candidates, identification infor-
mation of the container having an identification score equal
to or higher than a threshold.

[0060] The container identification score computation unit
11 can, for example, implement the above-mentioned iden-
tification score computation using a first estimation model
generated by machine learning. More specifically, an opera-
tor generates a large number of first training data associating
an appearance image of each of a plurality of containers and
identification information of this container with each other.
Note that the appearance image of the container used as the
first training data may include, for example, an image
capturing only a container, and an image capturing a con-
tainer containing an object. A computer performs machine
learning based on the first training data, and generates a first
estimation model for estimating identification information
of the container from the image. Note that any scheme of
machine learning can be employed (the same or similar
description applies hereinafter).

[0061] The container identification score computation unit
11 computes candidates for identification information of the
first container contained in the image to be processed, and
identification scores of the respective candidates, based on
the thus generated first estimation model and the image to be
processed.

[0062] The container identification score computation unit
11 may even implement the above-mentioned identification
score computation by processing of detecting a feature of the
appearance of the container from the image to be processed,
using, for example, a template matching technique. In this
case, information associating identification information of
each of a plurality of containers and the feature value (for
example, the color, the shape, the size, or the pattern) of the
appearance of this container with each other is stored in the
processing apparatus 10 in advance. Then, the container
identification score computation unit 11 can compute a
degree of similarity (a degree of similarity to a template)
such as a sum of squared difference (SSD), a sum of absolute
difference (SAD), or a normalized cross-correlation (NCC)
as the identification score.

[0063] The product identification score computation unit
12 computes an identification score of the product, based on
the above-mentioned image to be processed. The product
identification score computation unit 12, for example, com-
putes an identification score of a first product, based on an
image to be processed containing the first product having a
first object contained in a first container. Examples of the
identification score of the first product include a “value
representing the degree of similarity between the first prod-
uct and each of a plurality of products registered in
advance,” a “value representing the certainty factor that the
first product is identical to each of a plurality of products
registered in advance,” and a “value representing the con-
fidence coeflicient that the first product is identical to each
of a plurality of products registered in advance.”

[0064] The product identification score computation unit
12 generates a computation result associating candidates for
identification information of the first product and identifi-
cation scores of the respective candidates with each other.
The product identification score computation unit 12 may
use, as the above-mentioned candidates, identification infor-
mation of the product having an identification score equal to
or higher than a threshold.
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[0065] The product identification score computation unit
12 can, for example, implement the above-mentioned iden-
tification score computation using a second estimation
model generated by machine learning. More specifically, an
operator generates a large number of second training data
associating an appearance image of each of a plurality of
products and identification information of this product with
each other. Note that the appearance image of the product
used as the second training data may include, for example,
an image capturing only an object, and an image capturing
an object contained in a container. A computer performs
machine learning based on the second training data, and
generates a second estimation model for estimating identi-
fication information of the product from the image.

[0066] The product identification score computation unit
12 computes candidates for identification information of the
first product contained in the image to be processed, and
identification scores of the respective candidates, based on
the thus generated second estimation model and the image to
be processed.

[0067] The product identification score computation unit
12 may even implement the above-mentioned identification
score computation by processing of detecting a feature of the
appearance of the product from the image to be processed,
using, for example, a template matching technique. In this
case, information associating identification information of
each of a plurality of products and the feature value (for
example, the color, the shape, the size, or the pattern) of the
appearance of this product with each other is stored in the
processing apparatus 10 in advance. Then, the product
identification score computation unit 12 can compute a
degree of similarity (a degree of similarity to a template)
such as an SSD, an SAD, or an NCC as the identification
score.

[0068] The first identification unit 13 decides identifica-
tion information of the first product, based on the identifi-
cation score of the first container computed by the container
identification score computation unit 11, the identification
score of the first product computed by the product identifi-
cation score computation unit 12, and container information.

[0069] The container information is stored in a storage
apparatus included in the processing apparatus 10. FIG. 3
schematically illustrates exemplary container information.
The container information refers to information associating
identification information of products and identification
information of containers for the respective products with
each other, as illustrated in FIG. 3. One container can be
used in common among a plurality of products, as described
above. This makes it possible to reduce the number of types
of containers used, thus facilitating, for example, prepara-
tion and management of the containers.

[0070] Processing of deciding, by the first identification
unit 13, identification information of the first product, based
on the identification score of the first container, the identi-
fication score of the first product, and the container infor-
mation will be described in detail below.

[0071] The first identification unit 13 decides, as the
identification information of the first product, an identifica-
tion of a product which is included in the candidates for the
identification information of the first product having an
identification score equal to or higher than a first reference
value, and being associated with the candidate for identifi-
cation information of the first container having an identifi-
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cation score equal to or higher than a second reference value.
A specific example of this processing will be given below
with reference to FIG. 4.

[0072] Assume that the products involved include a
“medium serving of rice” and a “large serving of rice,” as
depicted in FIG. 4. These two products are similar in
appearance to each other, and therefore have objects con-
tained in containers different from each other. The “estima-
tion result of the container” illustrated in FIG. 4 represents
the identification score of the container generated by the
container identification score computation unit 11, the “esti-
mation result of the product” illustrated in FIG. 4 represents
the identification score of the product generated by the
product identification score computation unit 12, and the
“identification result” represents the identification details
decided by the first identification unit 13. The above-
mentioned first reference value is set to, for example,
“85%,” and the above-mentioned second reference value is
set to, for example, “90%.”

[0073] The case where the image to be processed contains
a “medium serving of rice” will be exemplified hereinafter.
Referring to the identification score of the product (the
estimation result of the product) generated by the product
identification score computation unit 12, the candidates for
the identification information of the first product having an
identification score equal to or higher than the first reference
value (85%) include, for example, a “medium serving of
rice” and a “large serving of rice.”

[0074] Referring to the identification score of the con-
tainer (the estimation result of the container) generated by
the container identification score computation unit 11, “con-
tainer A” is determined as the candidate for the identification
information of the first container having an identification
score equal to or higher than the second reference value
(90%).

[0075] The first identification unit 13 decides, as the
identification information of the first product, the “medium
serving of rice” which is included in the candidates (for
example, a “medium serving of rice” and a “large serving of
rice”) for the identification information of the first product
having an identification score equal to or higher than a first
reference value (85%), and being associated, in the container
information (see FIG. 3), with the candidate(*“‘container A™)
for identification information of the first container having an
identification score equal to or higher than a second refer-
ence value (90%).

[0076] An exemplary sequence of processing by the pro-
cessing apparatus 10 will be described below with reference
to a flowchart of FIG. 5.

[0077] The processing apparatus 10 first acquires an image
to be processed containing a first product having a first
object contained in a first container (S10). Note that in this
specification, “acquisition” includes at least one of “retriev-
ing, by the apparatus involved, data stored in other appara-
tuses or a storage medium (active acquisition),” based on
user input or based on a program instruction, such as
receiving data by requesting or inquiring them of other
apparatuses, or accessing other apparatuses or a storage
medium and reading data, and “inputting, to the apparatus
involved, data output from other apparatuses (passive acqui-
sition),” based on user input or based on a program instruc-
tion, such as receiving data delivered (or, for example,
transmitted or sent by push notification), or acquiring data
by selecting them from received data or information; and
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“acquiring new data by generating the new data by, for
example, editing data (for example, conversion into text
format, data sorting, extraction of partial data, and a change
in file format).”

[0078] The processing apparatus 10 then performs pro-
cessing of computing an identification score of the first
container, based on the image to be processed, and process-
ing of computing an identification score of the first product,
based on the image to be processed (S11). The processing
apparatus 10 generates a computation result associating
candidates for identification information of the first con-
tainer and identification scores of the respective candidates
with each other, in the processing of computing an identi-
fication score of the first container. The processing apparatus
10 further generates a computation result associating can-
didates for identification information of the first product and
identification scores of the respective candidates with each
other, in the processing of computing an identification score
of the first product. Specific examples of these types of
processing have been given as above, and a description
thereof will not be given herein. Note that the order of
execution of these two types of processing is not particularly
limited.

[0079] The processing apparatus 10 decides identification
information of the first product, based on the “computation
result associating candidates for identification information
of the first container and identification scores of the respec-
tive candidates with each other” and the “computation result
associating candidates for identification information of the
first product and identification scores of the respective
candidates with each other” generated in step S11, and
“container information (see FIG. 3) associating identifica-
tion information of products and identification information
of containers for the respective products with each other”
held in advance (S12).

[0080] More specifically, the processing apparatus 10
decides, as the identification information of the first product,
an identification of a product which is included in the
candidates for the identification information of the first
product having an identification score equal to or higher than
a first reference value, and being associated, in the container
information, with the candidates for identification informa-
tion of the first container having an identification score equal
to or higher than a second reference value.

[0081] The advantageous effects of the processing appa-
ratus 10 according to this example embodiment will be
described below. In this example embodiment, when a
plurality of products (for example, a “medium serving of
rice” and a “large serving of rice”) similar in appearance to
each other are present, different containers are used for the
respective products. The processing apparatus 10 performs
not only processing of estimating identification information
of the product by an image analysis, but also processing of
estimating identification information of the container by the
image analysis, and decides identification information of the
product contained in the image to be processed, based on the
two estimation results.

[0082] By the processing of estimating identification
information of the product by the image analysis, a “group
of products including a product contained in the image to be
processed and a product similar in appearance to the former
product” and a “group of other products” can be identified
from each other. By the processing of estimating identifi-
cation information of the container by the image analysis, a
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“product contained in the image to be processed” and a
“product similar in appearance to the former product” can
further be identified from each other. Therefore, the use of
the above-mentioned two estimation results allows identifi-
cation between a “product contained in the image to be
processed” and “other products.”

[0083] Note, as described above, that since identification
between a “product contained in the image to be processed”
and a “product dissimilar in appearance to the former
product” is implemented by the processing of estimating
identification information of the product by the image analy-
sis, it need only be possible to identify at least a “product
contained in the image to be processed” and a “product
similar in appearance to the former product” from each other
in the processing of estimating identification information of
the container by the image analysis. In other words, it need
not always be possible to identify a “product contained in the
image to be processed” and a “product dissimilar in appear-
ance to the former product” from each other in the process-
ing of estimating identification information of the container
by the image analysis. Therefore, one container can be used
in common among a plurality of products dissimilar in
appearance to each other, as described above. This makes it
possible to reduce the number of types of containers used,
thus facilitating, for example, preparation and management
of the containers.

Second Example Embodiment

[0084] A processing apparatus 10 according to this
example embodiment is different from that according to the
first example embodiment in terms of the details of process-
ing by a first identification unit 13 that decides identification
information of a first product contained in an image to be
processed, based on a computation result generated by a
container identification score computation unit 11 and a
computation result generated by a product identification
score computation unit 12. Other configurations of the
processing apparatus 10 according to this example embodi-
ment are similar to those in the first example embodiment.
Differences will be described below. Note that a premise of
this example embodiment is similar to that of the first
example embodiment.

[0085] The first identification unit 13 decides candidates
for the identification information of the first product, based
on the computation result (the identification score of the
container) generated by the container identification score
computation unit 11 and the container information (see FIG.
3). More specifically, the first identification unit 13 decides,
as the candidates for the identification information of the
first product, identification information of a product associ-
ated in the container information with candidates for iden-
tification information of the first container having an iden-
tification score equal to or higher than a second reference
value. A specific example of this processing will be given
below with reference to FIG. 4. Note that the second
reference value is set to, for example, “90%.”

[0086] The case where the image to be processed contains
a “large serving of rice” will be exemplified hereinafter.
Referring to the computation result (the estimation result of
the container) generated by the container identification score
computation unit 11, “container B” is determined as the
candidates for the identification information of the first
container having an identification score equal to or higher
than the second reference value (90%). In view of this, the
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first identification unit 13 decides, as candidates for the
identification information of the first product, identification
information (for example, a “large serving of rice” and a
“consommeé soup”) of products associated in the container
information (see FIG. 3) with the candidate (“container B)
for the identification information of the first container hav-
ing an identification score equal to or higher than the second
reference value (90%).

[0087] After deciding candidates for the identification
information of the first product in the aforementioned way,
the first identification unit 13 causes the product identifica-
tion score computation unit 12 to perform processing of
computing an identification score of the first product, using
the decided candidates for the identification information of
the first product as a target to be collated.

[0088] Like the first example embodiment, the product
identification score computation unit 12 can, for example,
implement the above-mentioned identification score com-
putation using a second estimation model generated by
machine learning. More specifically, an operator generates a
large number of second training data associating an appear-
ance image of each of a plurality of products and identifi-
cation information of this product with each other. Note that
the appearance image of the product used as the second
training data may include, for example, an image capturing
only an object, and an image capturing a container contain-
ing an object. A computer performs machine learning based
on the second training data, and generates a second estima-
tion model for estimating identification information of the
product from the image.

[0089] Note that the computer can perform machine learn-
ing based on the above-mentioned training data for each
group of products contained in identical containers, and
generate the above-mentioned second estimation model for
each group of products contained in identical containers.
The product identification score computation unit 12 can
perform the above-mentioned identification score computa-
tion, based on the image to be processed, and the above-
mentioned second estimation model being associated with
candidates for identification information of the first con-
tainer having an identification score equal to or higher than
the second reference value.

[0090] The product identification score computation unit
12 may even implement the above-mentioned identification
score computation by processing of detecting a feature of the
appearance of the product from the image to be processed,
using, for example, a template matching technique, like the
first example embodiment. In this case, the product identi-
fication score computation unit 12 can perform the above-
mentioned identification score computation by, for example,
a template matching technique that uses only a template for
the candidates for the identification information of the first
product decided by the first identification unit 13.

[0091] An exemplary sequence of processing by the pro-
cessing apparatus 10 will be described below with reference
to a flowchart of FIG. 6.

[0092] The processing apparatus 10 first acquires an image
to be processed containing a first product having a first
object contained in a first container (S20).

[0093] The processing apparatus 10 then computes an
identification score of the first container, based on the image
to be processed (S21). A specific example of this processing
has been given in the first example embodiment, and a
description thereof will not be given herein.
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[0094] The processing apparatus 10 decides candidates for
identification information of the first product, based on the
identification score computed in step S21, and container
information (see FIG. 3) held in advance (S22). More
specifically, the processing apparatus 10 decides, as the
candidates for the identification information of the first
product, identification information of a product associated in
the container information with candidates for identification
information of the first container having an identification
score equal to or higher than a second reference value. A
specific example of this processing has been given as above,
and a description thereof will not be given herein.

[0095] The processing apparatus 10 performs processing
of computing an identification score of the first product,
using the candidates for the identification information of the
first product decided in step S22 as a target to be collated
(S23). A specific example of this processing has been given
as above, and a description thereof will not be given herein.
[0096] The processing apparatus 10 decides identification
information of the first product contained in the image to be
processed, based on the computation result generated in step
S23 (S24). The processing apparatus 10, for example,
decides, as the identification information of the first product
contained in the image to be processed, candidates for
identification information of the first product having an
identification score equal to or higher than a first reference
value.

[0097] The processing apparatus 10 according to this
example embodiment as described above achieves advanta-
geous effects similar to those in the first example embodi-
ment. In addition, since processing of estimating identifica-
tion information of the product is performed after products
to be collated are narrowed down based on the estimation
result of the container, the estimation accuracy is expected
to improve.

Third Example Embodiment

[0098] A processing apparatus 10 according to this
example embodiment has the function of computing a
degree of similarity in appearance between a plurality of
products, based on an image, and suggesting a container for
each product, based on the computation result (for example,
suggesting that different containers should be used for
products similar in appearance to each other). Note that a
premise of this example embodiment is similar to those of
the first and second example embodiments. Details will be
described below.

[0099] An exemplary hardware configuration of the pro-
cessing apparatus 10 according to this example embodiment
is similar to those in the first and second example embodi-
ments.

[0100] FIG. 7 illustrates an exemplary functional block
diagram of the processing apparatus 10 according to this
example embodiment. The processing apparatus 10 includes
a similarity computation unit 14 and a suggestion unit 15, as
illustrated in FIG. 7. Note that the processing apparatus 10
may further include a container identification score compu-
tation unit 11, a product identification score computation
unit 12, and a first identification unit 13. The configurations
of the container identification score computation unit 11, the
product identification score computation unit 12, and the
first identification unit 13 are similar to those in the first or
second example embodiment, and a description thereof will
not be given herein.
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[0101] The similarity computation unit 14 computes a
degree of similarity between a container image being asso-
ciated with identification information of a product and a
container image that does not associate with the identifica-
tion information of the product, based on the container
image being associated with the identification information of
the product, and the container image that does not associate
with the identification information of the product.

[0102] The “container image being associated with the
identification information of the product” refers to an image
of a registered product (second product) having identifica-
tion information registered in container information (see
FIG. 3). The “container image that does not associate with
the identification information of the product” refers to an
image of a target product (third product) having identifica-
tion information that is not registered in the container
information.

[0103] In this example embodiment, an image of each
registered product is stored in a storage apparatus included
in the processing apparatus 10. The similarity computation
unit 14, upon acquiring an image of a target product,
computes a degree of similarity in appearance between each
registered product and the target product, based on the image
of'this registered product and the image of the target product.
A means for computing the degree of similarity is not
particularly limited, and can employ any technique.

[0104] The suggestion unit 15 suggests a container for the
target product, based on the degree of similarity computed
by the similarity computation unit 14, and the container
information (see FIG. 3). More specifically, the suggestion
unit 15 suggests, as the container for the target product, a
container different from that for a registered product having
a degree of similarity to the target product equal to or higher
than a fourth reference value.

[0105] An exemplary sequence of processing by the pro-
cessing apparatus 10 will be described below with reference
to a flowchart of FIG. 8.

[0106] The processing apparatus 10 first acquires an image
containing a target product (S30). The processing apparatus
10 then computes a degree of similarity in appearance
between each registered product and the target product,
based on an image of this registered product having identi-
fication information registered in container information (see
FIG. 3), and the image of the target product (S31).

[0107] The processing apparatus 10 extracts a registered
product having a degree of similarity to the target product
equal to or higher than a fourth reference value (S32).

[0108] When at least one registered product is extracted in
step S32 (Yes in step S33), the processing apparatus 10
suggests a container different from that for the extracted
registered product as a container for the target product by
referring to the container information (see FIG. 3) (S34).

[0109] On the other hand, when no registered product is
extracted in step S32 (No in step S33), the processing
apparatus 10, for example, suggests that any container can
be used as a container for the target product (S35).

[0110] The processing apparatus 10 according to this
example embodiment as described above can suggest a
container for each product in such a way that a group of
products similar in appearance to each other can be accu-
rately identified by image analysis. As a result, with the
techniques described in the first and second example
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embodiments, a group of products similar in appearance to
each other can be accurately identified by the image analy-
sis.

[0111] When the processing apparatus 10 according to this
example embodiment has a configuration similar to that of
the processing apparatus 10 according to each of the first and
second example embodiments, it can achieve advantageous
effects similar to those of the processing apparatus 10
according to the corresponding one of the first and second
example embodiments.

Fourth Example Embodiment

[0112] Inthis example embodiment, the premise described
in the first example embodiment may subsist or may not
subsist.

[0113] An overview of a processing apparatus 10 accord-
ing to this example embodiment will be described below.
The processing apparatus 10 determines an appearance
feature including at least one of the shape, the color, and the
size of a fourth product, based on an image to be processed
containing the fourth product. The processing apparatus 10
estimates identification information of the fourth product,
based on the above-mentioned image to be processed. The
processing apparatus 10 decides identification information
of the fourth product, based on the determination result of
the appearance feature, the estimation result of the identifi-
cation information of the fourth product, and product feature
information associating identification information of prod-
ucts and appearance features of the respective products with
each other.

[0114] An exemplary hardware configuration of the pro-
cessing apparatus 10 according to this example embodiment
is similar to those in the first to third example embodiments.
[0115] FIG. 9 illustrates an exemplary functional block
diagram of the processing apparatus 10 according to this
example embodiment. The processing apparatus 10 includes
a determination unit 16, a product estimation unit 17, and a
second identification unit 18, as illustrated in FIG. 9. Note
that the processing apparatus 10 may further include a
container identification score computation unit 11, a product
identification score computation unit 12, and a first identi-
fication unit 13. The processing apparatus 10 may further
include a similarity computation unit 14 and a suggestion
unit 15. The configurations of the container identification
score computation unit 11, the product identification score
computation unit 12, the first identification unit 13, the
similarity computation unit 14, and the suggestion unit 15
are similar to those in the first to third example embodi-
ments, and a description thereof will not be given herein.
[0116] The determination unit 16 determines an appear-
ance feature including at least one of the shape, the color,
and the size of a fourth product, based on an image to be
processed containing the fourth product. A means for deter-
mining such an appearance feature is merely a design matter,
and can employ any technique. Note that the shape to be
determined may be implemented as the planar shape (two-
dimensional shape) of the product appearing in the image, as
the planar shape (two-dimensional shape) of a predeter-
mined surface of the product appearing in the image, or as
other shapes.

[0117] The product estimation unit 17 estimates identifi-
cation information of the fourth product, based on the image
to be processed. The product estimation unit 17 generates a
computation result associating candidates for identification
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information of the fourth product and identification scores of
the respective candidates with each other. The product
estimation unit 17 implements the above-mentioned com-
putation by processing similar to that of computing, by the
product identification score computation unit 12, an identi-
fication score of the first product, based on the image to be
processed.

[0118] The second identification unit 18 decides identifi-
cation information of the fourth product, based on the
determination result generated by the determination unit 16,
the computation result generated by the product estimation
unit 17, and product feature information.

[0119] The product feature information is stored in a
storage apparatus included in the processing apparatus 10.
FIG. 10 schematically illustrates exemplary product feature
information. The product feature information refers to infor-
mation associating identification information of products
and appearance features of the respective products with each
other, as illustrated in FIG. 10. In the example illustrated in
FIG. 10, a shape is taken as an example of the appearance
feature, but a color, a size, or the like is also applicable as
the appearance feature.

[0120] Processing of deciding, by the second identification
unit 18, identification information of the fourth product,
based on the determination result generated by the determi-
nation unit 16, the estimation result generated by the product
estimation unit 17, and the above-mentioned product feature
information will be described in detail below.

[0121] The second identification unit 18 decides, as the
identification information of the fourth product, an identi-
fication of a product which is included in the candidates for
the identification information of the fourth product having
an identification score equal to or higher than a third
reference value, and being associated in the product feature
information with the appearance feature determined by the
determination unit 16. A specific example of this processing
will be given below with reference to FIG. 11.

[0122] Assume that the products involved include “King
of Black Tea (tea bag)” and “King of Black Tea (powder),”
as depicted in FIG. 11. These two products are of the same
brand and are, therefore, identical or similar in package
design to each other. The “determination result of the shape”
illustrated in FIG. 11 represents the determination result
generated by the determination unit 16, the “estimation
result of the product” illustrated in FIG. 11 represents the
computation result generated by the product estimation unit
17, and the “identification result” illustrated in FIG. 11
represents the identification details decided by the second
identification unit 18. The above-mentioned third reference
value is set to, for example, “85%.”

[0123] The case where the image to be processed contains
“King of Black Tea (tea bag)” will be exemplified herein-
after. Referring to the computation result (the estimation
result of the product) generated by the product estimation
unit 17, the candidates for the identification information of
the fourth product having an identification score equal to or
higher than the third reference value (85%) include, for
example, “King of Black Tea (tea bag)” and “King of Black
Tea (powder).”

[0124] Referring to the determination result (the determi-
nation result of the shape) generated by the determination
unit 16, a “quadrangle” is determined as the shape of the
fourth product.
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[0125] The second identification unit 18 decides, as the
identification information of the fourth product, “King of
Black Tea (tea bag)” which is included in the candidates (for
example, “King of Black Tea (tea bag)” and “King of Black
Tea (powder)”) for the identification information of the
fourth product having an identification score equal to or
higher than a third reference value (85%), and being asso-
ciated in the product feature information (see FIG. 10) with
the “quadrangle” that is the appearance feature determined
by the determination unit 16.

[0126] An exemplary sequence of processing by the pro-
cessing apparatus 10 will be described below with reference
to a flowchart of FIG. 12.

[0127] The processing apparatus 10 first acquires an image
to be processed containing a fourth product (S40).

[0128] The processing apparatus 10 then performs pro-
cessing of determining an appearance feature (at least one of
the shape, the color, and the size) of the fourth product,
based on the image to be processed, and processing of
computing an identification score of the fourth product,
based on the image to be processed (S41). The processing
apparatus 10 generates a computation result associating
candidates for identification information of the fourth prod-
uct and identification scores of the respective candidates
with each other, in the processing of computing an identi-
fication score of the fourth product. Note that the order of
execution of these two types of processing is not particularly
limited.

[0129] The processing apparatus 10 decides identification
information of the fourth product, based on the “determina-
tion result of the appearance feature of the fourth product”
and the “computation result associating candidates for iden-
tification information of the fourth product and identification
scores of the respective candidates with each other” gener-
ated in step S41, and “product feature information (see FIG.
10) associating identification information of products and
appearance features of the respective products with each
other” held in advance (S42).

[0130] More specifically, the processing apparatus 10
decides, as the identification information of the fourth prod-
uct, an identification of a product which is included in the
candidates for the identification information of the fourth
product having an identification score equal to or higher than
a third reference value, and being associated in the product
feature information with the appearance feature determined
by the determination unit 16.

[0131] The advantageous effects of the processing appa-
ratus 10 according to this example embodiment will be
described below. The processing apparatus 10 according to
this example embodiment performs not only processing of
estimating identification information of the product by
image analysis, but also processing of determining an
appearance feature (at least one of the shape, the color, and
the size) of the product by the image analysis, and decides
identification information of the product contained in the
image to be processed, based on the two, estimation result
and determination result.

[0132] By the processing of estimating identification
information of the product by the image analysis, a “group
of products including a product contained in the image to be
processed and a product similar in appearance to the former
product” and a “group of other products” can be identified
from each other. By the processing of determining an
appearance feature of the product by the image analysis, a
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“product contained in the image to be processed” and a
“product similar in appearance to the former product” can
often further be identified from each other. Therefore, the
use of the two, estimation result and determination result
facilitates identification between a “product contained in the
image to be processed” and “other products.” As a result, a
group of products similar in appearance to each other can be
accurately identified by the image analysis.

[0133] When the processing apparatus 10 according to this
example embodiment has a configuration similar to that of
the processing apparatus 10 according to each of the first to
third example embodiments, it can achieve advantageous
effects similar to those of the processing apparatus 10
according to the corresponding one of the first to third
example embodiments.

Fifth Example Embodiment

[0134] A processing apparatus 10 according to this
example embodiment is different from that according to the
fourth example embodiment in terms of the details of
processing by a second identification unit 18 that decides
identification information of a fourth product contained in an
image to be processed, based on a determination result
generated by a determination unit 16 and a computation
result generated by a product estimation unit 17. Other
configurations of the processing apparatus 10 according to
this example embodiment are similar to those in the fourth
example embodiment. Differences will be described below.
Note that a premise of this example embodiment is similar
to that of the fourth example embodiment.

[0135] The second identification unit 18 decides candi-
dates for the identification information of the fourth product,
based on the determination result generated by the determi-
nation unit 16 and product feature information (see FIG. 10).
More specifically, the second identification unit 18 decides,
as the candidates for the identification information of the
fourth product, identification information of a product asso-
ciated in the product feature information with the appear-
ance feature determined by the determination unit 16. A
specific example of this processing will be given below with
reference to FIG. 10.

[0136] The case where the image to be processed contains
“King of Black Tea (powder)” will be exemplified herein-
after. Referring to the determination result (the determina-
tion result of the shape) generated by the determination unit
16, a “circle” is determined as the shape of the fourth
product. In view of this, the second identification unit 18
decides, as candidates for the identification information of
the fourth product, identification information (for example,
“King of Black Tea (powder)” and “Pizzano”) of products
associated with the shape “circle” in the product feature
information (see FIG. 10).

[0137] After deciding candidates for the identification
information of the fourth product in the aforementioned way,
the second identification unit 18 causes the product estima-
tion unit 17 to perform processing of computing an identi-
fication score of the fourth product, using the decided
candidates for the identification information of the fourth
product as a target to be collated. The processing by the
product estimation unit 17 is similar to the estimation
processing by the product identification score computation
unit 12 described in the second example embodiment.
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[0138] An exemplary sequence of processing by the pro-
cessing apparatus 10 will be described below with reference
to a flowchart of FIG. 13.

[0139] The processing apparatus 10 first acquires an image
to be processed containing a fourth product (S50).

[0140] The processing apparatus 10 then determines an
appearance feature (at least one of the shape, the color, and
the size) of the fourth product, based on the image to be
processed (S51).

[0141] The processing apparatus 10 decides candidates for
identification information of the fourth product, based on the
determination result generated in step S51, and product
feature information (see FIG. 10) held in advance (S52).
More specifically, the processing apparatus 10 decides, as
the candidates for the identification information of the fourth
product, identification information of a product associated in
the product feature information with the appearance feature
determined by the determination unit 16. A specific example
of'this processing has been given as above, and a description
thereof will not be given herein.

[0142] The processing apparatus 10 performs processing
of computing an identification score of the fourth product,
using the candidates for the identification information of the
fourth product decided in step S52 as a target to be collated
(S53). A specific example of this processing has been given
as above, and a description thereof will not be given herein.
[0143] The processing apparatus 10 decides identification
information of the fourth product contained in the image to
be processed, based on the computation result generated in
step S53 (S54). The processing apparatus 10, for example,
decides, as the identification information of the fourth prod-
uct contained in the image to be processed, candidates for
identification information of the fourth product having an
identification score equal to or higher than a third reference
value.

[0144] The processing apparatus 10 according to this
example embodiment as described above achieves advanta-
geous effects similar to those in the fourth example embodi-
ment. In addition, since processing of estimating identifica-
tion information of the product is performed after products
to be collated are narrowed down based on the determination
result of the appearance feature of the product, the estima-
tion accuracy is expected to improve.

Sixth Example Embodiment

[0145] A processing apparatus 10 according to this
example embodiment is used by interlocking with a camera
and an accounting apparatus placed in, for example, a store
or a shop. FIG. 14 illustrates an exemplary functional block
diagram of an accounting system according to this example
embodiment. The accounting system includes the processing
apparatus 10, a camera 20, and an accounting apparatus 30
(for example, a point of sales (POS) system), as illustrated
in FIG. 14. The processing apparatus 10 and the camera 20
perform wired and/or wireless communication with each
other. The processing apparatus 10 and the accounting
apparatus 30 also perform wired and/or wireless communi-
cation with each other.

[0146] FIG. 15 illustrates a placement example of the
camera 20. In the example illustrated in FIG. 15, a mount
area 22 to mount a product is formed on a table 23. A product
to be accounted for is mounted in the mount area 22. The
camera 20 is connected to a support column 21.
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[0147] The camera 20 is placed in a position and orien-
tation to capture the mount area 22. In other words, the
camera 20 is placed in a position and orientation to capture
the product mounted in the mount area 22 from above. The
camera 20 transmits generated image data to the processing
apparatus 10. Note that a plurality of cameras 20 may be
placed. In this case, at least one camera 20 may be placed on
the table 23 and capture the product sideways.

[0148] The processing apparatus 10 acquires the image
data generated by the camera 20. The processing apparatus
10 performs the processing described in any of the first to
fifth example embodiments, based on the acquired image
data, and decides identification information of the product
(the first product or the fourth product) contained in the
image. The processing apparatus 10 transmits the decided
identification information of the product to the accounting
apparatus 30.

[0149] The accounting apparatus 30 performs accounting
processing, based on the information received from the
processing apparatus 10. An exemplary sequence of pro-
cessing by the accounting apparatus 30 will be described
below with reference to a flowchart of FIG. 16.

[0150] The accounting apparatus 30 is in a wait state for
identification information of a product (S60). When the
accounting apparatus 30 acquires identification information
of a product from the processing apparatus 10 (Yes in step
S60), it registers the product as a target to be accounted for
(S61). The accounting apparatus 30, for example, refers to a
product master registered in a store system or the like in
advance, acquires product information (for example, a unit
price and a product name) associated with the acquired
identification information of the product, and registers the
acquired product information as a target to be accounted for.
[0151] Upon registering at least one product as a target to
be accounted for, the accounting apparatus 30 enters an input
wait state to start checkout processing (S62), and the wait
state for identification information of a product (S60).
[0152] Upon accepting user input (input indicating that
product registration is complete) to start checkout process-
ing (Yes in step S62), the accounting apparatus 30 performs
checkout processing (S63). The input in step S62 is imple-
mented via any input apparatus such as a physical button, a
touch panel, or a microphone. In the checkout processing,
the accounting apparatus 30, for example, accepts user input
to select a settlement method. Examples of the settlement
method include cash, credit card settlement, electronic
money settlement, and settlement using biometric (for
example, face, iris, fingerprint, or vein) authentication, but
the present invention is not limited to these examples. The
accounting apparatus 30 carries out settlement by a settle-
ment method selected by a customer. The accounting appa-
ratus 30 may, for example, accept input of cash as payment
of a total amount of payment computed based on the
registered product, and output change, where necessary, and
a receipt. The accounting apparatus 30 may also accept input
of credit card information, communicate with a system in a
credit card company, and perform settlement processing.
The accounting apparatus 30 may even transmit information
(for example, information indicating the registered product,
and a total amount of payment) for checkout processing to
other checkout apparatuses. The accounting apparatus 30
may even accept input of an amount of deposit deposited
from a customer, compute an amount of change based on the
input amount of deposit, display the amount of change on a
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display, and give back the computed change. The accounting
apparatus 30 may even transmit an electronic receipt indi-
cating accounting details to an external apparatus. The
accounting apparatus 30 may, for example, transmit an
electronic receipt to a customer terminal by near-field com-
munication. The accounting apparatus 30 may further trans-
mit information indicating accounting details to a store
server. The store server may transmit an electronic receipt
indicating accounting details to a predetermined server.
When the checkout processing is completed, the accounting
apparatus 30 enters the wait state for identification informa-
tion of a product again (S60).

[0153] The accounting system according to this example
embodiment as described above achieves advantageous
effects similar to those in the first to fifth example embodi-
ments. In addition, since the processing apparatus 10 can
accurately identify a group of products similar in appearance
to each other by image analysis, the manpower required for
the processing of registering a product as a target to be
accounted for can be reduced.

[0154] Although the present invention has been described
above with reference to the example embodiments (and
examples), the present invention is not limited to the above-
described example embodiments (and examples). For
example, a plurality of example embodiments (and
examples) of the above-described example embodiments
(and examples) can be practiced together in any combina-
tion. Various changes that can be understood by those skilled
in the art can be made to the configurations and details of the
present invention within the scope of the present invention.

[0155] Part or all of the above-described example embodi-
ments may be described as in the following supplementary
notes, but they are not limited thereto.

[0156]

[0157] a container identification score computation
means for computing an identification score of a con-
tainer for a product, based on an image to be processed
containing the product;

[0158] a product identification score computation
means for computing an identification score of the
product, based on the image to be processed; and

[0159] a first identification means for deciding identi-
fication information of the product, based on the com-
puted identification score of the container and the
computed identification score of the product.

[0160] 2. The processing apparatus according to supple-
mentary note 1, wherein

[0161] the first identification means decides, as the
identification information of the product, an identifica-
tion of a product which is included in candidates for the
identification information of the first product having the
identification score of the product equal to or higher
than a first reference value, and being associated with
candidates for identification information of the first
container having the identification score of the con-
tainer equal to or higher than a second reference value.

[0162] 3. The processing apparatus according to supple-
mentary note 1, wherein

[0163] the first identification means decides candidates
for the identification information of the product, based
on the identification score of the container, and

1. A processing apparatus including:
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[0164] the product identification score computation
means computes the identification score of each of the
decided candidates for the identification information of
the product.

[0165] 4. The processing apparatus according to any one
of supplementary notes 1 to 3, further including:

[0166] a similarity computation means for computing a
degree of similarity between a container image being
associated with the identification information of the
product and a container image that does not associate
with the identification information of the product,
based on the container image being associated with the
identification information, and the container image that
does not associate with the identification information;
and

[0167] a suggestion means for suggesting a container
for a product that does not associate with the identifi-
cation information of the product, based on the degree
of similarity.

[0168] 5. A processing method executed by a computer
including:
[0169] a container identification score computation step

of computing an identification score of a container for
a product, based on an image to be processed contain-
ing the product;

[0170] a product identification score computation step
of computing an identification score of the product,
based on the image to be processed; and

[0171] a first identification step of deciding identifica-
tion information of the product, based on the computed
identification score of the container and the computed
identification score of the product.

[0172] 6. A program for causing a computer to function as:

[0173] a container identification score computation
means for computing an identification score of a con-
tainer for a product, based on an image to be processed
containing the product;

[0174] a product identification score computation
means for computing an identification score of the
product, based on the image to be processed; and

[0175] a first identification means for deciding identi-
fication information of the product, based on the com-
puted identification score of the container and the
computed identification score of the product.

[0176] 7. A processing apparatus including:

[0177] a determination means for determining an
appearance feature including at least one of a shape, a
color, and a size of a product, based on an image to be
processed containing the product;

[0178] a product estimation means for estimating iden-
tification information of the product, based on the
image to be processed; and

[0179] a second identification means for deciding iden-
tification information of the product, based on the
determined appearance feature and the estimated iden-
tification information of the product.

[0180] 8. The processing apparatus according to supple-
mentary note 7, wherein

[0181] the second identification means decides the iden-
tification information of the product, based on the
appearance feature determined by the determination
means, from candidates for the identification informa-
tion of the product having an identification score equal
to or higher than a reference value.
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[0182] 9. The processing apparatus according to supple-
mentary note 7, wherein
[0183] the second identification means decides candi-
dates for the identification information of the product,
based on the appearance feature determined by the
determination means, and causes the product estima-
tion means to perform processing of estimating iden-
tification information of the product, using the decided
candidates for the identification information of the
product as a target to be collated.

[0184] 10. A processing method executed by a computer
including:
[0185] a determination step of determining an appear-

ance feature including at least one of a shape, a color,
and a size of a product, based on an image to be
processed containing the product;

[0186] a product estimation step of estimating identifi-
cation information of the product, based on the image
to be processed; and

[0187] a second identification step of deciding identifi-
cation information of the product, based on the deter-
mined appearance feature and the estimated identifica-
tion information of the product.

[0188] 11. A program for causing a computer to function
as:

[0189] a determination means for determining an
appearance feature including at least one of a shape, a
color, and a size of a product, based on an image to be
processed containing the product;

[0190] a product estimation means for estimating iden-
tification information of the product, based on the
image to be processed; and

[0191] a second identification means for deciding iden-
tification information of the product, based on the
determined appearance feature and the estimated iden-
tification information of the product. [Document
Name] CLAIMS

1. A processing apparatus comprising:

at least one memory configured to store one or more
instructions; and

at least one processor configured to execute the one or
more instructions to:

5 acquire an image of a product in a container;

compute an identification score of a container for a
product, based on at least one of color and pattern of the
container detected from the image;

compute an identification score of the product, based on
the image; and

decide identification information of the product, based on
the computed identification 10 score of the container
and the computed identification score of the product.

2. The processing apparatus according to claim 1, wherein
the at least one processor is further configured to execute the
one or more instructions to decide identification information
of the product, from a group of products similar 15 in
appearance to each other, and wherein the products are
contained in containers different from each other.

3. The processing apparatus according to claim 1, wherein
the identification score of the container for the product is
value representing a 2 0 degree of similarity between the
container and each of a plurality of containers registered in
advance, and wherein the identification score of the product
is value representing the degree of similarity between the
product and each of a plurality of products registered in
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advance. 2 5 4. The processing apparatus according to claim
1, wherein the at least one processor is further configured to
execute the one or more instructions to:

decide, as the identification information of the product, an
identification of a product which is included in candi-
dates for the identification information of a first product
having the 3 0 identification score of the product equal
to or higher than a first reference value, and is associ-
ated with candidates for identification information of a
first container having the identification score of the
container equal to or higher than a second reference
value.

5. The processing apparatus according to claim 1, 35
wherein the at least one processor is further configured to
execute the one or more instructions to:

decide candidates for the identification information of the
product, based on the identification score of the con-
tainer, and compute the identification score of each of
the decided candidates for the identification 5 informa-
tion of the product.

6. The processing apparatus according to claim 1, wherein
the at least one processor is further configured to execute the
one or more instructions to:

10 compute a degree of similarity between a container
image being associated with the identification informa-
tion of the product and a container image that does not
associate with the identification information of the
product, based on the container image being associated
with the identification information and the container
image that does not associate with the identification
information; and

15 suggest a container for a product that does not asso-
ciate with the identification information of the product,
based on the degree of similarity.

7. The processing apparatus according to claim 1, wherein
the product is food or drink, and 2 0 wherein the container
is a dish or a tray.

8. A processing method executed by a computer, the
processing method comprising:

acquiring an image of a product in a container;

computing an identification score of a container for a
product, based on at least one of 2 5 color and pattern
of the container detected from the image;

computing an identification score of the product, based on
the image; and

deciding identification information of the product, based
on the computed identification score of the container
and the computed identification score of the product. 3
0 9. The processing method according to claim 8,
wherein the computer decides identification informa-
tion of the product, from a group of products similar in
appearance to each other, and wherein the products are
contained in containers different from each other. 3 5
10. The processing method according to claim 8,
wherein the identification score of the container for the
product is value representing a degree of similarity
between the container and each of a plurality of con-
tainers registered in advance, and wherein the identi-
fication score of the product is value representing the
degree of 5 similarity between the product and each of
a plurality of products registered in advance.

11. The processing method according to claim 8, wherein

the computer decides, as the identification information of the
product, an identification of a product which is included in
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candidates for the identification information of a 10 first
product having the identification score of the product equal
to or higher than a first reference value, and is associated
with candidates for identification information of a first
container having the identification score of the container
equal to or higher than a second reference value. 15 12. The
processing method according to claim 8, wherein computer:
decides candidates for the identification information of
the product, based on the identification score of the
container, and computes the identification score of each
of the decided candidates for the identification 2 0
information of the product.

13. The processing method according to claim 8, wherein
the computer:

computes a degree of similarity between a container

image being associated with the 2 5 identification
information of the product and a container image that
does not associate with the identification information of
the product, based on the container image being asso-
ciated with the identification information and the con-
tainer image that does not associate with the identifi-
cation information; and

suggests a container for a product that does not associate

with the identification 3 0 information of the product,
based on the degree of similarity.

14. The processing method according to claim 8, wherein
the product is food or drink, and wherein the container is a
dish or a tray. 35

15. A non-transitory storage medium storing a program
for causing a computer to:

acquire an image of a product in a container;

compute an identification score of a container for a

product, based on at least one of color and pattern of the
container detected from the image;

5 compute an identification score of the product, based on

the image; and

decide identification information of the product, based on

the computed identification score of the container and
the computed identification score of the product.

16. The non-transitory storage medium according to claim
15, 10 wherein the program causes the computer to decide
identification information of the product, from a group of
products similar in appearance to each other, and wherein
the products are contained in containers different from each
other.

17. The non-transitory storage medium according to claim
15, 15 wherein the identification score of the container for
the product is value representing a degree of similarity
between the container and each of a plurality of containers
registered in advance, and wherein the identification score of
the product is value representing the degree of similarity
between the product and each of a plurality of products
registered in advance. 20

18. The non-transitory storage medium according to claim
15, wherein the program causes the computer to decide, as
the identification information of the product, an identifica-
tion of a product which is included in candidates for the
identification information of a first product having the
identification score of the product equal to 2 5 or higher than
a first reference value, and is associated with candidates for
identification information of a first container having the
identification score of the container equal to or higher than
a second reference value.
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19. The non-transitory storage medium according to claim
15, 3 0 wherein the program causes the computer to:

decide candidates for the identification information of the
product, based on the identification score of the con-
tainer, and compute the identification score of each of
the decided candidates for the identification informa-
tion of the product. 35

20. The non-transitory storage medium according to claim

15, wherein the program causes the computer to:

compute a degree of similarity between a container image
being associated with the identification information of
the product and a container image that does not asso-
ciate with the 5 identification information of the prod-
uct, based on the container image being associated with
the identification information and the container image
that does not associate with the identification informa-
tion; and

suggest a container for a product that does not associate
with the identification information of the product,
based on the degree of similarity. 10
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