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(57) Abstract: The invention relates to a method for estimation of information representative of a pixel of a virtual object. In order
to improve the rendering while minimising the required calculation time, the method comprises steps for: - defining a first surface
element (122) associated with said pixel according to a direction of observation (123) of the virtual object, said first surface element
(122) belonging to a representation of said virtual object according to a first level of detail, - associating a second surface element
(203) with said first surface element (122), said second surface element (203) being determined by intersection between said direc-
tion of observation (123) and a first parametric surface (202) representing the virtual object according to a second level of detalil, -
estimating (73) said information representative of said pixel according to said second surface element (203) and information (204)
associated with said second surface element enabling the virtual object to be represented according to a third level of detail.
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METHOD FOR ESTIMATION OF INFORMATION REPRESENTATIVE OF A
PIXEL OF A VIRTUAL OBJECT

1. Scope of the invention

The invention relates to the domain of image synthesis
composition and more specifically to the domain of the synthesis and
generation of a virtual object of a 3D scene (three-dimensional scene, also
known as a virtual environment). The invention is also understood in the
context of special effects for a live composition.

2. Prior art

According to the prior art, it is known that virtual objects are
synthesized from a virtual environment by the generation of very large
quantities of polygons to model all of the details, that is to say by the
generation of a dense polygonal mesh, requiring heavy or complicated
calculations at the instant of the rendering of these objects and limiting the
live rendering possibilities. To reduce the calculations required for the
rendering, it is known to use specific algorithms based on management of the
detail level criterion to reduce the number of vertices and triangles to be
processed at the instant of the rendering of objects. Other techniques using
the advantages of processing on a GPU (Graphics Processing Unit) enable
the required calculations to be simplified, such as for example the technique
known as “per-vertex displacement mapping” or the technique known as
“per-pixel displacement mapping”. Displacement mapping enables the fine
details of surfaces of virtual objects (for example a building facade) to be
simulated without modifying the geometric definition of the virtual object,
being based on a simplified mesh of the object and on the displacement of a
texture by use of height maps corresponding to the details of the surface of
the object. This technique enables the saturation of the graphic pipeline to be
avoided that can cause the processing of a high number of graphic primitives
(that describe the way in which the polygons or triangles constituting the
mesh of the object are connected to each other). Graphics pipeline
architecture for the per-pixel displacement mapping technique is shown in
figure 1. The graphic pipeline is implemented by a Graphics Processing Unit
(GPU) according to a sequencing of established steps, of which some are
programmable. The first programmable step is shown by a "vertex shader”
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10 that enables shader type microprograms dedicated to the processing of
vertices to be executed. The second programmable step is shown by a
“pixels shader” 12 that enables shader type microprograms dedicated to the
processing of the object resulting from the rasterization step 11. At the input
to the vertex shader 10 dedicated to the transformation of vertices are found
a set of graphic primitives 101 describing the links between the different
vertices constituting the simplified mesh of the virtual object. A depth
representative of the detail of the relief that is then associated with the pixel
is found at the input of the fragments processor 12 dedicated to the
transformation of fragments of height maps 121 (also called relief maps or
displacement maps) on which the pixels processor 12 relies to associate with
each pixel 122 of the virtual object resulting from the rasterization of vertices.
If such a technique enables the live rendering of virtual objects with a high
level of detail, this technique has several disadvantages, namely that the
details applied to the fragments are limited to a 2.5D representation per
height map, the precision of the details geometry is limited to the encoding
process, this limitation leading to relatively poor rendering performances for
objects having both large details and very fine details, which is the case for
building facades (repetition of wall/window models, balconies, bricks relief,
etc.), the key parameters of the detail can not be adjusted on-the-fly by an
event generated by an animation or a user, and when each object has a
particular style (for example has a given architectural style), it is necessary to
store a great number of detail styles in the memory that leads to a significant
congestion of the memory.

3. Summary of the invention

The purpose of the invention is to overcome at least one of these
disadvantages of the prior art.

More specifically, the purpose of the invention is notably to
optimize the calculation time and/or the calculation power required to
estimate live the information representative of a pixel of a virtual object.

The invention relates to a method for estimation of information
representative of a pixel of a virtual object, comprising steps for:

- defining a first surface element associated with the pixel according
to a direction of observation of the virtual object, the first surface
element belonging to a representation of the virtual object
according to a first level of detall,
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- associating a second surface element with the first surface
element, the second surface element being determined by
intersection between the direction of observation and a first
parametric surface representing the virtual object according to a
second level of detalil,

- estimating information representative of the pixel according to the
second surface element and information associated with the
second surface element enabling the virtual object to be
represented according to a third level of detail.

According to a particular characteristic, the first parametric surface
is selected from among a set of parametric surfaces.

Advantageously, the first parametric surface selected corresponds
to the parametric surface of the set for which the distance separating the first
surface element from the second surface element is smallest.

According to a specific characteristic, the information associated
with the second surface element is coded in at least one of the maps of a set
of maps comprising:

- atexture map, and

- adisplacement map.

Advantageously, the method comprises a step of estimation of the
lighting of the pixel by calculation of the self-shadowing of the pixel using
information enabling the virtual object to be represented according to a third
level of detail associated with the pixel and with a plurality of pixels
surrounding the pixel.

According to a particular characteristic, the steps of the method
are executed live in at least one Graphics Processing Unit (GPU).

4. List of figures
The invention will be better understood, and other specific features
and advantages will emerge upon reading the following description, the
description making reference to the annexed drawings wherein:
- figure 1 shows a graphics pipeline for the implementation of a per-pixel
displacement mapping technique according to the prior art,
- figure 2 diagrammatically illustrates a graphics pipeline for the
implementation of a method for estimation of information representative of
a pixel of a virtual object, according to a particular embodiment of the
invention,
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- figures 3 and 4 diagrammatically illustrate steps of the method
implemented in a module of the graphics pipeline of figure 2, according to
a particular embodiment of the invention,

- figure 5 shows a method for estimation of the lighting of a pixel of the
virtual object, according to a particular embodiment of the invention,

- figure 6 shows a device implementing a method for estimation of
information representative of a pixel of a virtual object, according to a
particular embodiment of the invention,

- figure 7 shows a method for estimation of information representative of a
pixel of a virtual object, according to a particular embodiment of the
invention.

5. Detailed description of embodiments of the invention

The invention will be described in reference to a particular
embodiment of a method for estimation of information representative of a
pixel of a virtual object. In order to determine the information representative
of a pixel of the virtual object, that is to say for example the colour (that is to
say the RGBa components (Red, Green, Blue), a representing the
transparency) and the depth, a first surface element belonging to a
representation of the virtual object according to a first level of detail (for
example a coarse or macroscopic representation) is associated with the pixel
in a first step, this first surface element corresponding to the fragment of the
virtual object seen by an observer looking at the virtual object through the
pixel considered according to a direction of observation. A virtual object is
composed of a plurality of fragments, visible or not, a fragment visible to an
observer and displayed on a display screen is called a pixel. In a second
step, a second surface element is associated with the first surface element,
this second surface element having a second level of detail, for example a
finer level of detail (for example semi-macroscopic) than the first level of
detail of the first surface element. This second surface element is determined
by intersection of the direction of observation of the object through the pixel
with a first surface defined by a parametric equation describing the
representation of the virtual object according to the second level of detail.
Finally, in a third step, the information representative of the pixel are
determined according to the second surface element with which are
associated information that enable the virtual object to be represented with a
third level of detail, for example a third level of detail finer than the second
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level of detail, for example a third level of detail corresponding to microscopic
details of the virtual object.

The introduction of a parametric surface, that is to say defined by
a parametric equation, enables details of the virtual object to be generated
on-demand on a coarse mesh of the 3D macrostructure of the virtual object.
The use of an intermediate parametric surface enables the limitations of the
prior art to be overcome, for example by enabling parameters of the
parametric surface to be adjusted on-demand, the second level details being
generated in a procedural way, to provide an adaptable quality per pixel, the
procedural generation being able to take into consideration the distance at
which the virtual object is viewed, and to minimise the congestion of the
memory, even for a high number of objects of the same style due to the
compression possibilities inherent in procedural generation.

These advantages and others will be described and explained in
more detail in the detailed description of the embodiments of the invention
that follows.

Hereafter in the description, the notions of fragments and of pixels
will be assimilated to the notion of the pixel for reasons of clarity.

Figure 2 shows a graphics pipeline adapted for the
implementation of the method of the invention, according to a particular and
non-restrictive embodiment of the invention. The graphics pipeline is
composed essentially from three steps, namely a step of creation of the
macrostructure of the virtual object and of details of the virtual object, a step
of pre-processing and a step of live calculations.

During the first step of creation the modelling of the 3D
macrostructure of the virtual object takes place as well as the creation of
descriptions of different levels of detail of the virtual object. The
macrostructure of the three-dimensional (called 3D hereafter in the
description) virtual object defines the overall structure of the 3D object. It is
constituted of a mesh comprising a sparse set of polygons connected by 3D
vertices, a mesh on which details will be generated in the GPU(s). The
modelling of the 3D macrostructure 201 comprises the generation of the
following mesh attributes:

- amesh coordinate index enabling the vertices to be referenced,

- the coordinates of vertices, for example in the object space,

- the coordinates of texture associated with the vertices,
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- anormal vector per vertex.

One way to create this 3D macrostructure is to generate a primitive to make
an "Indexed Face Set”. This can be obtained by using a 3DSMAX®
modelling application or a node JavaScript in X3D type script technique.
Either generic 201B or specialized 201A macrostructures can be created.
Generic 201B macrostructure is understood to mean a 3D mesh not having
any information on the adjacencies of vertices. As the addition of details is
carried out on-the-fly in the space tangent to the meshed surface on which
are added the details, the tangent vector T and the binormal vector B must
be calculated in the vertex shader 10. As will be described hereafter, the
calculation of these vectors requires knowledge of the coordinates of position
and of texture of two adjacent vertices. Thus, an analysis of the mesh
topology must be carried out in the pre-processing step, as will be described
later, to transmit information relative to these vectors to the vertex shader 10.
By specialized macrostructure 201A is understood a 3D mesh having as
attributes the coordinates of position and of texture of two adjacent vertices.
With this macrostructure type, it is for example easy to create a specialized
building macrostructure by extruding the polygon corresponding to the
footprint of the building on the number of floors of the building in the direction
of the normal vectors to the vertices of the polygon representing the footprint.
The adjacency of the mesh (that is to say the definition of the neighbouring
area of a vertex, that is to say the vertices neighbouring a given vertex) is
thus known by construction for each vertex. The step of pre-processing is
then not necessary for the specialized macrostructures as the attributes of
two adjacent vertices necessary to the vertex shader 10 are known and do
not have to be determined.

The creation of descriptions of details of the 3D object corresponds to the
creation of second level details 203 (for example semi-macroscopic details)
and to the creation of third level details 204 (for example microscopic details).
The descriptions of second level details are provided directly to the pixels
processor 12 of the GPU in the form of parameters (of sample or atomic
type) 210. These parameters are used in the parametric functions stored in
the pixels processor 12 in order to generate, per pixel, a parametric surface
element of second level detail. These parameters 210 are advantageously
defined by a user. The descriptions of third level detail provided to the pixels
processor are stored in depth maps, a depth map being for example
associated with a parametric function (stored in the pixels shader 12).
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According to a variant, a same depth map is associated with several
parametric functions. The third level details are associated with the second
level details using the parameters 210 enabling the second level surface
elements to be generated.

To be able to generate the second level details on-demand in the pixels
processor 12, a procedural description of these second level details is
required. By procedural description of the 3D object is understood the
definition of a grammar that comprises a set of parameters and a set of
generation rules. For example, the periodic surface 202 of second level detall
shown in figures 2 and 3 has the following procedural description:

- two parameters: a cycle interval (T) and an inclination (a) :

- A function corresponding to the terminal symbols of the
grammar and enabling the second level surface element
associated with a given pixel to be determined.

Each procedural description of a second level style or detail type is
advantageously described by specific parameters and functions. A set of
procedural descriptions is advantageously stored in the memory, each
description corresponding to a second level detail type or style that can be
applied on one or several 3D object surfaces.

To be able to generate third level details on-demand in the pixels processor
12 on the surfaces generated procedurally, the per-pixel displacement
mapping technique is advantageously used. These details are
advantageously coded and stored in one or several depth maps 211 (also
called relief maps, height maps or displacement maps).

The second step of pre-processing is executed only in the case
where a generic macrostructure 201B is used as first level surface detail (for
example macroscopic  details). This pre-processing of generic
macrostructures is carried out in a processor 20 for analysis of the mesh
topology of the generic macrostructure. This pre-processing corresponds to
the calculation of the adjacency of the mesh and to the selection of two best
points adjacent to the mesh that are transmitted to the GPU for the
calculation of the base of the tangent space. The calculation of adjacency of
the mesh for each vertex is based on an input coordinates index table. The
selection of best two adjacent points is based on the possibility offered by
these points to construct the most orthogonal base possible with the three
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vertices (that is to say minimizing the scalar product VKVi.VkVj, Vi, Vj and Vk
being the three vectors of the orthogonal base).

The third step corresponds to that for which the calculations are
carried out live in the GPU. The calculations are carried out both in the vertex
shader and in the pixels shader 12 by respectively the vertex shader and the
pixel shader.

The calculations carried out in the vertex shader 10 will be
discussed first. It is in the vertex shader that the transformations of vertices
take place. In a general way, the transformation of vertices is a step that
enables three-dimensional and continuous data passed to the GPU to be
transformed, into discrete items of two-dimensional data that can be
displayed on the display screen of the 3D scene comprising the 3D object.
The graphics pipeline is associated with several systems of coordinates. A
3D object is generally defined in a space specific to it, called object space
(for example, the coordinates of vertices of a sphere are defined with respect
to its centre). However, the position, orientation and scale of each 3D object
of a 3D scene are defined with respect to a common space called global
space. After the transformation of vertices in the global space, they undergo
another transformation, that of the passage to the view space (or camera
space). The purpose of this step is to align the Z axis of the global reference
with that of the view point (or of the camera). According to a variant, it is
possible to transform the vertices directly from the object space to the view
space by concatenating the corresponding transformation arrays, this direct
transformation being called object/view transformation. Once the vertices of
the object are transformed into the view reference, they undergo a
perspective projection transformation. The geometry appears smaller and
smaller as it moves away from the viewpoint. During this transformation, the
vertices conserve their depth (coordinate z) that will be used in the process of
elimination of hidden sides. The space in which are defined the vertices after
this projection is called the homogenous windowing space. It is so called
because the geometric primitives undergo a 3D windowing in order to retain
only the primitives found inside the zone targeted by the viewpoint. Finally,
the vertices undergo a last transformation that is the passage to the discrete
reference of the display screen.

As the position of the viewpoint of the 3D object or the texture
coordinates can be modified in an interactive way by an event (generated by
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a user action or by an animation), the vertex shader 10 carries out the
following calculations for each image:
- calculation of the update of the vertex texture coordinates: the update of

10

15

20

25

30

35

texture coordinates is carried out using a texture transformation array
available in the vertex shader 10,

calculation of the base of the tangent space in the coordinates of the
object space: as the normal vector Ng is provided for each vertex, the
tangent vector Ty and the binormal vector By associated with the vertex
must be calculated to complete the base of the tangent space (To, Bo,
No). Firstly, it must be ensured that the tangent and binormal vectors are
orthogonal to the normal vector at the vertex. The two vertices adjacent
(P12) to the vertex considered (P,) are projected into a plane passing by
the current vertex (or vertex considered) (Po) and are orthogonal to the
normal vector (Ng). Then the coordinates of projected points (P12)),
corresponding to the projected vertices, are calculated via the following
formula:

P12 =Pqy2+ (No.Po —No. P12).No

Secondly, the coordinates of two projected points P4, are used in the
following two formulas that enable the tangent vector and the binormal
vector to be calculated. The tangent vector Ty is defined as being the
vector pointing in a direction for which the first texture coordinate u
increases. The binormal vector By is defined as being the vector pointing
in the direction for which the second texture coordinate v increases. By
positioning the texture coordinates (u;, vi) of the vertex P; (i=0,1,2) in the
formulae for calculating the tangent vector T, and the binormal vector B,
the following are obtained:

To= normalisation {[(v1-vo)(P2"-Po)-(v2-vo)(P+1-Po)l/[(U2-Uo)(V1-Vo)-(U1-Uo)(V2-
vo)l}

B= normalisation {[(ui-uo)(P2'-Po)-(uz-Uo)(P1’-Po)]/[(U1-Ug)(V2-Vo)-(U2-Ug)(V+-
vo)l};

transformation of coordinates of the object space in the view space for
the base of the tangent space and for the position of the current vertex:
the base of the tangent space (T, Bo, No) and the position of the current
vertex (Po) are transformed from the object space to the view space then
transmitted to the pixels processor 12 after a rasterization process 11.
The transformation is carried out by multiplying the values of the object
space by a normal array available in the vertex shader (10).
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Once the vertices are projected onto the display screen, the
primitives constituted by these vertices must be restored. The step that
consists in proceeding to the filling of primitives, for example horizontally line
by line, is called rasterization 11. During the filling, the GPU interpolates the
data associated with the vertices, such as the depth, the colour, the binormal,
the tangent or the texture coordinates, the set of this data with the current
filling position forming an entity called a pixel or fragment.

After the step of rasterization, operations on the rasterized pixels
are executed in the pixels processor 12. One of these operations
corresponds to the texture mapping. The main idea of texture mapping is to
associate a 2D image with a 3D surface, the surface of the 3D object, using a
function called parametrisation. This function puts in correspondence each
vertex (x, y, z) of the meshed surface of the 3D object with a pair of
coordinates (u, v) representing a pixel of the texture. The calculations carried
out in the pixels processor (12) notably relate to an image for each pixel:

- the procedural generation of second level details, also called semi-
macroscopic details: the parametric equations of second level detail
surfaces are calculated on-the-fly based on generation parameters
provided as shader uniform variables enabling an interactive modification
of these parameters and based on formalised rules like the shader
functions relative to a second level details type or style. These parametric
equations are expressed in the texture coordinates (u, v, h) relating to the
base of the rasterized tangent space (To, Bo, No). A general expression of
these parametric surfaces is the following:

u = fy(ty, to)
v = fo(ty, t2)
h = f5(t4, t2)
with f4, f2, f3 continuous functions and t4, t; live parameters.

- Calculation of the intersection point 203 between the observation ray
(also called view ray) 123 and the second level detail surface 202:
Figure 3 shows a method implemented to determine the intersection
between a surface having a second level of detail and an observation
direction by which an observer views the 3D object, according to a
particular and non-restrictive embodiment of the invention. Figure 3 thus
shows how to estimate the intersection point 203 between the
observation direction 123 and the second level detail surface 202 in the
base of the rasterized tangent space (To, Bo, No). This intersection point
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203 is advantageously estimated by ray tracing. Initially, the start point
122 and the direction vector Vo, of the ray 123 are calculated: the
coordinates (ua, va, wa) of the start point A 122 are obtained from the
rasterization step available in the pixels shader 12 and the direction
vector of the rasterized ray at input Vo is expressed in the base of the
tangent space (To, Bo, No). Then, the exact intersection between the ray
123 and each second level detail surface element (point | 203 of
coordinates (uy, v;, w))) is estimated by resolving the following system of
equations:

U=aVox+Ua Vi=0Voy+Va hi=aVo,+Wa

u=f1(ty, to) vi=fa(ty, 12) hi=f3(t4, t2)

with a a real positive number.

The following is thus obtained:

aVox+ua = fi(ty, t2)

aVoy+va = faty, 1)

aVoz+ha = fa(tq, to)

A system of three equations are obtained for three unknowns (i1, t2, a).
The same operation is reiterated for each second level detail surface of a
set of several second level detail surfaces 202, 301 to determine the
intersection point | 203, 310 with the ray 123. The final intersection point
is selected as being that having the smallest value of z (that is to say
having the minimum a value), that is to say that for which the distance
between the point A and the point | is smallest.

Application of third level details on the second level detail surface
determined previously: the third level details, or microscopic details, are
applied on the semi-macroscopic surface determined by using the per-
pixel displacement mapping technique, as shown in figure 4. To correctly
read the depth or distance stored in a texture map, it is necessary to
operate in the base (T4, B4, N1) relative to the second level detail surface
determined instead of operating in the base of the initial tangent space
(To, Bo, No). Once the coordinates of the modified visible point 204 have
been determined in the base (T4, By, N4), it is possible to extract from
these coordinates (u, v) the texture colour from the input texture map and
the local normal vector from the relief texture map. The quality of third
level details is variable and adapts to the available visualisation distance
information: the smaller the visualisation distance, the greater the details
quality. The coordinates of the modified visible point 204 are then
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calculated in the base of the view space to update the depth of the
associated pixel and to determine the self-shadowing.

Update of the depth of the pixel: the depth of the current pixel is updated.
Calculation of self-shadowing: a method for estimation of the self-
shadowing of the pixel considered is shown in figure 5. The self-
shadowing of the pixel considered is estimated in the pixels shader 12,
that enables a live update of the shadow when the lighting conditions are
modified, for example by modifying the lighting parameters of the light
source 50 lighting the surface of the 3D object according to a lighting
direction 501. The calculation of the shadow associated with the pixel
comprises the following steps:

o Calculating the relative lighting direction V| 510 with respect to
the modified visible point B 204,

o Determining the initial start position L for the light ray tracing:
this initial start position is calculated in the base of the tangent
space (To, Bo, No),

o Calculating the intersection points 502, 503 between the light
ray 501 and the third level detail surface: these intersections
are determined in the same way as described previously for the
calculation of the intersection point 203 between the
observation ray 123 and the second level detail surface 202 as
shown in figure 3.

o Verification that the pixel considered is in the shadow, that is to
say if the light ray 501 has one or several intersection points
with the third level detail surface before the modified visible
point B 204 is reached: in other words, if the last intersection
point has a coordinate z higher than the previous value B.z (that
is to say estimated for the preceding intersection point) then the
point B is not visible from the light source 50 according to the
light direction 501 and the pixel considered is in the shadow.

Determination of the final colour of the pixel: the final colour of the pixel
(defined for example by the RGB (Red, Blue, Green) components) is
assigned to the pixel by reading the exact position of the point B 204 in
the texture map storing the RGB values for each pixel and by applying
the lighting by extracting the local normal vector stored in a relief texture
map and by applying the shadowing previously calculated.
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Figure 6 diagrammatically shows a hardware embodiment of a
device 6 adapted for the estimation of information representative of a pixel of
a virtual object and for the creation of display signals of one or several
images. The device 6 corresponds for example to a personal computer PC, a
laptop or a game console.

The device 6 comprises the following elements, connected to each
other by a bus 65 of addresses and data that also transports a clock signal:

- amicroprocessor 61 (or CPU),

a graphics card 62 comprising:
e several Graphics Processing Units (or GPUs) 620,
e a Graphical Random Access Memory (GRAM) 621,
- anon-volatile memory of ROM (Read Only Memory) type 66,
- aRandom Access Memory or RAM 67,
- one or several I/O (Input/Output) devices 64 such as for
example a keyboard, a mouse, a webcam, and
- apower source 68.

The device 6 also comprises a display device 63 of display screen
type directly connected to the graphics card 62 to display notably the
rendering of synthesized images calculated and composed in the graphics
card, for example live. The use of a dedicated bus to connect the display
device 63 to the graphics card 62 offers the advantage of having much
greater data transmission bitrates and thus reducing the latency time for the
displaying of images composed by the graphics card. According to a variant,
a display device is external to the device 6 and is connected to the device 6
by a cable transmitting the display signals. The device 6, for example the
graphics card 62, comprises a means for transmission or connection (not
shown in figure 4) adapted to transmit a display signal to an external display
means such as for example an LCD or plasma screen or a video-projector.

It is noted that the word "register" used in the description of
memories 62, 66 and 67 designates in each of the memories mentioned,
both a memory zone of low capacity (some binary data) as well as a memory
zone of large capacity (enabling a whole program to be stored or all or part of
the data representative of data calculated or to be displayed).

When switched-on, the microprocessor 61 loads and executes the
instructions of the program contained in the RAM 67.

The random access memory 67 notably comprises:
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- in a register 630, the operating program of the microprocessor
61 responsible for switching on the device 6,

- parameters 671 representative of the virtual object (for
example modelling parameters of the virtual object, the lighting
parameters of the virtual object).

The algorithms implementing the steps of the method specific to
the invention and described hereafter are stored in the memory GRAM 67 of
the graphics card 62 associated with the device 6 implementing these steps.
When switched on and once the parameters 670 representative of the
environment are loaded into the RAM 67, the graphic processors 620 of the
graphics card 62 load these parameters into the GRAM 621 and execute the
instructions of these algorithms in the form of microprograms of “shader” type
using HLSL (High Level Shader Language) language or GLSL (OpenGL
Shading Language) for example.

The random access memory GRAM 621 notably comprises:

- in aregister 6210, the parameters representative of the virtual

object,

- parameters 6211 representative of the first detail level surface,

- parameters 6212 representative of second detail level
surfaces,

- information 6213 representative of the third detail level surface,

According to a variant, a part of the RAM 67 is assigned by the
CPU 61 for storage of the parameters 6211 to 6213 if the memory storage
space available in GRAM 621 is insufficient. This variant however causes
greater latency time in the composition of an image comprising a
representation of the environment 1 composed from microprograms
contained in the GPUs as the data must be transmitted from the graphics
card to the random access memory 67 passing by the bus 65 for which the
transmission capacities are generally inferior to those available in the
graphics card for transmission of data from the GPUs to the GRAM and vice-
versa.

According to another variant, the power supply 68 is external to
the device 6.

According to another variant, the device 6 comprises an integrated
VRAM (Video Random Access Memory). Advantageously the VRAM
comprises several image buffers, such as for example a “Front Buffer” storing
the image calculated during display on the screen, a “Back Buffer” receiving
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the pixels being calculated for display on the next image, a depth buffer (or
Z-Buffer) storing for each pixel of the image the depth with regard to the
viewpoint or the camera. The VRAM also comprises the textures that will be
mapped on the facets of the mesh using specific coordinates called texture
coordinates.

Figure 7 shows a method for estimation of information
representative of a pixel of a virtual object implemented in a device 6,
according to a non-restrictive particularly advantageous embodiment of the
invention.

During an initialisation step 70, the different parameters of the
device 6 are updated. In particular, the parameters representative of the
virtual object are initialised in any way.

Then, during a step 71, a first surface element is associated with
the pixel for which it is sought to estimate the information enabling it to be
represented. This first surface element is defined as being the surface
element belonging to a representation of the virtual object according to a first
level of detail that corresponds to the intersection between an observation
direction (or view ray) by which a spectator or a user looks at the virtual
object through the pixel considered and a surface of the object having a first
level of detail. Such a first level of detail surface corresponds for example to
a macroscopic or coarse representation of the virtual object, that is to say to
a representation made from a restricted number of triangles and vertices, that
is to say made from a not very dense mesh. In other words, the first level of
detail surface corresponds to the 3D macrostructure of the virtual object. The
first surface element associated with the pixel considered is advantageously
determined using the ray tracing technique based on the view ray.

Then, during a step 72, a second surface element is associated
with the first surface element defined in the preceding step. This second
surface element corresponds to the intersection between the observation
direction passing by the pixel considered and a first surface having a second
level of detail, that is to say representing the surface of the virtual object with
a second level of detail. The second level of detail is advantageously more
precise and finer than the first level of detail and corresponds for example to
a semi-macroscopic view of the surface of the virtual object. The first surface
is said to be parametric as it is defined and generated live from a parametric
equation. If the virtual object corresponds for example to a building, the first
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surface corresponds for example to the graphic representation of the
structure of an element of a fagade of the building, for example a door, or
window or a balcony. By playing with the parameters of the parametric
equation, it is possible to modify the structure of this or that element of the
building or to modify the number of windows or doors per storey of the
building. According to a variant, the first parametric surface is selected from
among a plurality of parametric surfaces, each parametric surface of the
plurality corresponding to a graphic representation of a particular structure of
the surface. Advantageously, the parametric surface selected from among
the plurality of parametric surfaces is that having first an intersection with the
direction of observation in the sense of observation of the spectator looking
at the virtual object. In other words, the parametric surface selected is that for
which the distance separating the first surface element and the second
surface element is smallest following the direction of observation.

The use of a parametric surface offers the advantage of minimising the
cluttering of the memory, notably when several virtual objects of the same
style are rendered live. In fact, according to the invention, only the first
surface element representing the virtual object according to a first level of
detail uses a mesh, that in addition is not very dense. The requirements in
memory to store the information relating to the mesh are thus low and even if
several virtual objects must be rendered together, the cluttering of the
memory remains low, the information relating to the second level of detail
being generated on-the-fly in a procedural way by means of parametric
functions stored in the pixels processor (i.e. pixels shader), only the
parameters on which they call being stored in the GRAM.

Finally, during a step 73, information enabling the virtual object to
be represented according to a third level of detail is associated with the
second surface element. The third level of detail is advantageously more
precise and finer than the second level of detail and corresponds for example
to a microscopic level of detail (for example one brick of a wall). The
information representative of a third level of detail is advantageously
associated with the second surface element by applying the per-pixel
displacement mapping technique. This technique is based on three principles
that are the displacement map, the tangent space and ray tracing. The
displacement map, also called a relief map or height map, is a two-
dimensional image for which the pixels are used to store geometrical data,
that is to say depths and normals (normal vectors associated with the pixels
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of the displacement map). The depths are associated with the micro-relief
mapped onto the second surface element and are stored in a first channel of
the relief map. The other channels of the relief map are used to store the
three components of normals that are calculated from depths. Thus, from the
relief map and using the ray tracing technique, it is possible to define the
micro-relief (or the depth information representative of a third level of detail)
and associate it with the second surface element. For a given pixel of the
virtual object (or 3D object) a pixel of the displacement map is associated
and a pixel of the texture map is also associated. The texture map is a two-
dimensional image for which the pixels are used to store RGBa colour data.
Thus, from information enabling the virtual object to be represented
according to a third level of detail and associated with the second level of
detail surface element, the coordinates of a pixel of the displacement map
are obtained, these coordinates enable the RGBa components stored in the
texture map to be found.

According to a variant, the information enabling the virtual object
to be represented according to a third level of detail corresponds to the
information stored in the texture map. According to this variant, the
displacement map is not used.

According to another variant, the lighting of the pixel of the virtual
object for which are estimated information representing it is determined by
calculation of the self-shadowing of this pixel using the ray tracing technique
according to a light ray from a light source. According to this variant, it is
determined if the pixel considered is lighted directly by the light source or
masked by one or several geometry elements associated with the pixels
surrounding the pixel of the virtual object. This variant offers the advantage of
providing more realism to the rendering of the virtual object as it takes into
account the shadow information providing an impression of reinforced 3D.

The preceding steps are advantageously reiterated for the set of
pixels of the virtual object, pixel by pixel. Thus, and notably for step 72, the
intersection between the observation direction passing through the pixel
considered and a first surface having a second level of detail corresponds to
the intersection between the observation direction and a surface element of
the first surface, the first surface of second level of detail corresponding to
the sum of all the surface elements generated for all the pixels of the virtual
object.
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Naturally, the invention is not limited to the embodiments
previously described.

In particular, the invention is not limited to a method for estimation
of information representative of a pixel of a virtual object but also extends to
any device implementing this method and notably any devices comprising at
least one GPU. The implementation of calculations necessary to the
estimation of information representative of a pixel of a virtual object is not
limited either to an implementation in shader type microprograms but also
extends to an implementation in any program type, for example programs
that can be executed by a CPU type microprocessor.

The use of the invention is not limited to a live utilisation but also
extends to any other utilisation, for example for processing known as
postproduction processing in a recording studio for the rendering of synthesis
images for example. The implementation of the invention in postproduction
offers the advantage of providing an excellent visual rendering in terms of
realism notably while reducing the required calculation time.

The invention also relates to a method for composition of a video
image, in two dimensions or in three dimensions, for which the information
representative of the set of pixels of the virtual object are calculated
according to several observation directions and the resulting information
representative of pixels is used for the display of pixels of the image, each
pixel corresponding to an observation direction. The information
representative of a pixel is recalculated to adapt to the different viewpoints of
the spectator.

The present invention can be used in postproduction applications
but also in video games for the creation of levels, or in the architectural
design, whether by programs that can be executed in a PC or portable type
computer or in specialised games consoles producing and displaying images
live. The device 6 described with respect to figure 6 is advantageously
equipped with interaction means such as a keyboard and/or joystick, other
modes for introduction of commands such as for example vocal recognition
being also possible.
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CLAIMS

1. Method for estimation of information representative of a pixel of a
virtual object, characterized in that said method comprises the following steps
for:

- defining (71) a first surface element (122) associated with said
pixel according to a direction of observation (123) of the virtual
object, said first surface element (122) belonging to a
representation of said virtual object according to a first level of
detail,

- associating (72) a second surface element (203) with said first
surface element (122), said second surface element (203) being
determined by intersection between said direction of observation
(123) and a first parametric surface (202) representing the virtual
object according to a second level of detail,

- estimating (73) said information representative of said pixel
according to said second surface element (203) and information
(204) associated with said second surface element enabling the
virtual object to be represented according to a third level of detail.

2. Method according to claim 1, characterized in that the first parametric
surface (202) is selected from among a set of parametric surfaces (202, 301).

3. Method according to claim 2, characterized in that the first parametric
surface selected corresponds to the parametric surface of said set for which
the distance separating the first surface element from the second surface
element is smallest.

4. Method according to one of claims 1 to 3, characterized in that said
information associated with the second surface element is coded in at least
one of the maps of a set of maps comprising:

- atexture map, and

- adisplacement map.

5. Method according to any one of the preceding claims, characterized in
that it comprises a step of estimation of the lighting of said pixel by
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calculation of the self-shadowing of said pixel using information enabling said
virtual object to be represented according to a third level of detail associated
with said pixel and with a plurality of pixels surrounding said pixel.

6. Method according to one of the preceding claims, characterized in that
the steps of the method are executed live in at least one Graphics
Processing Unit (GPU).
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