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INCREASING POWER EFFICIENCY OF
TURBO MODE OPERATION IN A PROCESSOR

Background
[0001] Many modern operating systems (OS’s) use the Advanced Configuration

and Power Interface (ACPI) standard, e.g., Rev. 3.0b, published October 10, 2006,
for optimizing system power. An ACPI implementation allows a processor core to be
in different power-consumption states, generally referred to as so-called C1 to Cn
states. When a core is active, it runs at a so-called CO state, and when the core is
idle it may be placed in a core low power state, a so-called core non-zero C-state
(e.g., C1-Cob states).

[0002] In addition to power-saving states, performance states or so-called P-states
are also provided in ACPl. These performance states may allow control of
performance-power levels while a core is in an active (CO) state. In general, multiple
P-states may be available, namely from PO — Pn, where PO corresponds to a
maximum frequency for the core, while each P-state, e.g., P1 — Pn_ operates the

core at lower performance levels.

[0003] Many processors provide hardware support for improved performance.
Oftentimes, such support includes a so-called turbo mode in which when additional
headroom (e.g., current consumption, power consumption and temperature) is

available, the processor can operate at a higher frequency to maximize performance.

[0004] Operating systems such as a Microsoft WINDOWS™ QOS provide for three
modes of operation: power saving, balanced, and high performance. Turbo mode is
disabled in the power saving mode, and is always enabled in the high performance
mode. However, the balanced mode is expected to make intelligent decisions about
when to enter turbo mode for performance and when to emphasize power savings.
In this balanced mode, at low utilizations, turbo mode is not enabled as power
consumption may be excessively high, particularly for the amount of utilization
occurring. However, at higher utilizations (e.g., greater than approximately 80%),
turbo mode may be enabled. This is so, as without providing for this higher

frequency, there is a risk that expected performance may not be obtained.
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[0005] The SPECpower_ssj2008 benchmark is an industry standard metric to
determine the power efficiency of a system. Performance and power measurements
are taken at various load levels from 0 to 100% utilization. An OS vendor may
choose to disable turbo mode entirely in a default balanced mode if it is active at
lower utilization points of the SPECpower_ssj2008 benchmark, since current OS
requirements dictate that in the balanced mode that turbo mode not be entered until
a utilization rate of 80% is reached. But with an ever-increasing number of threads
executing on a processor, turbo mode may be entered at utilization rates as low as
50%. Thus the OS vendor may disable turbo mode in the balanced mode of
operation and as a result, a user does not obtain the possible performance benefits

of turbo mode.

[0006] Intelligent turbo is a technique that attempts to deal with this problem by
delaying turbo mode entry for a programmed delay. However, this eliminates the
performance upside for single-threaded and throughput modes. And, the delay
window can be relatively long, which prevents a requesting application from taking
advantage of the increased performance of turbo mode. The frequency loss of
disabling turbo for single-thread applications can be as much as a gigahertz (GHz) or

more.

Brief Description of the Drawings

[0007] FIG. 1 is a graphical illustration of an intelligent turbo mode control algorithm

in accordance with an embodiment of the present invention.

[0008] FIG. 2 is a flow diagram of a method of configuring a processor for turbo

mode operation in accordance with an embodiment of the present invention.

[0009] FIG. 3 is a flow diagram of a turbo mode control method in accordance with

an embodiment of the present invention.

[0010] FIG. 4 is a block diagram of a processor in accordance with an embodiment

of the present invention.

[0011] FIG. 5 is a block diagram of a processor core in accordance with one

embodiment of the present invention.
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[0012] FIG. 6 is a block diagram of a system in accordance with an embodiment of

the present invention.

[0013] FIG. 7 is a simulation result of turbo mode control in accordance with an

embodiment of the present invention.

Detailed Description

[0014] Embodiments may monitor various information to determine when to enable
turbo mode performance. As used herein, an active “turbo mode” means an
operation mode in which at least one processor domain (e.g., 1 or more cores) is
operating at a higher than guaranteed operating frequency. For example, assume a
processor has a stamped thermal design power (TDP) frequency of 2.0 gigahertz
(GHz). This frequency may correspond to a P1 performance state, namely the
maximum guaranteed operating frequency. Instead, in the PO state, the operating
frequency may be higher (depending on other factors such as number of active
cores, workload types, thermal budget and so forth). Accordingly, the PO state is an
opportunistic state in which operating frequency can exceed the TDP maximum
operating frequency. Assume that a given processor has multiple bins of upside,
e.g., 10 bins. As a result, the processor can operate in the PO mode at somewhere
from 2 GHz all the way up to 3 GHz, depending on certain factors. These factors

include how many threads are running, the workloads of those threads, and so forth.

[0015] More specifically, in one embodiment a turbo mode determination, which
may be made in a power control unit of a processor, may be based on both core
power state information (referred to herein as C-state) and processor performance
state information (referred to herein as P-state) to determine when the processor can
best take advantage of turbo performance. In general, a thread requests turbo mode
by requesting the PO state, and the CO state either by the thread itself or by another
thread.

[0016] PO residency increases at lower utilization points as a processor supports
greater numbers of threads. This is caused by the OS, which measures utilization at
the thread level and sets all threads to the highest requested performance (lowest

numbered) P-state. The more threads, the higher the probability of entering the PO



WO 2013/003159 PCT/US2012/043407

4

turbo mode. That is, an OS running on a thread can generate requests for different
P-states for various threads. The power control unit may then determine the
appropriate P-state for a given domain based on these multiple requests. In general,
the power control unit may analyze the P-states and select a P-state for the domain
based on the highest requested state. For example, so long as a single thread

requests the PO state, all threads of the domain may execute in the PO state.

[0017] In many OSs such as a Microsoft WINDOWS™ QS, although it receives
requests for lower performance states from one or more threads, it may not pass
these requests on to the power control unit if it is aware of at least one other thread
that is requesting a higher (e.g., P0O) state. As a result, the power control unit may
not have accurate information as to actual performance state requested by executing
threads. Due to this filtering of certain performance requests by the OS, it may
appear to the power control unit that there are more PO requests (at least on a
percentage basis) than actually exist. Thus a processor may be in a higher
performance state for lower utilization levels than it otherwise could be, which can
lead to a violation of OS requirements, as described above. Embodiments may
seek to reduce entry into a turbo mode even in light of this filtering of non-PO

requests done by the OS.

[0018] Thread CO residency, in contrast to PO residency, is fairly linear with
utilization levels. In general for a SPECpower_ssj2008 workload, at 100% utilization
the processor is in the CO state nearly 100% of the time. As the utilization goes

down, the CO residency goes down as well, in a substantially linear manner.

[0019] Embodiments thus may leverage information regarding both CO and PO
residency to enhance turbo mode power efficiency. More specifically, as shown in
FIG. 1, which is a graphical illustration of an intelligent turbo mode control algorithm
in accordance with an embodiment of the present invention, the higher the
application workload, the more time spent in the CO state. Higher levels of processor
utilization also trigger the OS to set the P-state to a higher level (lower numbered)
state. Embodiments may thus take advantage of the linear nature between COPO

residency and utilization such that turbo mode is enabled when the COPO residency
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crosses a predetermined utilization percentage. As shown in FIG. 1, horizontal lines
25 and 30 correspond to different weightings of non-turbo mode versus turbo mode.
As seen, at a higher weighting for the non-turbo mode, the threshold utilization level
at which turbo mode is enabled is higher. As specifically seen, at an 8x weighting
shown in line 25, the threshold utilization level is approximately 89%, while at a 4x

weighting shown at line 30, the threshold utilization level is approximately 79%.

[0020] In an embodiment described herein, COPO residency can be monitored
through a set of continuous counters maintained on a per-thread basis. These
counters may be referred to herein as turbo mode counters. An embodiment may
cause a given turbo mode counter to increment when the combined state requested
by the thread is COPO, and decrement in any other state. The relative
increment/decrement can be weighted to adjust a utilization point (e.g., with regard
to a benchmark workload such as SPECpower_ssj2008) to the desired value. For
example, if the non-COPO/COPO weight is set to 8x, then the utilization point is
8/(8+1)= 89%. As a result, it takes over 8 times as much COPO time as non-COPO
time before the turbo mode counter increments. Or equivalently, the counter may be
decremented by a greater weight for a non-COPO state than it is incremented for the
COPO state. In this way, improved control over a utilization point at which turbo

mode is enabled can be realized.

[0021] Also by providing the continuous counters, turbo mode performance may be
improved during short bursts of deeper C-states (e.g., deeper sleep states). The
continuous count also weights deeper C-state requests because a processor
generally stays in that C-state longer. In one embodiment, each counter can be
updated (e.g., incremented/decremented) during each power control code loop
executed by a power control unit. In this embodiment, counts may be maintained on
a per-thread basis, and then combined together into a domain (e.g., a voltage
domain) level decision. A processor may include multiple voltage and frequency
planes or domains. A voltage domain could be all cores of a processor, a subset of
cores, or a single core depending on the processor design, and each domain can be

individually controlled to be at a given voltage and frequency combination.
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[0022] Embodiments may operate in both throughput (all cores active) and single-
thread modes. As long as a single thread requests turbo mode for a delay threshold
(described below), then turbo mode is enabled. Performing the algorithm on a per-
thread basis also allows the delay threshold to be reduced significantly, enabling a

processor to respond faster to turbo requests.

[0023] Referring now to FIG. 2, shown is a flow diagram of a method of configuring
a processor for turbo mode operation in accordance with an embodiment of the
present invention. As shown in FIG. 2, method 200 may be used to configure, e.g., a
power control unit of a processor to analyze various incoming information from
multiple threads executing on the processor to determine an appropriate point at
which to enter a turbo mode of operation. Note that in various embodiments, this
point at which to enter turbo mode may occur at a relatively high utilization level of
the processor, e.g., at an 80% or greater utilization level, even when a large number

of threads (e.g., 12 or more) are executing on the processor.

[0024] As seen in FIG. 2, method 200 may begin by setting a weighting between
turbo mode and non-turbo mode (block 210). That is, as discussed above
embodiments may weight more heavily non-turbo mode requests from threads to
thus cause the processor to enter into a turbo mode only when a correspondingly
large number of turbo mode requests have been received from the threads. In one
embodiment, this weighting may be set such that non-turbo mode requests are
weighted at 8 times the value given to a turbo mode request, although the scope of
the present invention is not limited in this regard. In this way, turbo mode may only
be entered when a processor reaches a relatively high utilization rate, e.g., 89% in
this example. As such this weighting can set a threshold utilization level below which

turbo mode is not to be enabled.

[0025] Various manners of setting this weighting may occur in different
embodiments. In some embodiments, this weighting may be hard coded via
firmware present in a power control unit of a processor uncore. In other
embodiments, the weighting may be set by various entities, including by providing a

configuration register that may be set by system software, such as a basic
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input/output system (BIOS) on system startup or under operating system (OS)
control. In yet other embodiments, this weighting can be exposed to a user via
providing a user-accessible configuration register to enable a given weighting. Thus
in various embodiments the selection of the threshold utilization level for entering
turbo mode can be static (e.g., fixed on manufacture), controlled by system software
such as BIOS or OS, or even dynamically configurable by a user via a user-

accessible configuration register.

[0026] In addition to setting weightings, multiple thresholds may also be set (block
220). In various embodiments, these multiple thresholds may provide for a level of
hysteresis such that a higher threshold is to be reached before entering into turbo
mode, while so long as at least a smaller threshold is met while in the turbo mode,
the turbo mode may remain active. Thus these thresholds can be used to filter turbo
mode glitches that may occur in an application. Although the scope of the present
invention is not limited in this regard, in one embodiment these thresholds may be
hard coded into a processor, and may correspond to various counter levels. Finally
after setting these weightings and thresholds, a plurality of turbo mode counters may
be initialized (block 230). More specifically, a power control unit may include a
residency counter for tracking COPO requests, e.g., on a per-thread basis. Although
shown with this particular implementation in the embodiment of FIG. 2, understand

the scope of the present invention is not limited in this regard.

[0027] Referring now to FIG. 3, shown is a flow diagram of a turbo control method
in accordance with an embodiment of the present invention. As shown in FIG. 3,
method 300 may be implemented in a power control unit of a processor, e.g., as
present in a processor uncore. In general, method 300 may be used to intelligently
enter a turbo mode only when a processor utilization is above a predetermined level.
In addition, the method may provide for filtering of turbo mode requests as well as
providing a measure of hysteresis such that once in a turbo mode, the processor
does not immediately fall out of the turbo mode and then re-enter the turbo mode,
which could cause greater power consumption by the operations of entering into and

exiting turbo mode.
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[0028] In general, method 300 may be executed during each power control loop
performed by the power control unit. Also note that the method may be performed
independently for multiple domains in a multi-domain processor. Thus in a
processor having multiple voltage domains, each voltage domain, e.g., as powered
by a given voltage regulator, may operate at a uniform mode and thus voltage and

frequency.

[0029] As seen, method 300 may begin by determining whether a thread requests
a COPO combination (diamond 310). As used herein, this COPO combination may
correspond to a turbo mode request in that the thread is requesting a highest
performance state (P0O) as well as a highest core power state (C0). In an
embodiment, this determination may be based on analysis of various control
information present in the power control unit. For example, a set of residency
registers may be provided, with a first residency register to indicate CO requests and
another residency register to indicate PO requests. In such an embodiment, these
residency registers may have a plurality of bits, with each bit associated with a given
thread executing on the processor. Thus when a thread requests a COPO
combination, the corresponding bits of the PO residency register and the CO
residency register may be set. Although in this implementation these registers
provide for per thread information, understand that other implementations are
possible. For example, a CO and PO residency register may be provided for each

domain or even on a core basis.

[0030] If it is determined at diamond 310 that a thread requests the COPO state,
control passes to block 315 where a turbo mode counter may be incremented for
that thread. |If instead at diamond 310 it is determined that the thread has not
requested this COPO state, control rather passes to block 320. There, the turbo
mode counter for the thread may be decremented by a weighted amount. That is, as
discussed above, to ensure that turbo mode is only entered at high utilization rates,
such non-turbo mode requests may be more highly weighted than turbo mode
requests. As in the example above, this decrement may be an 8 times decrement as
compared to an increment. Thus on a non-turbo mode request, the thread’s turbo

mode counter may be decremented by 8 while instead on a turbo mode request, the
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same counter may only be incremented by one (in this example) such that different
weightings apply to COP0 and non-COPO requests. Changing the weight adjusts the
target utilization break point. The larger the decrement value, the higher the
utilization before entering turbo. Control passes next to diamond 330 where it may
be determined whether there are more threads present to be analyzed. If so, control
passes back to diamond 310. Otherwise, for this power control loop, all threads and
turbo mode counters have been appropriately updated and accordingly, control

passes to diamond 350.

[0031] Still referring to FIG. 3, at diamond 350 it can be determined whether any of
the threads’ turbo mode counter values is greater than a turbo trigger threshold.
This turbo trigger threshold may correspond to a counter value above which a turbo
mode should be entered. Accordingly, the power control unit may analyze all of the
threads’ turbo mode counters to determine if at least one of them has a value above
this threshold. In one embodiment, the power control unit that implements method
300 may execute an OR function to determine if any of the turbo mode counters is
above the trigger threshold. If so, control passes to block 355 where the turbo mode
may be activated if the processor domain was previously not in the turbo mode. And
if the processor domain was already in the turbo mode, the turbo mode may be

maintained.

[0032] Although not shown for ease of illustration in FIG. 3, in some embodiments a
delay mechanism can be implemented to delay entry into the turbo mode for a
predetermined amount of time after the turbo mode trigger threshold is exceeded.
This delay period may occur after an affirmative determination at diamond 350.
When this timer times out, it can be determined again whether the given turbo mode
counter is still greater than the trigger threshold. If so, turbo mode is entered at
block 355 and otherwise it is not. Although the scope of the present invention is not
limited in this regard, this delay timer may be on the order of between approximately

0.1 and 10 seconds.

[0033] If at diamond 350 it is determined that there are no threads having a turbo

mode counter value above this turbo trigger threshold, control instead passes to
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diamond 360 where it can be determined whether the turbo mode is presently active.
If not, control passes to block 375 where the non-turbo mode may be maintained for
the processor domain. If instead turbo mode is active, control passes to diamond
365 where it can be determined whether the maximum turbo mode counter value for
the threads of the processor domain is less than a turbo disable threshold. This
turbo disable threshold level may be at a lower level than the turbo mode trigger
threshold to provide a measure of hysteresis such that when in a turbo mode, a short
term drop below the trigger mode threshold does not cause turbo mode exit. In this
way, a bursty pattern of a program can be accommodated to thus maintain turbo
mode even when small bursts below the turbo mode trigger threshold level occur.
Thus so long as at least one turbo mode counter value for the threads of the
processor domain is above this disable threshold, the turbo mode may be
maintained for the processor domain (block 380). Otherwise, if all of the turbo mode
counter values for the threads of the processor domain are less than this disable
threshold, control passes to block 370 where the turbo mode may be disabled for the
given processor domain. Although shown with this particular implementation in the
embodiment of FIG. 3, understand the scope of the present invention is not limited in

this regard.

[0034] As seen in Table 1, single-thread turbo mode control results in accordance
with an embodiment of the present invention shows the SPECpower utilization point
with varying non-COPO/COPO weights. The higher the weight for these non-turbo
mode requests, the higher the utilization point target. The results clearly show that
turbo residency increases with the weight. More specifically, the top row of Table 1
sets forth utilization rates for a benchmark workload from 60% to 100%. In turn, the
first column identifies the various weightings between non-turbo mode and turbo
mode, the second column identifies a resulting target or threshold utilization rate.
And the remaining columns identify a percentage of time that the processor operates

in a turbo mode.
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Table 1
Non-COP0/ Target % 60% 70% 80% 90% 100%
C0 PO weight
2x 67% 0 0.04 0.76 0.97 0.99
4x 80% 0 0 0.09 0.60 0.99
8x 89% 0 0 0.02 0.25 0.99
16x 94% 0 0 0.01 0.17 0.98

[0035] As seen in Table 2, socket-level turbo mode control results in accordance
with an embodiment of the present invention have a lower SPECpower_ssj2008
utilization point than the single-thread results, since the probability of a PO turbo
request increases with the number of active threads. There are two parameters that
can increase the turbo mode entry utilization point. First, the higher weight increases
the target utilization point. Second, the delay threshold filters out short glitches of

turbo residency, tightening control of the utilization point.

Table 2
Non-COP0/ Target 60% 70% 80% 90% 100%
C0 PO weight
2x 67% 0 0.69 1.00 1.00 1.00
4x 80% 0 0 0.94 1.00 1.00
8x 89% 0 0 0.38 1.00 1.00
16x 94% 0 0 0.17 1.00 1.00

[0036] Referring now to FIG. 4, shown is a block diagram of a processor in
accordance with an embodiment of the present invention. As shown in FIG. 4,

processor 400 may be a multicore processor including a plurality of cores 410, —
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410,. In one embodiment, each such core may be configured to operate at multiple
voltages and/or frequencies, and to enter turbo mode as instructed. The various
cores may be coupled via an interconnect 415 to a system agent or uncore 420 that
includes various components. As seen, the uncore 420 may include a shared cache
430 which may be a last level cache. In addition, the uncore may include an
integrated memory controller 440, various interfaces 450 and a power control unit
455,

[0037] In various embodiments, power control unit 455 may be in communication
with OS power management code. For example, based on requests received from
the OS, power control unit 455 may update appropriate status information such as P-
states and C-states, e.g., present in P-state and C-state residency registers 4560-
456, and 457,-457,, respectively, and maintain turbo mode counters 458,-458, for

various executing threads.

[0038] As further seen, power control unit may include turbo mode logic 459. In
various embodiments, logic 459 may implement the turbo mode analysis performed,
e.g., in FIG. 3 above, as well as handling some of the configuration operations for
configuring the weighting between COPO and non-COPO states, various turbo mode
thresholds and so forth.

[0039] Accordingly, turbo mode logic 459 may receive incoming requests for turbo
mode and update the appropriate counters and registers. Then during execution of
a power control loop within power control unit 455, turbo mode logic 459 may
analyze the turbo mode counters for the given threads to determine whether turbo
mode is to be entered, exited or maintained, depending on the values of the counters
and the corresponding thresholds. Responsive to such analysis, power control unit
455 may generate a plurality of control signals to cause the cores of one or more
domains to operate in a turbo or non-turbo mode. In this way, turbo mode logic 459
may only enable entry and maintenance in a turbo mode when a utilization rate for
the processor is at least at a relatively high threshold level, e.g., 80% or greater. In
addition, in some embodiments turbo mode logic 459 may further delay entry into a

turbo mode after a given turbo mode counter exceeds a trigger threshold, to prevent
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a short burst of thread execution from causing turbo mode to be entered for only a
short period of time. Although shown with this particular level of detail in the
embodiment of FIG. 4, understand the scope of the present invention is not limited in

this regard.

[0040] With further reference to FIG. 4, processor 400 may communicate with a
system memory 460, e.g., via a memory bus. In addition, by interfaces 450,
connection can be made to various off-chip components such as peripheral devices,
mass storage and so forth. While shown with this particular implementation in the

embodiment of FIG. 4, the scope of the present invention is not limited in this regard.

[0041] Referring now to FIG. 5, shown is a block diagram of a processor core in
accordance with one embodiment of the present invention. As shown in FIG. 5,
processor core 500 may be a multi-stage pipelined out-of-order processor. As
shown in FIG. 5, core 500 may operate at different voltages and frequencies (both in

and out of turbo mode).

[0042] As seenin FIG. 5, core 500 includes front end units 510, which may be used
to fetch instructions to be executed and prepare them for use later in the processor.
For example, front end units 510 may include a fetch unit 501, an instruction cache
503, and an instruction decoder 505. In some implementations, front end units 510
may further include a trace cache, along with microcode storage as well as a micro-
operation storage. Fetch unit 501 may fetch macro-instructions, e.g., from memory
or instruction cache 503, and feed them to instruction decoder 505 to decode them

into primitives, i.e., micro-operations for execution by the processor.

[0043] Coupled between front end units 510 and execution units 520 is an out-of-
order (OOQO) engine 515 that may be used to receive the micro-instructions and
prepare them for execution. More specifically OOO engine 515 may include various
buffers to re-order micro-instruction flow and allocate various resources needed for
execution, as well as to provide renaming of logical registers onto storage locations
within various register files such as register file 530 and extended register file 535.

Register file 530 may include separate register files for integer and floating point
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operations. Extended register file 535 may provide storage for vector-sized units,

e.g., 256 or 512 bits per register.

[0044] Various resources may be present in execution units 520, including, for
example, various integer, floating point, and single instruction multiple data (SIMD)
logic units, among other specialized hardware. For example, such execution units
may include one or more arithmetic logic units (ALUs) 522, among other such

execution units.

[0045] Results from the execution units may be provided to retirement logic,
namely a reorder buffer (ROB) 540. More specifically, ROB 540 may include various
arrays and logic to receive information associated with instructions that are
executed. This information is then examined by ROB 540 to determine whether the
instructions can be validly retired and result data committed to the architectural state
of the processor, or whether one or more exceptions occurred that prevent a proper
retirement of the instructions. Of course, ROB 540 may handle other operations

associated with retirement.

[0046] As shown in FIG. 5, ROB 540 is coupled to a cache 550 which, in one
embodiment may be a low level cache (e.g., an L1 cache) although the scope of the
present invention is not limited in this regard. Also, execution units 520 can be
directly coupled to cache 550. From cache 550, data communication may occur with
higher level caches, system memory and so forth. While shown with this high level
in the embodiment of FIG. 5, understand the scope of the present invention is not
limited in this regard. For example, while the implementation of FIG. 5 is with regard
to an out-of-order machine such as of a so-called x86 instruction set architecture
(ISA), the scope of the present invention is not limited in this regard. That is, other
embodiments may be implemented in an in-order processor, a reduced instruction
set computing (RISC) processor such as an ARM-based processor, or a processor
of another type of ISA that can emulate instructions and operations of a different ISA

via an emulation engine and associated logic circuitry.

[0047] Embodiments may be implemented in many different system types.

Referring now to FIG. 6, shown is a block diagram of a system in accordance with an
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embodiment of the present invention. As shown in FIG. 6, multiprocessor system
600 is a point-to-point interconnect system, and includes a first processor 670 and a
second processor 680 coupled via a point-to-point interconnect 650. As shown in
FIG. 6, each of processors 670 and 680 may be multicore processors, including first
and second processor cores (i.e., processor cores 674a and 674b and processor
cores 684a and 684b), although potentially many more cores may be present in the
processors. Each of one or more domains of the processors can be controlled to
only enter turbo mode at a relatively high utilization level of the processor, as
described herein.

[0048] Still referring to FIG. 6, first processor 670 further includes a memory
controller hub (MCH) 672 and point-to-point (P-P) interfaces 676 and 678. Similarly,
second processor 680 includes a MCH 682 and P-P interfaces 686 and 688. As
shown in FIG. 6, MCH’s 672 and 682 couple the processors to respective memories,
namely a memory 632 and a memory 634, which may be portions of system memory
(e.g., DRAM) locally attached to the respective processors. First processor 670 and
second processor 680 may be coupled to a chipset 690 via P-P interconnects 652
and 654, respectively. As shown in FIG. 6, chipset 690 includes P-P interfaces 694
and 698.

[0049] Furthermore, chipset 690 includes an interface 692 to couple chipset 690
with a high performance graphics engine 638, by a P-P interconnect 639. In turn,
chipset 690 may be coupled to a first bus 616 via an interface 696. As shown in FIG.
6, various input/output (I/0O) devices 614 may be coupled to first bus 616, along with
a bus bridge 618 which couples first bus 616 to a second bus 620. Various devices
may be coupled to second bus 620 including, for example, a keyboard/mouse 622,
communication devices 626 and a data storage unit 628 such as a disk drive or other
mass storage device which may include code 630, in one embodiment. Further, an
audio /O 624 may be coupled to second bus 620. Embodiments can be
incorporated into other types of systems including mobile devices such as a smart

cellular telephone, tablet computer, netbook, or so forth.
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[0050] Referring now to FIG. 7, shown is a simulation result of turbo mode control
in accordance with an embodiment of the present invention. FIG. 7 shows how a
representative per-thread COPO residency counter (namely the turbo mode counter
described herein) reacts to the SPECpower_ssj2008 workload. The X-axis shows
time of the application from start to finish. The Y-axis shows the COPO residency
counter value (e.g., for a representative thread), along with various threshold levels
with regard to the counter values. Specifically shown on the Y axis in FIG. 7 is a
disable threshold 705 where, if the counter value falls below this threshold while in
the turbo mode, the turbo mode is disabled. However, when a counter value is
above this threshold, the turbo mode is only active if already initiated. That is,
having a counter value exceed the disable threshold does not enable entry into the
turbo mode. Instead, a counter value triggers entry into turbo mode when it exceeds
a trigger threshold 710, which as seen is at a higher level than the disable threshold.
The counter value increases as the application executes instructions, then
decreases quickly after execution ceases. The illustration shown is for a
non_COPO/COPO weight equal to 8x as discussed above. The workload is at 80%
utilization, which should not trigger turbo mode because it is below the 89% target.
However, note that there are short durations where the counters exceed the trigger
threshold for a duration longer than a delay threshold, which in the embodiments
shown may be at 0.4 seconds. By increasing this delay threshold to, e.g., 1 second,
short bursts of turbo mode may be eliminated in this example. Maintaining a delay
threshold of relatively short duration (e.g., less than approximately 1 second) may
provide an improved response time when entering turbo mode. In some
embodiments, the turbo mode counters can be configured to be clamped at a
predetermined upper limit, e.g., corresponding to a maximum counter value. Per-
thread turbo mode counters can also be used in processors having per-core P-states

to create a turbo decision with socket-wide feedback and control.

[0051] Embodiments thus enable a processor to run more power efficiently while
still providing enhanced performance by providing tighter control to tune a desired
turbo efficiency point. Thus by using an embodiment of the present invention, turbo
mode may be active only at high utilization levels, thus improving power efficiency by

only activating turbo when performance is needed.
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[0052] Embodiments may be implemented in code and may be stored on a non-
transitory storage medium having stored thereon instructions which can be used to
program a system to perform the instructions. The storage medium may include, but
is not limited to, any type of disk including floppy disks, optical disks, solid state
drives (SSDs), compact disk read-only memories (CD-ROMs), compact disk
rewritables (CD-RWs), and magneto-optical disks, semiconductor devices such as
read-only memories (ROMs), random access memories (RAMs) such as dynamic
random access memories (DRAMs), static random access memories (SRAMs),
erasable programmable read-only memories (EPROMs), flash memories, electrically
erasable programmable read-only memories (EEPROMs), magnetic or optical cards,

or any other type of media suitable for storing electronic instructions.

[0053] While the present invention has been described with respect to a limited
number of embodiments, those skilled in the art will appreciate numerous
modifications and variations therefrom. It is intended that the appended claims cover
all such modifications and variations as fall within the true spirit and scope of this

present invention.



O~ W N - A W N = - O N o o~ W N -

-_—

WO 2013/003159 PCT/US2012/043407

18

What is claimed is:

1. An apparatus comprising:

a processor having a plurality of cores and a power control unit (PCU), the
PCU including a first storage to store a plurality of performance state indicators each
to indicate whether a corresponding thread has requested a first performance state
and a second storage to store a plurality of core power state indicators each to
indicate whether the corresponding thread has requested a first core power state,
wherein the PCU is to control entry into a turbo mode based on information in the

first and second storages.

2. The apparatus of claim 1, wherein the PCU includes a plurality of turbo

mode counters each associated with a thread executing on the processor.

3. The apparatus of claim 2, wherein the PCU is to update the turbo mode
counter for a first thread to indicate a turbo mode request if the performance state
indicator and the core power state indicator for the first thread are both of a first

state.

4, The apparatus of claim 3, wherein the PCU is to update the turbo mode
counter in a first direction according to a first weight if the performance state
indicator and the core power state indicator are both of the first state, and otherwise
to update the turbo mode counter in a second direction according to a second

weight, the second weight greater than the first weight.

5. The apparatus of claim 4, wherein the first and second weights are

user controllable.

6. The apparatus of claim 1, wherein the PCU is to prevent entry into the
turbo mode unless a utilization rate of the processor is at least equal to a first
threshold.
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7. The apparatus of claim 2, wherein the PCU is to cause at least a
portion of the processor to enter into the turbo mode if a value of at least one of the

turbo mode counters is greater than a trigger threshold.

8. The apparatus of claim 7, wherein the PCU is to thereafter cause at
least the portion of the processor to remain in the turbo mode if the value of the at
least one turbo mode counter is less than the trigger threshold but greater than a
disable threshold.

9. The apparatus of claim 7, wherein the PCU is to delay the portion of

the processor from entry into the turbo mode for a delay period.

10. A method comprising:

updating a turbo mode counter for each of a plurality of threads executing on
a processor according to a first weighting responsive to a turbo mode request for the
corresponding thread and according to a second weighting responsive to a non-turbo
mode request for the corresponding thread, the second weighting greater than the
first weighting;

determining if a value of at least one of the turbo mode counters exceeds a
turbo mode trigger threshold; and

if so, entering into a turbo mode for at least a portion of the processor.

11.  The method of claim 10, further comprising determining if a value of at
least one of the turbo mode counters is less than a turbo mode disable threshold,

and if so, exiting the turbo mode for at least the portion of the processor.

12. The method of claim 10, further comprising updating a performance
state storage to indicate that a first thread of the plurality of threads has requested
the turbo mode.



~N OO O B~ W N = B OWON -

-_—

WO 2013/003159 PCT/US2012/043407

20

13.  The method of claim 12, further comprising updating a core power
state storage to indicate that the first thread has requested a maximum core power

state.

14.  The method of claim 13, further comprising updating the turbo mode
counter for the first thread based on a value for the first thread in the performance

state storage and the core power state storage.

15. The method of claim 10, wherein the first and second weightings
prevent the turbo mode from being entered unless a utilization rate of the processor

is greater than a first threshold.

16.  The method of claim 10, further comprising delaying entry into the
turbo mode after the at least one turbo mode counter value exceeds the turbo mode
trigger threshold for a first time period.

17.  The method of claim 16, further comprising determining at a conclusion
of the first time period whether the at least one turbo mode counter value exceeds
the turbo mode trigger threshold and if so entering the turbo mode, otherwise not

entering the turbo mode.

18. A system comprising:

a processor including a plurality of domains each having at least one core,
each of the plurality of domains to operate at an independent frequency, the
processor further including a power control logic to enable a first domain to enter into
a turbo mode based on a comparison between a value of a counter that stores a
count of core power and performance combinations and a first threshold; and

a dynamic random access memory (DRAM) coupled to the processor.

19.  The system of claim 18, wherein the power control logic is to update

the counter according to a first weighting responsive to a turbo mode request for the
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first domain and according to a second weighting responsive to a non-turbo mode

request for the first domain, the second weighting greater than the first weighting.

20. The system of claim 19, wherein the power control logic is to update
the counter in a first direction responsive to the turbo mode request and in a second

direction responsive to the non-turbo mode request.

21.  The system of claim 19, wherein the first and second weightings set a
threshold utilization rate of the processor below which the power control logic is to

prevent entry into the turbo mode.

22. The system of claim 19, wherein the power control logic is to delay
entry into the turbo mode after the counter value exceeds the first threshold for a first

time period.
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