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spectral imaging system could be implemented as part of a mobile phone.
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SPECTRAL IMAGING SYSTEM

Priority Claim
[001] The instant patent application is related to and claims priority from co-pending India
Provisional Patent Application No. 201641027671, entitled “Spectral Imaging Equipment”, filed
12th August 2016, and naming as Applicant “Spectral Insights”, which is incorporated in its
entirety herewith.

Background

[002] Technical Field
[003] Embodiments of the present disclosure relate generally to spectral imaging systems.
[004] Related Art
[005] Spectral imaging is well known in the relevant arts, and generally refers to the collection
and processing of spectral information pertaining to scenes of interest. The goal of such
processing may be to obtain the spectral response of objects in the scene, with the purpose of
identifying objects/materials, defects, etc. Embodiments of the present invention are directed to

spectral imaging systems.

Brief Description of the views of Drawings
[006] Example embodiments of the present disclosure will be described with reference to the
accompanying drawings briefly described below.
[007] Figure 1 is a block diagram of a spectral imaging system in an embodiment of the present
disclosure.
[008] Figures 2A, 2B and 2C are block diagrams of some sub-systems of a spectral imaging
system, in different embodiments of the present disclosure.
[009] Figure 3 depicts an RGB image of an apple having a bruised portion, as generally visible to
the naked eye, and as captured by a spectral camera in an embodiment of the present disclosure.
[010] Figure 4 shows an image of an apple that has been spectrally reconstructed, in an
embodiment of the present disclosure.
[011] Figure 5 depicts a slice of a hypercube generated from an image of an apple, in an
embodiment of the present disclosure.
[012] Figure 6 is a graph depicting the reflectance to wavelength relationship of a good portion
and a bruised portion of an apple.
[013] Figure 7 is a snapshot of an interference pattern formed by three wavelengths as captured

by an interferometer in an embodiment of the present invention.
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[014] Figure 8 is a snapshot of an interference pattern formed by a single wavelength as captured
by an interferometer in an embodiment of the present invention.

[015] Figure 9 is the Fourier transform of the interference pattern of Figure 7.

[016] Figure 10 is the Fourier transform of the interference pattern of Figure 8.

[017] In the drawings, like reference numbers generally indicate identical, functionally similar,
and/or structurally similar elements. The drawing in which an element first appears is indicated

by the leftmost digit(s) in the corresponding reference number.

Detailed Description
[018] 1. Overview
[019] A spectral imaging system provided according to an aspect of the present disclosure
contains an interferometer and an optics sub-system. The interferometer is designed to generate
an interference pattern from a first light beam emanating from a first scene. The optics sub-
system is designed to generate six or more responses from a second light beam formed by a
single illumination of a second scene, with each response representing different spectral content
of the second light beam.
[020] According to another aspect of the present disclosure, the spectral imaging system contains
a processing block to process an interference pattern to generate a spectral signature of the first
scene such that said spectral imaging system operates as a spectrometer. The processing block
may also process the responses to generate a hypercube by spectral reconstruction based on the
responses. The hypercube contains multiple values for each pixel of an image representing the
second scene, with each value representing the magnitude of reflectance of the portion of the
second scene corresponding to the pixel at a corresponding wavelength contained in the single
illumination. Accordingly the spectral imaging system operates as a spectral camera also.
[021] Due to such integration of the spectrometer and the spectral camera function into a single
unit, one or more of the benefits such as portable solutions, reduced compute complexity and
cost savings may be realized.
[022] In an embodiment, the spectral imaging system contains a filter to alter the intensity of one
or more wavelengths from the second light beam, and a set of sensors to generate six responses
from the filtered beam and the unfiltered beam of light. The set of sensors may be implemented
in the form of a first sensor and a second sensor, with each sensor being implemented as a RGB
(red, green and blue) sensor. Each sensor may accordingly generate three signal streams, with the
first, second and third signal streams respectively representing only red, green, and blue colors.
[023] According to another aspect of the present disclosure, the optics sub-system and

interferometer are implemented with at least one common optics (synonymous with optical)
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component (which performs functions such as absorb, filter, reflect, refract, disperse, etc., of a
light signal). In an embodiment, the spectral imaging system accordingly contains a beam splitter
and a prism for simultaneous or independent operation as a spectrometer and a spectral camera.
In the operation as a spectral camera, the combination of the beam splitter and the prism
generates the two parallel beams of lights from the same beam emanating from a scene. When
used as a spectrometer, the combination also operates to reflect at least some light from two
parallel beams with different phases onto a monochrome sensor. As a result, interference of the
two incident parallel beams (with phase delay) is obtained and recorded by the monochrome
sensor before being passed for further processing to the processing block.

[024] According to another aspect, the spectral imaging system contains a memory to store the
spectral signature as representing a base characteristic of an object representing said first scene.
The base characteristic may be generated from a Fast Fourier Transform (FFT) of the
interference pattern. The processing block compares the spectral signature to characteristics
represented by the values of the hypercube to determine whether the second scene deviates from
the base characteristic.

[025] Several aspects of the invention are described below with reference to examples for
illustration. It should be understood that numerous specific details, relationships, and methods
are set forth to provide a full understanding of the invention. One skilled in the relevant arts,
however, will readily recognize that the invention can be practiced without one or more of the
specific details, or with other methods, etc. In other instances, well-known structures or
operations are not shown in detail to avoid obscuring the features of the invention.

[026] 2. Example Spectral Imaging System

[027] Figure 1 is a block diagram of a spectral imaging system in an embodiment of the present
invention. Spectral imaging system100 is shown containing various component blocks, which
together operate as both a spectral camera and a spectrometer. Specifically, the spectral camera
is described as being implemented based on an optics sub-system in combination with processing
block 170, while the spectrometer is described as being implemented based on an interferometer
in combination with processing block 170.

[028] The optics sub-system is realized by the combination of lens 110, collimator 120, beam
splitter 130, prism 140, focusing lenses 145A and 145B, sensors 160A and 160B, and optical
filter 190 (shown indifferent configurations in Figure 2A, Figure 2B and Figure 2C). As
described in sections below, the optics sub-system generates six responses from a single
illumination of a scene, with each response representing the same scene in corresponding
different set of wavelengths (and thus differing in spectral content). However, alternative

embodiments of the optics sub-system can be implemented with different structures and/or to
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generate more responses, as suited in the corresponding environment, as will be apparent to one
skilled in the relevant arts by reading the disclosure provided herein.

[029] The interferometer is realized by the combination of lens110, collimator 120, beam splitter
130, prism 140, monochrome sensor 150, and focusing lens 155. As will be clear from the
description below, the optical components operate to split a source wave (light beam) into two
waves having slightly different phases but in the general same direction, causing the two waves
to form an interference pattern.

[030] It may also be appreciated that there are several optics components (beam splitter 130,
prism 140, lens 110 and collimator 120) common to the implementation of the optics sub-system
and the interferometer. An optics component generally alters the incident light beam in terms of
characteristics such as direction (focusing), intensity, spectral content, etc.

[031] As described in sections below, the spectrometer operation is based on the principle of a
modified Michelson interferometer. An interference pattern is generated by two light beams
having different phases (as the light beams travel different distances/path lengths), but derived
from the same scene. However, alternative embodiments of the Michelson interferometer also
can be implemented and/or with different structures, as will be apparent to one skilled in the
relevant arts by reading the disclosure provided herein.

[032] Processing block 170 processes the responses (with different spectral content) and
generates a hyper-cube containing multiple values for each pixel of the scene, with each pixel
value representing the magnitude of reflectance of the portion of the scene at corresponding to
the pixel at a corresponding wavelength contained in the illumination. Thus, assuming the scene
is represented by 300x100 pixels (i.e., 30,000 pixels), and the illumination can be represented
by400 discrete wavelength values (which determines the system resolution), then the hyper-cube
contains 300x100x400 values, or 400 slices or ‘images’ (one corresponding to each of the 400
wavelengths), each with 300x100 pixels. By generating such values, the spectral imaging system
operates as a spectral camera.

[033] Processing block 170 processes the interference pattern received from the interferometer
and computes the spectral signature of the objects presents in the corresponding scene. The
spectral signature represents the magnitude of reflectance of the objects in the scene at various
wavelengths, and the spectral imaging system accordingly operates as a spectrometer as well.
[034] In one embodiment described below, the scenes processed by the spectrometer are typically
homogeneous portions of a known object which is fairly isotropic in terms of spectral signature,
thereby representing a base characteristic of the object. Each scene thereafter processed by the
spectral camera represents a sample object, whose characteristics are sought to be examined for

deviation or similarity with the base characteristic. The description is continued with respect to
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the optics subsystem noted above.

[035] 3. Optics Subsystem

[036] Referring to Figure 1, light reflected or scattered from objects in the field of view (FoV) of
lens 110 impinges on lens 110 (from the left) is focused by lens 110 to its focal plane, and thus
forms a focused beam 112. The spectral content of the light impinging on lens 110 may be
dependent on the object present in the scene, and can include visible light, infrared light, etc.,
depending on the illumination and the optical property of the objects. Collimator 120 narrows
focused beam 112 emanating from lens 110 into a parallel beam 123-1. Spectral imaging system
100 may be implemented to operate function with a broadband illumination source, such as
sunlight or a set of multi-wavelength LEDs (Light Emitting Diode), not shown in the Figures.
[037] Beam splitter 130 splits the parallel beam 123-1 from collimator 120 into two beams. One
beam continues straight through diagonal vertical plane 132 (shown in Figure 2A) as beam 123-
2, and impinges on focusing lens 145A. A second beam is formed by a 45° reflection and
splitting of beam 123-1by diagonal vertical plane 132 (shown in Figure 2A) of beam splitter 130.
The reflected beam 134 undergoes a total internal reflection (TIR) at the reflecting surface 142 of
prism 140 and impinges on focusing lens 145B as beam 136. Although shown separately, the
combination of beam splitter 130 and prism 140 can be implemented as a single optical
component. The single component resembles a split trapezoid, and can be referred to as a
Spzoid.

[038] The two beams, one beam deflected twice (at plane 132 and 142) and the other (which
passes straight through the beam splitter 130), are focused by lens 145B and 145A respectively
to impinge on respective CMOS sensors 160A and 160B. The use of focusing lenses 145A and
145B is optional, and may be meant for factory calibration purposes only.

[039] Each of sensors 160A and 160B generates ¢lectrical signals (for example charge, which
may be converted to a voltage internally in the sensor itself) representing the intensity of light
impinging on the corresponding sensor (beam 123-2 on sensor 160A, and beam 136 on sensor
160B). The two sensors 160A and 160B can be operated such that they simultaneously capture
the same view of the object/scene as seen by the lens 110. In an embodiment, sensors 160A and
160B are each implemented as an RGB sensor having Bayer pattern, have identical
characteristics and therefore may be selected from the same manufacturing batch/lot.

[040] As is well known, Bayer color filter array is a popular format for digital acquisition of color
images, and follows a GRGR, BGBG, GRGR, BGBG pattern, as is also well known. Each of
sensors 160A and 160B is covered with either a red, a green, or a blue filter, in a periodic pattern
as noted above, and generates three streams of output voltages (or charge) (which can be

rendered as three separate monochrome images after processing) corresponding to the red (R),
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green (G) and blue (B) components of the light that impinges on the corresponding sensor.

[041] The RGB streams formed at the output of sensor 160A are deliberately designed to be
different from RGB stream formed at the output of sensor 160B for the same scene/object. Such
a difference can be obtained, for example, by placing a filter in the path of light beam 123-2.This
will cause the corresponding light beam (impinging on sensor 160A) to have a spectral content
different from light beam 136 impinging on sensor 160B, as the filter effectively removes or
alters the intensity of one or more wavelengths from the beam of light impinging on it. In one
embodiment of the present invention, such difference is obtained by placing an optical filter 190
(not shown in Figure 1, but shown in Figures 2A, 2B and 2C) in the path of the beam of light
impinging on sensor 160A (while sensor 160B has no such optical filter).

[042] Three different placements/locations of optical filter 190 are shown in Figures 2A, 2B and
2C respectively. In Figure 2A, optical filter 190 is coated on the protecting glass in front of
sensor 160A itself. In Figure 2B, optical filter 190 is coated on focusing lens 145A, while in
Figure 2C, optical filter 190 is shown coated on a surface of beam splitter 130.The design of
optical filter 190 may require that optical filter 190 be spatially homogeneous, i.c., optical filter
190 should distort the light in the exact same way at all pixels of sensor 160A. Optical filter 190
may be customized for a particular application. For example, optical filter 190 may be realized
using spray painting, or be a uniformly-coated filter on a glass surface in any form as shown in
Figures 2A, 2B and 2C.

[043] It is to be understood that other techniques can instead be used to achieve different spectral
responses for the two beams of lights impinging on sensors 160A and 160B respectively. Thus,
in an alternative embodiment of the present disclosure for example, one of the sensors
160A/160B is implemented as a ‘high-quality” sensor while the other is implemented as a
relatively ‘low quality” sensor in terms of their spectral response. The distortion introduced by
the low-quality sensor performs the function of optical filter 190, and thus in such an
embodiment, the requirement of optical filter 190 is dispensed with.

[044] In the two embodiments noted above, therefore, cach of paths 167A and 167B represents
logically three separate paths, one each for the three components (which can be rendered as
corresponding images) corresponding to R, G and B components. However, due to the spectral
distortion introduced by filter 190, or due to use of one high quality sensor and another low
quality sensor, the outputs of one (say color sensor 160A) may be inferred as R,G and B
signals/images, while the outputs of the other may be viewed as to R’, G” and B’ signals/images.
[045] In yet another embodiment, instead of two separate sensors (160A and 160B), a single
large RGB color sensor (for example, 12 megapixels) can be used. 50% of the ‘sensing area” of

such a single sensor is covered by a filter (similar to optical filter 190) while the other 50% is
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not. The outputs corresponding to pixels in one half may be viewed as R, G and B
signals/images, while the outputs corresponding to the other half may be viewed as R’, G* and
B’ signals/images.

[046] Thus, the optics sub-system of the spectral camera generates six responses (simultancously)
from a single light beam emanating from a scene.

[047] Although noted above as RGB color sensors, sensors160A and 160B can also be built to
have specific filters such as A, B, C, D (instead of a standard Bayer pattern), with A, B, C and D
representing corresponding desired colors (or wavelengths or wavelength bands). Thus, for
example, it is possible for one sensor (e.g., 160A) to produce 5 responses (or channels) and the
other sensor (e.g., 160B) to produce the 6"response/channel. Further, depending on the specific
design of the sensors (¢.g., by using corresponding numbers and/or type of filters), more than six
responses can also be obtained from the optics sub-system, as will be apparent to one skilled in
the relevant arts.

[048] Processing block 170 receives the responses on paths 167A and 167B (in the embodiments
in which two separate sensors are employed) or the output of a single sensor (as noted above).
Alternatively, the responses on paths 167A and 167B can be recorded suitably and transmitted
(using circuits/sub-systems not shown) to external devices and systems, which may then be used
to perform operations such as generating the hypercube, identification of objects in the scene,
etc., as noted herein.

[049] It may be appreciated from the description above that the combination of beam splitter 130
and prism 140 allows true snapshot imaging by generating six or more responses of the same
scene from a single ‘snapshot', without having to change illuminations or filters, and may also
mitigate misregistration artifacts.

[050] Some variants/alternative implementations of some of the optical sub-systems of the
spectral camera are now noted. In another embodiment of the present invention, spectral imaging
system 100 does not contain prism 140. In such an embodiment, sensor 160B is positioned to
receive the ninety-degree reflected light beam from beam splitter 130, i.e., sensor 160B 1is at right
angles to sensor 160A. However, such an arrangement may lead to unregistered images, and
require registration to be performed. Accordingly computational load on processing block170
would be correspondingly higher. In comparison to such an embodiment, embodiments in which
prism 140 is used (as in Figure 1), the images acquired by sensors 160A and 160B are perfectly
aligned and registered. Therefore, computational load on processing block 170 would be
correspondingly lower.

[051] The description is continued with respect to the interferometer noted above.
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[052] 4. Interferometer

[053] Beams of light originating from a known object/scene (when placed in FoV of lens 110) are
back-reflected from partially reflecting surfaces of beam-splitter 130 and prism 140. The back-
reflected beams of light can be used to create interference patterns, and a modified Michelson-
class interferometer is utilized for this purpose. Different combinations of reflected beams can be
chosen to create interference from the partial reflection by applying reflective coating on the
available from surfaces 131, 135 and 141. One could choose reflection from 131 and 135, or 131
and 141, or 135 and 141, to generate an interference pattern. Once a particular surface
combination pair is chosen we apply partially reflective coating on these surfaces (e.g., 131 and
141), the third surface (e.g., 135) would be given anti-reflection coating so that no reflection
takes place from the third surface. Referring to Figure 1, light, reflecting off known objects/scene
in the field of view (FoV) of lens 110 generates beams 123-2 and 136 as noted above with
respect to operation as a spectral camera.

[054] Surfaces 131 and 135 of beam splitter 130 may be designed to reflect some portion of
respective beams 123-2 and 134. The two reflected beams are termed as back reflections. The
reflected portion of beam 134 travels towards focusing lens 155. The reflected portion of beam
123-2 is further reflected by diagonal vertical plane 132 and also travels towards focusing lens
155. The two reflected beams interfere due to unequal path differences delays (phase shifts), and
the interference pattern is focused on monochrome sensor 150 by focusing lens 155.
Monochrome sensor 150 provides electrical signals representative of the interference pattern on
path 157.

[055] Processing block 170 receives the electrical signal representing the interference pattern via
path 157, and processes the interference pattern to obtain spectral signature of the known
object/scene (when placed in FoV of lens 110), thereby enabling spectral imaging system 100 to
operate as a spectrometer, as described next. However, it is to be understood that data
representing the interference pattern captured by monochrome sensor 150 (for example, such as
that would be provided on path 157) can instead be stored and transmitted to an external
processing device for further processing.

[056] 5. Spectrometer

[057] Processing block 170 receives, on path 157, signals (e.g., charge/voltage) representing an
interference pattern (formed by light beams as noted above with respect to Interferometer)
captured by the monochrome sensor 150, and computes the Fourier transform of the interference
pattern to obtain the spectral signature of the known object/scene. Figure 7 and Figure 8
represent the interference pattern captured by the monochrome sensor 150, caused by the two

beams reflected respectively from surfaces 131 and 135. Two example interference patterns are
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shown in Figure 7 and Figure 8 respectively. Figure 7 corresponds to an interference pattern
where the object/scene illuminated with a mixture of three monochromatic wavelengths. Figure 8
corresponds to an interference pattern when the object/scene is illuminated with a
monochromatic wavelength.

[058] Fourier transforms for the interference patterns of Figure 7 and Figure 8 are shown in
Figure 9 and Figure 10 respectively. The respective Fourier transforms predict the spectral
content of the respective illumination sources. The three peaks in Figure 9 correspond to the
three monochromatic wavelengths in the source used to illuminate the known object/scene. The
single peak corresponds to the presence of monochromatic wavelength in the illumination
source. Specifically, the spectral signature represents the intensity of reflectance-versus-
wavelength relationship for the known object. The spectral signature noted above (which in
effect represents a base characteristic of the object) can be stored in memory 175 or be provided
to external devices (e.g., storage device on a computing cloud) via communication paths and
using circuits not shown.

[059] Spectral signatures of various objects can thus be obtained by the spectrometer, and be used
to create a database of base-characteristics of the known objects. As an example (further
illustrated below with respect to Figures 3, 4 and 5, spectral signatures of good and bad (bruised)
apples can be obtained using the spectrometer, and saved in memory 175. The spectral signatures
can be then be used to determine presence or absence (or deviation in general) of good/bad
apples in hypercube images obtained by using the spectral camera, in a known way.

[060] Operation of spectral imaging system 100 as a spectral camera is described next.

[061] 6. Spectral Camera

[062] Processing block 170 processes the six or more responses noted above (outputs of one or
both sensors 160A and 160B) to generate a hypercube representing the response of the
object/scene at various discrete wavelengths of illumination by a well-established technique
which is termed as spectral reconstruction (SR). Memory 175, which may include volatile as
well as non-volatile memories, contains instructions for processing block 170 to generate the
hypercube. Processing block 170 can display images in the hypercube on display 180.

[063] A brief description of the manner in which processing block 170 generates a spectrally
reconstructed image (i.¢., the hypercube) from the responses on paths 167A and 167B obtained
from the sensor(s) is provided below in sections below.

[064] 7. Spectral Reconstruction

[065] Spectral reconstruction is well known in the relevant arts, and for a detailed description, the
reader is referred to the document “Color-constancy: a method for recovering surface spectral

reflectance”, by L. Maloney and B. Wandell, published in J. Opt. Soc. Am — A, v. 3(1), pp29-33,
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1986.

[066] Spectral reconstruction refers to a technique using which spectral response (hypercube
noted above) representing the reflectance of the object/scene at various discrete wavelengths of
illumination can be obtained. Assuming a camera having M channels (i.e., M=1 for monochrome
and M=3 for an RGB camera), and that N images of the scene have been acquired using “an

illumination”, the image obtained can be expressed as below:

Iy (x) = |y c(Ax) plA, x) s(A,x) dA

S ...Equation 1

Wherein,

Cm()) represents the camera response function of the M™ channel,

p() represents the spectral power density of the illumination source, and

s(Mrepresents the reflectance of the object/scene at a given pixel location, and is the
parameter to be estimated for each pixel location.
[067] The technique of spectral reconstruction described herein makes the following fundamental
assumptions:

a) [llumination that is incident is the same at any given point of the scene

b) “Naturally occurring spectra” are smooth

¢) “Naturally occurring spectra”, can be “recovered” (i.e., estimated) from a few basis
vectors — Linear regression Model as described in the documents (Maloney 1986, Maloney &
Wandell 1986) noted above.

d) “Naturally occurring spectra” are strictly non-negative in nature.
[068] The reflectance s(h, x) of an object/scene represents the intensity corresponding to
wavelength X at location x, and may be expressed by the following equation:

/ ol Fy e
s{A ) =00 o (), where

K o= mmmber of basis vlements, and

i Y N
s;{A) = i hasis vector ceeveieiieen...... Equation 2

[069] Vectorizing the above equations provides the following equations:

)= plen B, dy el = leelAh en{Ah L Lenp 1 [ATPEAS, IR ()

W, are the set of scalars assontated with the location af x

On accumulating all locations in the scene, we get the following consolidated equation:

10
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I=CPS,x.............. Equation 3
Wherein:
o Jizxa A x R matrix, while X s a & = F matris,

s £ being the nunber of points {in this case pixels) in the scene {ie., hnage)

[070] On solving equation 3, we obtain the scaling coefficient matrix, which on multiplying with

the basis vectors provides the “estimated spectra” at each pixel location in the scene.

............Equation 4

wherein,

Sest(1) represents the estimated spectra, and

Sw()) represents the basis vectors.

Xtilde represents the scaling coefficient matrix.
[071] Six basis-vectors are sufficient to approximate naturally occurring spectra, and thus six
responses under distinct illumination conditions are required to obtain the estimated spectra
(hypercube). The six distinct responses under distinct illumination conditions can be the
responses provided by sensor(s) of the spectral camera described above. For example, the R, G,
Band R’, G” and B’ responses provided by the color sensor(s) can be used as the 6 basis vectors.
Using the techniques noted above, processing block 170 constructs the hypercube from the
responses, and may display the corresponding spectrally reconstructed images on display 180.
As also noted above, the data obtained from the hypercube can be compared with spectral
signatures obtained using the spectrometer to determine presence or absence of one or more
features, as illustrated with an example use case below.
[072] The aforementioned process is a liner-regression based method for spectral reconstruction.
Variants of this method can be found in the literature, ¢.g., Matrix-R methods in "Image based
spectral reflectance reconstruction using the matrix R method," by Y. Zhao and R. S. Bemns,
published in Color Research & Application, v. 32, pp. 343-351, 2007, weighted PCA in
“Reconstruction of reflectance spectra using weighted principal component analysis”, by F.
Agahian et al., published in Color Research & Application, v 33(5), pp. 360-371, 2008,etc. There
also exist non-linear variants of special reconstruction which can be applied as described in
“Spectral estimation theory; beyond lincar but before Bayesian”, by J.M. DiCarlo and
B.Wandell, published in J. Opt. Soc. Am — A, v.20(7), pp.1261-1270, 2003, and “Link functions
and Matern kernel in the estimation of reflectance spectra from RGB responses™, by and
V. Heikkinen et al., published in J. Opt. Soc. Am — A, v. 30(11), pp. 2444-2454, 2013.
[073] 8. Example Use Case

[074] As an example use case, spectral imaging system 100 can be operated as a spectrometer to
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obtain spectral signatures representing base characteristic of known good/desirable as well as
defective/ undesirable apples. Spectral imaging system 100 can then be used as a spectral
camera, for instance in an inspection environment in which apples are individually spectrally
imaged as they move on a conveyor, to obtain a hypercube of cach inspected apple.
Portions/spectra in the hypercubes can then be matched with the spectral signatures previously
obtained, and the apples can be classified as good or defective in a known way.

[075] Figure 3 shows an RGB image of an apple as visible to a naked eye and also when captured
using an RGB camera, or as captured by the spectral camera of spectral imaging system 100. The
apple contains a bruise indicated region 301. The optics sub-system generates six responses from
a single illumination of a scene (the apple). The spectral camera then constructs a hypercube of
the apple. As noted above, the hypercube contains multiple ‘slices’ of the same image, but each
corresponding to a particular wavelength. One such slice is shown in Figure 5.

[076] Spectral signatures of the various portions of the apple can be obtained by the spectrometer
capability. Thus, for example, the spectrometer generates spectral signatures 501 and 502 (shown
in Figure 6), which is a reflectance versus wavelength graph of a bruised and a non-bruised
portion of the apple (as indicated by tails of arrows 510 and 520 respectively). The spectral
camera then obtains, for a pixel location, the reflectance values for different wavelengths from
the reconstructed hypercube. A similar operation is subsequently performed for all pixels (or
pixel locations) in the captured image. Then, the spectral camera compares the reflectance values
of each pixel with curve 501 and 502. If the reflectance values of a pixel correlates strongly with
curve 501, the camera concludes that the pixel lies in a bruised portion (example pixel indicated
by arrow 401). However, if the correlation is strong with curve 502, the camera concludes that
the pixel lies in a normal (un-bruised) area of the apple (example pixel indicated by arrow 402).
The correlation of reflectance values of each pixel with each of curves 501 and 502 can be
performed in a known way. Pixel locations are thus classified as lying either in bruised or non-
bruised portions and rendered (spectrally reconstructed) as apple shown in Figure 4.

[077] It may be observed that bruised portions and non-bruised (good) portions are not very
distinguishable in the image of Figure 3, while they are easily distinguishable in the spectrally
reconstructed image of Figure 4. The apple can then be classified as a bad apple.

[078] Figure 7 is a snapshot of an interference pattern formed by three wavelengths as captured
by an interferometer in an embodiment of the present invention. Figure 9 is the Fourier transform
of the interference pattern of Figure 7. Figure 8 is a snapshot of an interference pattern formed
by a single wavelength as captured by an interferometer in an embodiment of the present
invention. Figure 10 is the Fourier transform of the interference pattern of Figure 8.

[079] While the above example is described with respect to determining a ‘bad apple’ which
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show visual characteristics that deviate from those of desirable apples, it may be appreciated
that the base characteristics can be undesirable characteristics as well and the hypercubes can be
examined for presence or absence of spectral signatures representing such undesirable
characteristics. Similarly, the use case can be extended to various other objects when present in
respective captured scenes. Furthermore, spectral imaging system 100 can be used for various
other uses also, as will be apparent to a skilled practitioner based on the disclosure provided
herein.

[080] While the spectral imaging system of above is described as a single self-contained unit
(with corresponding benefits and uses), it may be appreciated that the system can be integrated
into consumer devices such as mobile phones also as described below.

[081] 9. Normal Camera

[082] In addition to operation as a spectral camera and spectrometer, the spectral imaging system
may also be operated as a normal camera, when the optics sub-system is combined with
processing block 170, memory 175 and display 180. When used as a normal camera, the
generation of the hypercube may not be performed. Instead, the RGB outputs of any one the
sensors 160A or 160B may be processed by block 170 to generate a normal image, and render
the image on display 180.

[083] Thus, in an embodiment of the present disclosure, the blocks of Figure 1 (as also those of
Figures 2A, 2B and 2C) are implemented in a portable form factor including, but not limited to, a
smart phone. In such an embodiment, lens 110, collimator 120, and at least one of focusing
lenses 160A and 160B can be those available in a normal mobile phone with camera. Beam
splitter 130 and prism 140 are added to the mobile phone to enable the phone to operate as a
spectral camera. The addition of monochrome sensor 150 and focusing lens 155 further
enhances the capability of the mobile phone to operate as a spectrometer.

[084] 10. Conclusion
[085] References throughout this specification to “one embodiment”, “an embodiment”, or

similar language means that a particular feature, structure, or characteristic described in
connection with the embodiment is included in at least one embodiment of the present invention.
Thus, appearances of the phrases “in one embodiment”, “in an embodiment” and similar
language throughout this specification may, but do not necessarily, all refer to the same
embodiment. The following examples pertain to above or further embodiments.

[086] Example 1 corresponds to a spectral imaging system that includes an interferometer and an
optics sub-system. The interferometer is used to generate an interference pattern from a first light
beam emanating from a first scene. The optics sub-system is used to generate six or more

responses from a second light beam formed by illumination of a second scene. The six or more
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responses represent different spectral content of the second light beam.

[087] Example 2 corresponds to the spectral imaging system of example 1, which further
includes a processing block to process the interference pattern to generate a spectral signature of
the first scene such that said spectral imaging system operates as a spectrometer. The processing
block is designed to also process the six or more responses to generate a hypercube by spectral
reconstruction based on the six or more responses such that the spectral imaging system operates
as a spectral camera. The hypercube contains multiple values for each pixel of an image
representing the second scene. Each pixel value represents the magnitude of reflectance of the
portion of the second scene corresponding to the pixel at a corresponding wavelength contained
in the single illumination.

[088] Example 3 corresponds to the spectral imaging system of example 1 or example 2, in which
the wherein said optic sub-system includes a filter and a set of sensors. The filter is used to alter
the intensity of one or more wavelengths from the second light beam. The set of sensors is used
to generate six responses from the filtered beam and the beam of light.

[089] Example 4 corresponds to the spectral imaging system of any of examples 1-3, in which the
set of sensors includes a first sensor and a second sensor. Each of the first sensor and the second
sensor is a RGB (red, green and blue) sensor that generates three signal streams, with the first,
second and third signal streams respectively representing only red, green, and blue colors.

[090] Example 5 corresponds to the spectral imaging system of any of examples 1-4, which
further includes a memory to store the spectral signature as representing a base characteristic of
an object representing the first scene. The processing block compares the spectral signature to
characteristics represented by at least some of the plurality of values to determine whether the
second scene deviates from the base characteristic.

[091] Example 6 corresponds to the spectral imaging system of any of examples 1-5, which
further includes a beam splitter and a prism. The beam splitter is used to split the second beam of
light into two beams. The first of the two beams travels towards the first sensor. The prism is
used to receive the second of the two beams and to deflect the second beam towards the second
sensor.

[092] Example 7 corresponds to the spectral imaging system of any of examples 1-6, which
further includes a first focusing lens and a second focusing lens. The first focusing lens is
disposed between the beam splitter and the first sensor to focus the first beam in a first direction
on to the first sensor. The second focusing lens is disposed between the prism and the second
sensor to focus the deflected second beam in a second direction on to the second sensor. The first
direction is parallel to the second direction. The first sensor and the second sensor are juxtaposed

along a same plane.
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[093] Example 8 corresponds to the spectral imaging system of any of examples 1-7, wherein the
interferometer includes a monochrome sensor and a third focusing lens. The interferometer is
used to capture an interference pattern generated by respective portions of the first beam and the
second beam. The processor is used to process the interference pattern to generate the spectral
signature. The third focusing lens is disposed between the beam splitter and the monochrome
sensor to focus the respective portions of the first beam and the second beam onto the
monochrome sensor.

[094] Example 9 corresponds to a spectral camera system that includes an optics sub-system and
a set of sensors. The optics sub-system is used to form multiple parallel beams of light from a
single beam received by illumination of a scene. The single beam and the multiple parallel
beams represent the scene. Each of the multiple parallel beams contains different spectral
content. Each sensor in the set of sensors is used to receive a corresponding one of the multiple
parallel beams and to generate a set of responses. Each response represents the scene in only a
corresponding band of wavelengths.

[095] Example 10 corresponds to the spectral camera system of example 9, which further
includes a processor to generate a hypercube by spectral reconstruction based on the sets of
responses. The hypercube contains multiple intensity values captured by each pixel of an image
sensor representing the scene, wherein each value corresponds to a wavelength present in the
illumination.

[096] Example 11 corresponds to the spectral camera system of example 9 or example 10,
wherein the set of sensors contains two color sensors, each containing an RGB sensor such that
the processor processes six responses formed by the two sensors together. The six responses are
contained in the set of responses.

[097] Example 12 corresponds to the spectral camera system of any of examples 9-11, wherein
the multiple parallel beams contain two beams. The optics sub-system includes a beam splitter
and a prism to form the two beams from the single beam, a filter to alter the intensity of one or
more wavelengths in one of the two beams to generate a filtered beam, and a pair of focusing
lenses to focus the filtered beam and the other one of the two beams on respective ones of the set
of sensors.

[098] While various embodiments of the present invention have been described above, it should
be understood that they have been presented by way of example only, and not limitation. Thus,
the breadth and scope of the present invention should not be limited by any of the above-

described embodiments.
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What is claimed is:

1. A spectral imaging system comprising:

an interferometer to generate an interference pattern from a first light beam emanating
from a first scene; and

an optics sub-system to generate six or more responses from a second light beam formed
by illumination of a second scene, wherein each of said six or more responses represent different

spectral content of said second light beam.

2. The spectral imaging system of claim 1, further comprising a processing block to
process said interference pattern to generate a spectral signature of said first scene such that said
spectral imaging system operates as a spectrometer,

said processing block to also process said six or more responses to generate a hypercube
by spectral reconstruction based on said six or more responses such that said spectral imaging
system operates as a spectral camera,

wherein said hypercube contains, a plurality of values for each pixel of an image
representing said second scene, wherein each value represents the magnitude of reflectance of
the portion of the second scene corresponding to the pixel at a corresponding wavelength

contained in said single illumination.

3. The spectral imaging system of claim 2, wherein said optic sub-system comprises:
a filter to alter the intensity of one or more wavelengths from said second light beam;

a set of sensors to generate six responses from said filtered beam and said beam of light.

4. The spectral imaging system of claim 3, wherein said set of sensors comprise a first
sensor and a second sensor,

wherein each of said first sensor and said second sensor is a RGB (red, green and blue)
sensor that generates three signal streams, with the first, second and third signal streams

respectively representing only red, green, and blue colors.

5. The spectral imaging system of claim 4, further comprising:

a memory to store said spectral signature as representing a base characteristic of an object
representing said first scene; and

wherein said processing block compares said spectral signature to characteristics
represented by at least some of said plurality of values to determine whether said second scene

deviates from said base characteristic.
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6. The spectral imaging system of claim 3, further comprising:

a beam splitter to split said second beam of light from said scene into two beams, wherein
a first beam of said two beams travels towards said first sensor; and

a prism to receive a second beam of said two beams and to deflect said second beam

towards said second sensor.

7. The spectral imaging system of claim 6, further comprising:

a first focusing lens disposed between said beam splitter and said first sensor to focus
said first beam in a first direction on to said first sensor; and

a second focusing lens disposed between said prism and said second sensor to focus said
deflected second beam 1n a second direction on to said second sensor,

wherein said first direction is parallel to said second direction,

wherein said first sensor and said second sensor are juxtaposed along a same plane.

8. The spectral imaging system of 7, wherein said beam splitter is in the form of a cube,
said cube containing a diagonal partially-reflecting plane to cause part of said beam of light to be
reflected towards said prism in a third direction,

wherein a pair of surfaces in the combination of said beam splitter and said prism are
designed to be partially reflecting surfaces to reflect at least respective portions of both of said
first beam and said second beam,

wherein said respective portions are processed by said spectrometer to generate said
spectral signature,

wherein other surfaces in said combination are designed not to be reflective surfaces.

9. The spectral imaging system of claim 8, wherein said interferometer comprises:

a monochrome sensor to capture an interference pattern generated by said respective
portions, wherein said processor processes said interference pattern to generate said spectral
signature; and

a third focusing lens disposed between said beam splitter and said monochrome sensor to

focus said respective portions onto said monochrome sensor.

10. The spectral imaging system of claim 1, wherein said interferometer and said optics

sub-system are implemented using at least one common optic component.
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11. The spectral imaging system of claim 1, wherein said spectrometer and said spectral

camera are integrated into a mobile phone or a portable form factor.

12. A spectral camera system comprising:

an optics sub-system to form a plurality of parallel beams of light from a single beam
received by illumination of a scene, wherein each of said single beam and said plurality of
parallel beams represent said scene, wherein each of said plurality of parallel beams contain
different spectral content; and

a set of sensors, each sensor to receive corresponding one of said plurality of parallel
beams and to generate a set of responses, wherein each response represents said scene in only a

corresponding band of wavelengths.

13. The spectral camera system of claim 12, further comprising a processor to generate a
hypercube by spectral reconstruction based on said sets of responses,

wherein said hypercube contains a plurality of intensity values captured by each pixel of
an image sensor representing said scene, wherein each value corresponds to a wavelength

present in the illumination.

14. The spectral camera of claim 13, wherein said set of sensors comprise two color
sensors, each of said color sensor comprises an RGB sensor such that said processor processes
six responses formed by said two sensors together, said six responses being contained in said set

of responses.

15. The spectral camera of claim 13, wherein said plurality of parallel beams contain two
beams, wherein said optics sub-system comprises:

a beam splitter and a prism to form said two beams from said single beam;

a filter to alter the intensity of one or more wavelengths in one of said two beams to
generate a filtered beam; and

a pair of focusing lenses to focus said filtered beam and the other one of said two beams

on respective ones of said set of sensors.
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AMENDED CLAIMS
received by the International Bureau on 16 August 2017 (16.08.17)

1. A spectral imaging system comprising:

an interferometer to generate an interference pattern from a first light beam emanating
from a first scene; and

an optics sub-system to generate six or more responses from a second light beam formed
by illumination of a second scene, wherein each of said six or more responses is a corresponding
image of said second scene represented by different spectral content of said second light beam,

wherein said second light beam is a single beam formed by one illumination of said

second scene.

2. The spectral imaging system of claim 1, further comprising a processing block to
process said interference pattern to generate a spectral signature of said first scene such that said
spectral imaging system operates as a spectrometer,

said processing block to also process said six or more responses to generate a hypercube
by spectral reconstruction based on said six or more responses such that said spectral imaging
system operates as a spectral camera,

wherein said hypercube contains, a plurality of values for each pixel of an image
representing said second scene, wherein each value represents the magnitude of reflectance of
the portion of the second scene corresponding to the pixel at a corresponding wavelength

contained in said single illumination.

3. The spectral imaging system of claim 2, wherein said optic sub-system comprises:
a filter to alter the intensity of one or more wavelengths from said second light beam;

a set of sensors to generate six responses from said filtered beam and said beam of light.

4. The spectral imaging system of claim 3, wherein said set of sensors comprise a first
sensor and a second sensor,

wherein each of said first sensor and said second sensor is a RGB (red, green and blue)
sensor that generates three signal streams, with the first, second and third signal streams

respectively representing only red, green, and blue colors.

5. The spectral imaging system of claim 4, further comprising:
a memory to store said spectral signature as representing a base characteristic of an object
representing said first scene; and

wherein said processing block compares said spectral signature to characteristics
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represented by at least some of said plurality of values to determine whether said second scene

deviates from said base characteristic.

6. The spectral imaging system of claim 3, further comprising:

a beam splitter to split said second beam of light from said scene into two beams, wherein
a first beam of said two beams travels towards said first sensor; and

a prism to receive a second beam of said two beams and to deflect said second beam

towards said second sensor.

7. The spectral imaging system of claim 6, further comprising:

a first focusing lens disposed between said beam splitter and said first sensor to focus
said first beam in a first direction on to said first sensor; and

a second focusing lens disposed between said prism and said second sensor to focus said
deflected second beam in a second direction on to said second sensor,

wherein said first direction is parallel to said second direction,

wherein said first sensor and said second sensor are juxtaposed along a same plane.

8. The spectral imaging system of 7, wherein said beam splitter is in the form of a cube,
said cube containing a diagonal partially-reflecting plane to cause part of said beam of light to be
reflected towards said prism in a third direction,

wherein a pair of surfaces in the combination of said beam splitter and said prism are
designed to be partially reflecting surfaces to reflect at least respective portions of both of said
first beam and said second beam,

wherein said respective portions are processed by said spectrometer to generate said
spectral signature,

wherein other surfaces in said combination are designed not to be reflective surfaces.

9. The spectral imaging system of claim 8, wherein said interferometer comprises:

a monochrome sensor to capture an interference pattern generated by said respective
portions, wherein said processor processes said interference pattern to generate said spectral
signature; and

a third focusing lens disposed between said beam splitter and said monochrome sensor to

focus said respective portions onto said monochrome sensor.

10. The spectral imaging system of claim 1, wherein said interferometer and said optics
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sub-system are implemented using at least one common optic component.

11. The spectral imaging system of claim 1, wherein said spectrometer and said spectral

camera are integrated into a mobile phone or a portable form factor.

12. A spectral camera system comprising:

an optics sub-system to form a plurality of beams of light from a single beam received by
illumination of a scene, wherein each of said single beam and said plurality of beams represent
said scene, wherein each of said plurality of beams contain different spectral content; and

a set of sensors, each sensor to receive corresponding one of said plurality of parallel
beams and to generate a set of responses, wherein each response is a respective image of_said

scene in only a corresponding band of wavelengths.

13. The spectral camera system of claim 12, wherein said plurality of beams are parallel
to each other, said spectral camera system further comprising a processor to generate a
hypercube by spectral reconstruction based on said sets of responses,

wherein said hypercube contains a plurality of intensity values captured by each pixel of
an image sensor representing said scene, wherein each value corresponds to a wavelength

present in the illumination.

14. The spectral camera of claim 13, wherein said set of sensors comprise two color
sensors, each of said color sensor comprises an RGB sensor such that said processor processes
six responses formed by said two sensors together, said six responses being contained in said set

of responses.

15. The spectral camera of claim 13, wherein said plurality of parallel beams contain two
beams having same spectral content, wherein said optics sub-system comprises:

a beam splitter and a prism to form said two beams from said single beam;

a filter to alter the intensity of one or more wavelengths in one of said two beams to
generate a filtered beam; and

a pair of focusing lenses to focus said filtered beam and the other one of said two beams

on respective ones of said set of sensors.

16. The spectral camera of claim 12, wherein a first beam of said plurality of beams is

orthogonal to a second beam of said plurality of beams.
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STATEMENT UNDER ARTICLE 19(1)

Sir:

This statement clarifies that presented claims 1-16 are novel and have an
inventive step over the various references, including US 9,228,897 B2 issued to Sloan
(hereafter “Sloan™), cited in the International Search Report dated 19-May-2017
(hereafter "ISR").

For example, claim 1 has been amended to clarify that each of the six or more
responses is a corresponding image of the second scene represented by different
spectral content of the second light beam. In other words, all six images are formed

from one illumination of the second scene.

Furthermore, as each claimed image is of the same second scene, it may be
understood that each image contains all objects of the scene, but represented only in
corresponding spectral regions. Such a feature is supported by paragraphs 39-41 of the

specification as filed.

The references relied upon in the ISR do not disclose, teach or reasonably
suggest such a combination of features as claimed in amended claim 1. In particular,

Sloan discloses an approach in which multiple interference patterns of different
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Statement under Article 19(1) IA No.: PCT/IB2017/050862

illuminations (at corresponding time instances) are processed to determine presence or

absence of various gas emissions.

Thus, Sloan does not disclose, teach or reasonably suggest at least the claimed
features noted above. The remaining references relied upon in the ISR do not cure
such a deficiency. Thus, the invention of claim 1 involves an inventive step over the

references in the ISR.

Claims 2-11 depend from claim 1 and are thus patentable over the references

cited in the ISR.

Claim 2 is independently allowable in reciting that the hypercube is generated
from one illumination of the second scene. In sharp contrast, Sloan discloses an
approach in which multiple interference patterns of corresponding illuminations are

processed to generate the hypercube there.

Currently amended independent claim 12 is also allowable over the references
in the ISR at least for the reasons noted above with respect to claim 1. Claims 13-16

depend from claim 12 and are patentable over the references cited in the ISR.

Currently amended claim 15 is also independently allowable in reciting that the
parallel beams have the same spectral content. In sharp contrast, Zeng discloses a beam
splitter 184, which splits the input light 186 into visible light (146) and infra-red (IR)
189.

Date: August 16, 2017 Respectfully submitted,

Signature

Printed Name: Narendra Reddy Thappeta
Attorney for Applicant

Registration Number; 41,416
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