w0 2023/172912 A1 |0 000 AP0 0 0

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

J

=

(19) World Intellectual Property
Organization
International Bureau

(43) International Publication Date
14 September 2023 (14.09.2023)

(10) International Publication Number

WO 2023/172912 A1l

WIPO I PCT

(51) International Patent Classification:
GI16H 30/40 (2018.01) GO6N 5/022 (2023.01)
GI16H 50/20 (2018.01)

(21) International Application Number:
PCT/US2023/063861

(22) International Filing Date:
07 March 2023 (07.03.2023)

(25) Filing Language: English
(26) Publication Language: English
(30) Priority Data:

63/317,887 08 March 2022 (08.03.2022) UsS

(71) Applicant: PAIGE.AIL INC. [US/US]; 11 Times Square,
37th floor, New York, New York 10036 (US).

(72) Inventors: KUNZ, Jeremy Daniel; c¢/o Paige Al Inc., 11
Times Square, 37th floor, New York, New York 10036
(US). GORTON, Danielle; c/o Paige. Al Inc., 11 Times
Square, 37th floor, New York, New York 10036 (US).
CASSON, Adam; c/o Paige Al Inc., 11 Times Square, 37th
floor, New York, New York 10036 (US).

Agent: JOHNSON, Aaron M.; c/o Bookoff McAndrews,
PLLC, 2020 K STREET, N.W., Suite 400, WASHING-
TON, District of Columbia 20006 (US).

(74)

(81) Designated States (unless otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,
AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY, BZ,
CA, CH, CL, CN, CO, CR, CU, CV, CZ,DE, DJ, DK, DM,
DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN, HR, HU, ID, IL, IN, IQ, IR, IS, IT, JM, JO, JP, KE,
KG, KH, KN, KP, KR, KW,KZ, LA, LC,LK,LR, LS, LU,
LY, MA, MD, MG, MK, MN, MW, MX, MY, MZ, NA, NG,

(54) Title: SYSTEMS AND METHODS TO PROCESS ELECTRONIC IMAGES FOR MODEL SELECTION

Tl

09

NG ONE OR MORE ME
PATHOLOGY SPECIHEN BEIN

i

ICAL IMAGES OF AT LEAST ONE
ASSOCIATED WITH A PATIENT,

!

RECENING ONE OR MORE SEARCH CRITERIA;

'

DETERMININ

5, A SET OF MACHINE LEARNING
BASED ON THE ONE OR MORE SEARCH CRE

3

OUTPUTTING THE SET OF MACHINE LEARNING SYSTEMS TO AUSER

604

SYSTEMS,

TERIA 666
638

:

RECEIVING A SELECTION FROA AUSER, THE SELECTION CORRESPONDING TO A
FIRST MACHINE LEARNING SYSTEM FROM THE ONE OR MORE MACHINE LEARNING
SYSTEMS

610

!

OUTPUTTING THE FIRST MACHINE LEARNING SYSTEM

512

FIG. 6

(57) Abstract: A computer-implemented method for processing electronic medical images, the method including receiving one or
more digital medical images of at least one pathology specimen, the pathology specimen being associated with a patient and receiving
one or more search criteria. One or more machine learning systems may be determined based on the one or more search criteria. The
one or more machine learning systems may be output to a user, wherein outputting the one or more machine learning system includes
applying the one or more machine learning systems to the one or more received medical images, and displaying the one or more digital
medical images after the machine learning system performed analysis on the digital medical images. A selection from a user may be
received, the selection corresponding to a first machine learning system from the one or more machine learning systems. The first

machine learning system may be output.

[Continued on next page]



WO 2023/172912 AT [IN 00000000 00RO 0O

NI, NO, NZ, OM, PA, PE, PG, PH, PL, PT, QA, RO, RS,
RU, RW, SA, SC, SD, SE, SG, SK. SL, ST, SV, SY, TH,
TJ, TM, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, WS,
ZA,ZM, ZW.

(84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, CV,
GH, GM, KE,LR,LS, MW, MZ NA,RW, SC, SD, SL, ST,
SZ, TZ, UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ,
RU, TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ,
DE, DK, EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT,
LU, LV, MC, ME, MK, MT, NL, NO, PL, PT, RO, RS, SE,
SI, SK, SM, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN,
GQ, GW, KM, ML, MR, NE, SN, TD, TG).

Published:
—  with international search report (Art. 21(3))



WO 2023/172912 PCT/US2023/063861

SYSTEMS AND METHODS TOPROCESS ELECTRONIC IMAGES FOR MODEL

SELECTION

RELATED APPLICATION

[0001] This application claims priority to U.S. Provisional Application No. 63/317,887
filed March 8, 2022, the entire disclosure of which is hereby incorporated herein by reference in

its entirety.

FIELD OF THE DISCLOSURE

[0002] Various embodiments of the present disclosure pertain generally to the
selection of machine learning (“ML”) models. More specifically, particular embodiments
of the present disclosure relate to systems and methods to process electronic images to
select models for data visualization.

BACKGROUND

[0003] Companies and research labs have developed a wide range of Artificial
Intelligence (“Al’) models in the field of computational biology. Researchers,
pathologists, and medical professionals may not be aware of what models are available.
Further, even if aware of different models, they may find it difficult to understand the
differences between the available models. This may make it difficult for researchers,
pathologists, or medical professionals to select a specific model for use based on their
situational needs. Additionally, researchers, pathologists, and medical professionals
may find it challenging to utilize or combine multiple models at once.

[0004] The background description provided herein is for the purpose of generally

presenting the context of the disclosure. Unless otherwise indicated herein, the



WO 2023/172912 PCT/US2023/063861

materials described in this section are not prior art to the claims in this application and
are not admitted to be prior art, or suggestions of the prior art, by inclusion in this
section.

SUMMARY

[0005] According to certain aspects of the present disclosure, systems and
methods are disclosed for a computer-implemented method for processing electronic
medical images, the method including receiving one or more digital medical images of
at least one pathology specimen, the pathology specimen being associated with a
patient and receiving one or more search criteria. One or more machine learning
systems may be determined based on the one or more search criteria. The one or more
machine learning systems may be output to a user, wherein outputting the one or more
machine learning system includes applying the one or more machine learning systems
to the one or more received medical images, and displaying the one or more digital
medical images after the machine learning system performed analysis on the digital
medical images. A selection from a user may be received, the selection corresponding
to a first machine learning system from the one or more machine learning systems. The
first machine learning system may be output.

[0006] A system for processing electronic digital medical images, the system
including: at least one memory storing instructions; and at least one processor
configured to execute the instructions to perform operations including: receiving one or
more digital medical images of at least one pathology specimen, the pathology
specimen being associated with a patient and receiving one or more search criteria.

One or more machine learning systems may be determined based on the one or more
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search criteria. The one or more machine learning systems may be output to a user,
wherein outputting the one or more machine learning system includes applying the one
or more machine learning systems to the one or more received medical images, and
displaying the one or more digital medical images after the machine learning system
performed analysis on the digital medical images. A selection from a user may be
received, the selection corresponding to a first machine learning system from the one or
more machine learning systems. The first machine learning system may be output.
[0007] A non-transitory computer-readable medium storing instructions that,
when executed by a processor, perform operations processing electronic digital medical
images, the operations including: receiving one or more digital medical images of at
least one pathology specimen, the pathology specimen being associated with a patient
and receiving one or more search criteria. One or more machine learning systems may
be determined based on the one or more search criteria. The one or more machine
learning systems may be output to a user, wherein outputting the one or more machine
learning system includes applying the one or more machine learning systems to the one
or more received medical images, and displaying the one or more digital medical
images after the machine learning system performed analysis on the digital medical
images. A selection from a user may be received, the selection corresponding to a first
machine learning system from the one or more machine learning systems. The first

machine learning system may be output.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0008] The accompanying drawings, which are incorporated in and constitute a
part of this specification, illustrate various exemplary embodiments and, together with
the description, serve to explain the principles of the disclosed embodiments.

[0009] FIG. 1A illustrates an exemplary block diagram of a system and network
for processing images to determine an optimal case order, according to techniques
presented herein.

[0010] FIG. 1B illustrates an exemplary block diagram of a tissue viewing
platform according to techniques presented herein.

[0011] FIG. 2 is a flow diagram illustrating an exemplary process for using a
trained system to determine one or more machine learning models, according to
techniques presented herein.

[0012] FIG. 3 illustrates an exemplary block diagram of a training module,
according to an exemplary embodiment of the present disclosure.

[0013] FIG. 4 is a flowchart illustrating an example method for using a trained
system to determine one or more machine learning systems based on received criteria,
according to one or more exemplary embodiments herein.

[0014] FIG. 5 is a flowchart illustrating an example method for using a trained
system to determine one or more machine learning systems based on received criteria,
according to one or more exemplary embodiments herein.

[0015] FIG. 6 is a flowchart illustrating an example method for determining one or

more machine learning systems.
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[0016] FIG. 7 depicts an example of a computing device that may execute

techniques presented herein, according to one or more embodiments.

DESCRIPTION OF THE EMBODIMENTS

[0017] Reference will now be made in detail to the exemplary embodiments of
the present disclosure, examples of which are illustrated in the accompanying drawings.
Wherever possible, the same reference numbers will be used throughout the drawings
to refer to the same or like parts.

[0018] The systems, devices, and methods disclosed herein are described in
detail by way of examples and with reference to the figures. The examples discussed
herein are examples only and are provided to assist in the explanation of the
apparatuses, devices, systems, and methods described herein. None of the features or
components shown in the drawings or discussed below should be taken as mandatory
for any specific implementation of any of these devices, systems, or methods unless
specifically designated as mandatory.

[0019] Also, for any methods described, regardless of whether the method is
described in conjunction with a flow diagram, it should be understood that unless
otherwise specified or required by context, any explicit or implicit ordering of steps
performed in the execution of a method does not imply that those steps must be
performed in the order presented but instead may be performed in a different order or in

parallel.
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[0020] As used herein, the term “exemplary” is used in the sense of “example,”
rather than “ideal.” Moreover, the terms “a” and “an” herein do not denote a limitation of
quantity, but rather denote the presence of one or more of the referenced items.

[0021] As used herein, a “machine learning model’ generally encompasses
instructions, data, and/or a model configured to receive input, and apply one or more of
a weight, bias, classification, or analysis on the input to generate an output. The output
may include, for example, a classification of the input, an analysis based on the input, a
design, process, prediction, or recommendation associated with the input, or any other
suitable type of output. A machine learning model is generally trained using training
data, e.g., experiential data and/or samples of input data, which are fed into the model
in order to establish, tune, or modify one or more aspects of the model, e.g., the
weights, biases, criteria for forming classifications or clusters, or the like. Deep learning
techniques may also be employed. Aspects of a machine learning model may operate
on an input linearly, in parallel, via a network (e.g., a neural network), or via any suitable
configuration.

[0022] The execution of the machine learning model may include deployment of
one or more machine learning techniques, such as linear regression, logistical
regression, random forest, gradient boosted machine (GBM), deep learning, and/or a
deep neural network. Supervised and/or unsupervised training may be employed. For
example, supervised learning may include providing training data and labels
corresponding to the training data, e.g., as ground truth. Unsupervised approaches may
include clustering, classification or the like. K-means clustering or K-Nearest Neighbors

may also be used, which may be supervised or unsupervised. Combinations of K-
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Nearest Neighbors and an unsupervised cluster technique may also be used. Any
suitable type of training may be used, e.g., stochastic, gradient boosted, random
seeded, recursive, epoch or batch-based, etc.

[0023] The system and techniques described herein may help researchers,
pathologists, and professionals compare, visualize, and ensemble artificial intelligence
(“Al') models such as machine learning models within the field of digital pathology. The
system may include a system that is capable of receiving and storing Al models
developed by different individuals/companies/institutions (e.g. vendors, researchers).
The system may be accessible through the internet. The Al models may have different
outputs, inputs, and/or visualizations that the system may store and record. The system
may store a variety of criteria related to each model such as training size, validation
size, European CE Mark approval, U.S. Food and Drug Administration (FDA) approval,
FDA approval intended use training and validation data statistical distribution (such as
distribution and expected performance on rare cases and conditions), model
architecture, model size, model run time (how long it takes the model to run per WSI
image size), inputs, outputs, functions performed, and other factors. Functions
performed may refer to the type of analysis performed by the machine learning system.
Additionally, the system may be able to sort and organize inputted models based on the
pathological condition(s) that each model analyzes.

[0024] The system described herein may allow users to search for Al models
based on various criteria. For example, the system may allow a user to search for an Al
model based on a specific disease that an individual (e.g., a pathologist) wishes to

analyze. Alternatively, the system may allow a user to search for models that analyze
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specific biomarkers. Users may be able to further refine searches based on additional
criteria such as whether the model will be utilized within a research or a clinical setting.
Users may also perform searches that involve applying an initial model to filter their
inputs prior to the desired analysis.

[0025] After a user searches the system for a model to utilize, the system may
further include various methods of visualizing models to users of the system. For
example, the system may allow users to upload a whole slide image (*“WSFI') of their
choice and the system may depict the model as applied to the uploaded WSI. U.S. Non-
Provisional App. No. 18/062,677, filed December 7, 2022, is hereby incorporated by
reference in its entirety. This application describes example visualization methods that
the system described herein may employ to depict the various models within the online
store.

[0026] The system may further output an Al model ensemble based on a user’s
search criteria. The Al model ensemble may be a single outputted model that is a
combination of several different Al models meant to provide an optimal predictive Al
model. The ensemble may be based on the various criteria saved for each Al model.
For example, similar Al models could be compared using the same dataset or multiple
datasets where the generalization to multiple datasets is also assessed. The system
could predict which Al model or which combination of multiple Al model outputs will be
the most accurate output based on all of the inputted search criteria/factors. The system
may determine a most accurate Al model using a variety of difference measurements
such as Area Under the Curve (AUC), Jaccard index, sensitivity, and/or specificity. For

an exemplary search, the system may determine a most accurate output based on
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performance of the Al model on a specific subpopulation (e.g., female, male, certain
morphologies, on rare cancers, etc.).

[0027] The system may further analyze and compare (e.g., output) the final
chosen diagnosis that all relevant Al models output. The system may keep model-
accuracy data, for example data on which models most accurately predict the ultimate
diagnosis. Further, the system may record what data was utilized for training and the
distribution, characteristics, and scanner type of the data. For example, the system
could record that only Leica AT2 data was used in training for a particular Al model.

[0028] The system may further have the ability to select combined outputs
(overlap outputs) of multiple Al models based off the distribution of training data. For
example, a segmentation model that was trained on a Leica scanner AT2 may produce
valid outputs, however, the segmentation model might not generalize well to scanners
of other manufacturers (e.g., the accuracy may be lower). Thus, the output (e.g., a heat
map) from the segmentation model that was trained on a Leica scanner AT2 may be
output with a lower confidence on a WSI that was created from a scanner other than a
Leica scanner A2. Another Al model trained on the alternative scanner may produce a
more accurate output. Generally, the system may lower the confidence in the output
whenever there is a mismatch between the scanner model and/or brand of the input and
the scanner model(s) and/or brand of the training data. Thus, the overall trained system
may then output and overlay both Al models (e.g., as heat maps), while visually
indicating (e.g., by markings, highlights, etc.) that the second model's heat may have a
higher degree of accuracy based on the system matching the distribution of the training

data more accurately. The user may be able to select an optimal output on a scanner
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type A and the system may combine Al models/outputs based on the selection/input of
the user. For example, a user may select an Al model that is optimized for digital
medical images with tissue of an individual that smokes tobacco products. Alternatively,
a user may select an Al model to fine tune output based on the brand and/or model of
scanner used for training data (e.g., a Hamamatsu, Philips, or Leica scanner).

[0029] Multiple labs/users may utilize selected Al models simultaneously.
Notifications may be provided to users when new versions of used Al models are
available. Al Models may be flagged when any Al models are out of compliance with
relevant protocols. For example, an older Al model may be out of compliance with
newer guidelines/protocols. Accordingly, Al models may have a guidance version
associated with them, and search results may be strongly recommended if an Al model
is associated with the current or searched guidance version, weakly recommended if
the Al model is in partial compliance with the current or searched guidance version, and
not recommended if out of compliance with the current or searched guidance version.
Further, the system may automatically provide the updated Al model to the user for
analysis of future WSIs. The system may also incorporate the updated Al model into
any combination of Al models being used by a user. Users may further be able to
visualize and select different versions of the same Al model for use.

[0030] The system may include a marketplace for computational Al models. The
marketplace may have various vendors and research groups that provide different Al
models that are available to users. The system may provide an online store/marketplace
that allows users to search for models based on specific criteria. The system may

provide visualizations of the different models available for use. The system may further
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provide an ensemble of different models meant to provide an optimal result based on a
user’'s search criteria. The ensemble may visualize the data and outputs in a variety of
ways.

[0031] FIG. 1A illustrates a block diagram of a system and network for processing
images to determine one or more Al models, according to an exemplary technique of
the present disclosure.

[0032] Specifically, FIG. 1A illustrates an electronic network 120 that may be
connected to servers at hospitals, laboratories, and/or doctors’ offices, etc. For
example, physician servers 121, hospital servers 122, clinical trial servers 123, research
lab servers 124, and/or laboratory information systems 125, etc., may each be
connected to an electronic network 120, such as the Internet, through one or more
computers, servers, and/or handheld mobile devices. According to an exemplary
embodiment of the present disclosure, the electronic network 120 may also be
connected to server systems 110, which may include processing devices 111. One or
more of the processing devices 111 may be configured to implement a machine
learning module 100, which includes a Marketplace tool 101 for determining one or
more Al models based on a user’s search criteria, according to an exemplary technique
described herein.

[0033] The physician servers 121, hospital servers 122, clinical trial servers 123,
research lab servers 124, and/or laboratory information systems 125 may create or
otherwise obtain images of one or more patients’ cytology specimen(s), histopathology
specimen(s), slide(s) of the cytology specimen(s), digitized images of the slide(s) of the
histopathology specimen(s), or any combination thereof. The physician servers 121,

11
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hospital servers 122, clinical trial servers 123, research lab servers 124, and/or
laboratory information systems 125 may also obtain any combination of patient-specific
information, suchas age, medical history, cancer treatment history, family history, past
biopsy or cytology information, etc. The physician servers 121, hospital servers 122,
clinical trial servers 123, research lab servers 124, and/or laboratory information
systems 125 may transmit digitized slide images and/or patient-specific information to
server systems 110 over the electronic network 120. Server systems 110 may include
one or more storage devices 109 for storing images and data received from at least one
of the physician servers 121, hospital servers 122, clinical trial servers 123, research lab
servers 124, and/or laboratory information systems 125. Server systems 110 may also
include processing devices 111 for processing images and data stored in the one or
more storage devices 109. Server systems 110 may further include one or more
machine learning tool(s) or capabilities. For example, the processing devices 111 may
include a machine learning tool for the machine learning module 100, according to one
embodiment. Alternatively or in addition, the present disclosure (or portions of the
system and methods of the present disclosure) may be performed on a local processing
device (e.g., a laptop).

[0034] The physician servers 121, hospital servers 122, clinical trial servers 123,
research lab servers 124, and/or laboratory information systems 125 refer to systems
used by pathologists for reviewing the images of the slides. In hospital settings, tissue

type information may be stored in one of the laboratory information systems 125.
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[0035] FIG. 1B illustrates an exemplary block diagram of a machine learning
module 100 for determining one or more alternative machine learning system to apply
pertaining to digital pathology image(s), using machine learning.

[0036] For example, the machine learning module 100 may include the
marketplace tool 101, a data ingestion tool 102, a slide intake tool 103, a slide scanner
104, a slide manager 105, a storage 106, and a viewing application tool 108.

[0037] The marketplace tool 101, as described in detail below, refers to a process
and system for processing digital pathology slides (e.g., digitized images of slide-
mounted histology or cytology specimens) and received Al models, and using machine
learning to analyze and determine one or more machine learning systems to output
based on a search criteria, according to an exemplary embodiment. The marketplace
tool 101 may further apply the determined machine learning systems to one or more
digital pathology slides.

[0038] The data ingestion tool 102 refers to a process and system for facilitating
a transfer of the digital pathology images to the various tools, modules, components,
and devices that are used for classifying and processing the digital pathology images,
according to an exemplary embodiment.

[0039] The slide intake tool 103 refers to a process and system for scanning
pathology slides and converting them into a digital form, according to an exemplary
embodiment. The slides may be scanned with the slide scanner 104, and the slide
manager 105 may process the images on the slides into digitized pathology images and

store the digitized images in storage 106.
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[0040] The viewing application tool 108 refers to a process and system for
providing a user (e.g., a pathologist) with specimen property or image property
information pertaining to digital pathology image(s), according to an exemplary
embodiment. The information may be provided through various output interfaces (e.g., a
screen, a monitor, a storage device, and/or a web browser, etc.).

[0041] The marketplace tool 101, and one or more of its components, may
transmit and/or receive digitized slide images and/or patient information and/or Al
models to server systems 110, physician servers 121, hospital servers 122, clinical trial
servers 123, research lab servers 124, and/or laboratory information systems 125 over
an electronic network 120. Further, server systems 110 may include one or more
storage devices 109 for storing images, Al models, and data received from at least one
of the marketplace tool 101, the data ingestion tool 102, the slide intake tool 103, the
slide scanner 104, the slide manager 105, and the viewing application tool 108. Server
systems 110 may also include the processing devices 111 for processing images and
data stored in the storage devices 109. Server systems 110 may further include one or
more machine learning tool(s) or capabilities, e.g., due to the processing devices 111.
Alternatively or in addition, the present disclosure (or portions of the system and
methods of the present disclosure) may be performed on a local processing device
(e.q., a laptop).

[0042] Any of the above devices, tools and modules may be located on a device
that may be connected to an electronic network 120, such as the Internet or a cloud
service provider, through one or more computers, servers, and/or handheld mobile

devices.
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[0043] FIG. 2 is a flow diagram illustrating an exemplary process for using a
trained system to determine one or more machine learning models, according to
techniques presented herein. The trained system may be implemented by the
marketplace tool 101 of the machine learning module 100. The marketplace tool 101
may utilize the trained system to determine and apply one or more machine learning
system to inputted digital medical images.

[0044] The marketplace 202 may receive a collection of machine learning
systems. The marketplace 202 may be capable of utilizing the marketplace tool 101 of
the machine learning module 100 to determine one or more machine learning systems
for output. The determined machine learning systems may be capable of receiving as
input digital medical images. The determined machine learning systems may further
perform analysis on the received images and output digital medical images and
metadata The marketplace 202 may also receive metadata related to the criteria such
as: respective training size, validation size, European CE Mark approval, U.S. Food and
Drug Administration (FDA) approval, FDA approval intended use training and validation
data statistical distribution (such as distribution and expected performance on rare
cases and conditions), training data (e.g. which organs and metastatic sites was it
trained on), model architecture, model size, model run time (how long it takes the model
to run per WSI image size), inputs, outputs, functions performed, and other factors.
Additional criteria may include the types of ways the outputs may be displayed (e.g.,
slide level, part level, segmentation (heat maps), XY-coordinate, etc.). The marketplace
202 may then be capable of organizing and determining machine learning systems to

output respective users based on the criteria above.
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[0045] The marketplace 202 may then be accessed by one or more users as will
be discussed further below. The one or more user may search for one or more machine
learning systems. The user may perform this search (e.g., a criteria search) based on
the criteria discussed above. For example, a user may search for a machine learning
system capable of grading cancer of digital medical images.

[0046] After one or more search criteria is received by the marketplace 202, the
marketplace 202 may determine one or more machine learning systems (e.g., machine
learning systems 204) based on the users’ search criteria. The determined machine
learning systems 204 may then be displayed/outputted to a user. For example, the
determined machine learning systems 204 may each be applied to one or more of the
received digital medical images. Once applied, the outputs of the determined machine
learning systems 204 may be displayed as separate visuals/screens to one or more
users. Further, outputted metadata may be available to one or more users. The user
may then select a preferred machine learning system for use. learning system) a user
may select a machine learning system to download/utilize.

[0047] Additionally, information about the determined machine learning modules
may be output as metadata describing the model and features. In another example, the
marketplace 202 may select an optimal machine learning system for use.

[0048] After a machine learning model is selected, the system may output a
model ensemble/ complementation, and/or visualization 206 of one or more selected
machine learning module or a model ensemble 206. The model ensemble may apply a
first determined machine learning system and a second determined machine learning

system to the one or more inserted digital medical images. For example, if multiple
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models have a slide level binary output (e.g., whether cancer is present), the model
ensemble may do a majority vote on the binary output and output the majority answer.
In another example, if the multiple models output heat maps, then the model ensemble
may include an overlay where the intersection of the separately determined heat maps
are highlighted/marked to indicate agreement among the one or more models.
Additionally, a user may be able to select an option to only output the overlap of the
heat maps.

[0049] Further, the system may be capable of outputting the selected machine
learning system to one or more users. The machine learning system may be
implemented locally (e.g., on premises by a pathologist) and/or remotely (e.g., cloud
based) wherein the user accesses the selected machine learning system.

[0050] The marketplace 202 may be generated based on applying received
machine learning systems metadata related to the training size, validation size,
European CE Mark approval, U.S. Food and Drug Administration (FDA) approval,
inputs, outputs, functions performed, and other factors of each received machine
learning system to a machine learning algorithm. The machine learning algorithm may
accept, as inputs, the inputs, outputs, and functions of each received machine learning
system and implement training using one or more techniques. For example, the
generalized machine learning model may be trained in one or more Convolutional
Neural Networks (CNN), CNN with multiple-instance learning or multi-label multiple
instance learning, Recurrent Neural Networks (RNN), Long-short term memory RNN
(LSTM), Gated Recurrent Unit RNN (GRU), graph convolution networks, Transformers

or the like or a combination thereof. Convolutional neural networks can directly learn the
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image feature representations necessary for discriminating among characteristics,
which can work extremely well when there are large amounts of data to train on for each
specimen, whereas the other methods can be used with either traditional computer
vision features, e.g., SURF or SIFT, or with learned embeddings (e.g., descriptors)
produced by a trained convolutional neural network, which can yield advantages when
there are only small amounts of data to train on. The trained marketplace 202 may be
configured to provide one or more machine learning systems (e.g., a machine learning
system that detects cancer, or a machine learning system that grades caner) as outputs
based on user requested functions of a machine learning system (e.g., the user
requests a machine learning system capable of determining the presence of cancer on
one or more digital slides). In one example, the marketplace 202 may allow for a user to
manually define which types of outputs can be combined/ensembled with each other.
The marketplace 202 may be trained by implement training. The marketplace 202 may
be configured to suggest a particular one or more machine learning systems based on
the overall performance of both systems and compare the AUC for example. The
marketplace 202 could further be trained to choose the model which has regulatory
approval FDA/CE over non regulatory approved models. Additionally, the marketplace
may be optimize AUC in regards to training, validation and test set size when
determining a machine learning system.

[0051] FIG. 3 shows an example training module 300 to train the marketplace
202. As shown in FIG. 3, training data 302 may include one or more of pathology
images 304 (e.g., digital representation of biopsied images), input data 306 (e.g., a

digital pathology image dataset, various machine learning systems, and the
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corresponding metadata describing the training size, validation size, European CE Mark
approval, U.S. Food and Drug Administration (FDA) approval, inputs, outputs, functions
performed, and other factors of the various machine learning systems), and known
outcomes 308 (e.g., preferred outputs of machine learning systems)related to the input
data 306. The training data 302 and a training algorithm 310 may be provided to a
training component 320 that may apply the training data 302 to the training algorithm
310 in order to generate the marketplace 202.

[0052] The training dataset including the digital pathology image dataset, various
machine learning systems, and the corresponding metadata describing the training size,
validation size, European CE Mark approval, U.S. Food and Drug Administration (FDA)
approval, inputs, outputs, functions performed of the various machine learning systems
may be generated and/or provided by one or more of the systems 110, physician
servers 121, hospital servers 122, clinical trial servers 123, research lab servers 124,
and/or laboratory information systems 125. Images used for training may come from
real sources (e.g., humans, animals, etc.) or may come from synthetic sources (e.g.,
graphics rendering engines, 3D models, etc.). Examples of digital pathology images
may include (a) digitized slides stained with a variety of stains, such as (but not limited
to) H&E, Hematoxylin alone, IHC, molecular pathology, etc., and/or (b) digitized tissue
samples from a 3D imaging device, such as microCT.

[0053] An exemplary embodiment of the system described herein may provide
users with the ability to utilize the marketplace system to search for Al models to
analyze one or more digital medical images (e.g., WSIs) in order to assist in diagnosis

and/or treatment.
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[0054] FIG. 4 is a flowchart illustrating an example method for using a trained
system to determine one or more machine learning systems based on one or more
received criteria, according to one or more exemplary embodiments herein. The
exemplary method 400 (e.g., steps 402-408) of FIG. 4 depicts steps that may be
performed by, for example, the marketplace 202. These steps may be performed
automatically or in response to a request from a user (e.g., a pathologist, a department
or laboratory manager, an administrator, etc.). Alternatively, the method 400 may be
performed by any computer process system capable of receiving image inputs such as
device 700 and capable of storing and executing the marketplace 202.

[0055] At step 402, the trained system may receive a plurality of digital medical
images of pathology slides associated with pathology cases. Examples of digital
medical images may include (a) digitized slides stained with a variety of stains, such as
(but not limited to) H&E, Hematoxylin alone, IHC, molecular pathology, etc.; and/or (b)
digitized image samples from a 3D imaging device, such as micro-CT. The digital
images may be a digital pathology image captured using the slide intake tool 103 of
FIG. 1B

[0056] At step 404, the trained system may receive criteria (e.g., metadata). The
criteria may be for example a function, analysis, or capability of a machine learning
system as discussed above. The criteria may be related to the analysis of digital
medical images. For example, the search criteria may be a function for determining and
grading prostate on a digital medical image to determine a Gleason score.

[0057] At step 406, the trained system may use the search criteria from step 404

to determine one or more machine learning systems. The determined machine learning
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systems may be optimal machine learning systems based on the criteria inputted at
step 404 as the criteria may be the task to be solved by the trained system. Determining
one or more machine learning systems may include the trained system selecting a set
of machine learning systems capable of performing the criteria at step 404. For
example, the trained system may suggest for a user a single (e.g., optimal) machine
learning system based on the search criteria at step 406. A preferred model may be
determined based on a whether each model is up-to-date with latest protocol/guidelines,
based on an accuracy determination, based on pricing, and/or based on speed of
results.

[0058] Alternatively, the trained system may output a set number of (e.g., four)
potential machine learning systems and allow a user to select which machine learning
system to utilize. Further, when allowing a user to select from the potential machine
learning systems, the trained system may be capable of applying each of the potential
machine learning systems to one or more of the inputted digital medical images from
step 402 and outputting the digital medical images with the applied analysis. This may
include outputting digital medical images with digital biomarkers and markings. This
may allow the user to see the models applied real time to the inputted digital medical
images and help the user determine which model to select/utilize. Further, the trained
system may output metadata describing the abilities, function, cost, training, and other
aspects of the determined machine learning system. The user may then select a
machine learning system based on the initial performed analysis as well as the

outputted metadata.
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[0059] By examining multiple models performing the same or similar function, the
user may have increased confidence in the output. During visualization of the
determined machine learning systems, the trained system may provide/output an
overlap, such as an elevation overlap, of multiple regions of interest/salient regions,
each region of interest corresponding to the output of one model. Alternatively, the
overlap may include a heat map, level of confidence map, and/or color gradient map.
The visualization may allow a user to contrast similar Al models quickly. Areas where
multiple models overlap may be indicated as having a high confidence value. For
example, if three prostate cancer models partially overlap, the system may
indicate/designate that the overlapping region corresponds to prostate cancer with high
confidence. Regions with a subset of models partially overlapping may be designated
as having intermediate confidence. Regions with only a single model, and no other
models, may be designated as a low confidence region. Regions with different
confidence values may be colored differently, may be visually elevated or zoomed
differently, or otherwise visually indicated differently. For example, a high confidence
region may be highlighted in a predetermined color, and/or may appear visually raised
to the user. The confidence level output may be displayed separately or with the
displayed determined machine learning levels. The confidence level may be output as a
heat map coloring grade (e.g., an overlap layer). A user may be able to select which
model or models to incorporate based on the outputted confidence levels.

[0060] At step 408, the trained system may output the one or more determined
machine learning systems to one or more users. Outputting the one or more determined

machine learning system may include exporting the determined machine learning
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system from either the storage devices 109, clinical trial server 123, physician servers
121, laboratory information system 125, research lab servers 124, hospital servers 122,
or from an external network. Further, outputting the one or more determined machine
learning systems may include applying the determined machine learning system to the
one or more digital medical images from step 402 and outputting the analyzed digital
images to a user.

[0061] In an embodiment, the trained system may also provide users with the
ability to utilize the marketplace system to search for Al models to analyze one or more
digital medical images (e.g., WSIs) in order to assist in diagnosis and/or treatment. In
this embodiment, the user may be able to search for Al models based on a specific type
of medical problem. The system may then select related models that highlight different
aspects related to the sametype of problem searched. The system may thus provide
models that analyze different aspects of a WSl that are all related to the same type of
problem. For example, a breast cancer model may be used along with a calcification
model when an inserted search criterion is “breast cancer diagnosis.” In another
example, a first model may be used to determine whether tissue is cancerous,
malignant or benign. This may then be used with a second model that outputs a
Gleason grade. In another example, when analyzing prostate needle core biopsy length,
multiple estimation models may be applied and a median length may be determined
based on averages of all potential models. In another example, a first model may be
selected to determine whether cancer is present on a tissue and a second model be

selected to provide additional analysis such as Triple-Negative Breast Cancer (TNBC)
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prediction(s) (including levels of HER2, estrogen receptor (ER), and/or progesterone
receptor (PR)).

[0062] FIG. 5 is a flowchart illustrating an example method for using a trained
system to determine one or more machine learning systems based on one or more
received criteria, according to one or more exemplary embodiments herein. The
exemplary method 500 (e.g., steps 502-508) of FIG. 5 depicts steps that may be
performed by, for example, the marketplace 202. These steps may be performed
automatically or in response to a request from a user (e.g., a pathologist, a department
or laboratory manager, an administrator, etc.). Alternatively, the method 500 may be
performed by any computer process system capable of receiving image inputs such as
device 700 and capable of storing and executing the marketplace 202.

[0063] At step 502, the trained system may receive a plurality of digital medical
images of pathology slides associated with pathology cases. Examples of digital
medical images may include (a) digitized slides stained with a variety of stains, such as
(but not limited to) H&E, Hematoxylin alone, IHC, molecular pathology, etc.; and/or (b)
digitized image samples from a 3D imaging device, such as micro-CT. The digital image
may be a digital pathology image captured using the slide intake tool 103 of FIG. 1B

[0064] At step 504, the trained system may receive criteria (e.g., metadata). The
criteria may be for example a function, analysis, or capability of a machine learning
system. The criteria may further be a particular medical diagnosis or a particular
medical problem. Exemplary medical diagnosis could be the presence of one or more

types of cancer.
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[0065] At step 506, the trained system may use the search criteria from step 504
to determine one or more machine learning systems. The determined machine learning
systems may be capable of performing and/or analyzing the criteria input at step 504 on
the inputted slides from step 502. Determining one or more machine learning systems
may include the trained system selecting a set of machine learning systems capable of
performing the criteria at step 504. The set of machine learning systems may be based
on the trained system determining all Al models that include the search criteria.
Determining one or more sets of machine learning system may include the trained
system filtering through its library to determine machine learning models that may
analyze different aspects of the problem selected For example, the trained system may
suggest for a user a set of preferred (e.g., optimal) machine learning systems based on
the search criteria at step 506. The preferred model may be determined based on a
whether each model is up-to-date with latest protocol/guidelines, based on an accuracy
determination, based on pricing, and/or based on speed of results. The preferred
models may be capable of analyzing distinct aspects of a particular medical issue.

[0066] Alternatively, the trained system may output multiple sets of potential
machine learning systems and allow a user to select which machine learning system to
utilize. Each set of machine learning systems may correspond to a different aspect of
the medical issue selected as criteria. Further, when allowing a user to select from the
potential machine learning systems, the trained system may be capable of applying
each of the potential machine learning systems to one or more of the inputted digital
medical images from step 502 and outputting the digital medical images with the applied

analysis. This may include outputting digital medical images with digital biomarkers and
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marking. This may allow the user to see the models applied real time to the inputted
digital medical images and help the user determine which model to utilize/select. The
user may then select a machine learning systems based on the initial performed
analysis.

At step 508, the trained system may output the one or more determined machine
learning systems to one or more users. Outputting the one or more determined machine
learning system may include exporting the determined machine learning system from
either the storage devices 109, clinical trial server 123, physician servers 121,
laboratory information system 125, research lab servers 124, hospital servers 122, or
from an external network. Further, outputting the one or more determined machine
learning systems may include applying the determined machine learning system to the
one or more digital medical images from step 502 and outputting the analyzed digital
images to a user. In another embodiment, the trained system (e.g., marketplace 202) of
FIG. 5 may be used to analyze digital medical images that have multiple tissue types.
The trained system may filter/search for machine leaning models to analyze one or
more digital medical images (e.g., WSIs) in order to assist in diagnosis and/or treatment
of inserted digital medical images with multiple tissue types. In this embodiment, the
system may determine, prior to step 506, what tissue types are present from the
inserted digital medical images at step 502. The trained system may determine tissue
type by receiving metadata indicating the tissue type of each received digital medial
image. In another example, the system may utilize a trained machine learning system to
determine what types of tissue are located on the digital medical images. Once the

tissue types have been determined, at step 506, the trained system may determine
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machine learning systems capable of analyzing the digital medical images for each
tissue type.

[0067] An example may include the trained system determining different machine
learning models for cancer analysis when receiving digital medical images of prostate
and/or bladder tissue. In this scenario, it may be necessary to have different models
analyze each type of tissue to accurately identify cancerous regions. Additional tissue
types that may be included in a received digital image include, but are not limited, to
pancreas, duodenum, bile duct, and distal stomach tissue, although any tissue type may
be used.

[0068] In another embodiment, the trained system (e.g., marketplace 202) of FIG.
5 may be used to analyze digital medical images and determine an initial one or more
machine learning system, followed by a second one or more machine learning systems.
In this embodiment, the trained system may first, prior to step 506, determine and utilize
an arealtileftissue filter model that may reduce the scope or size of the inserted digital
medical images from step 502. Alternatively, the first trained system may first, prior to
step 506, determine and utilize a first machine learning system to remove a layer/factor
from the digital medical images. For example, a first machine learning system may
remove the pixels of benign stroma tissue from the received digital medical image. The
initial machine learning system may be configured to remove a layer of information from
the received digital medical images. This initial filter may lead to the second model
being more accurate. Next, during step 506, the remaining area of the inserted digital
medical images may be analyzed using one or more of the determined machine

learning models. These determined machine learning models may perform clinical or
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diagnostic analysis. In one example, the trained system may select the first filter model
automatically. This embodiment may lead to the second model being applied to a
smaller area of a provided WSI. Optionally, the system may select the first filter model
automatically and allow a user to select the second model. This embodiment may lead
to the second model being applied to a WSI that has had certain factors removed.

[0069] For example, a user may wish to analyze a digital medical image to grade
cancer. The user may input the type of cancer to be graded and a WSI into the system.
The system may choose a first model that first is used to detect a region of the WSl with
cancer. The system may then determine one or more machine learning models to
perform cancer grading only on the remaining non-filtered regions of the digital medical
images. This may lead to more accurate cancer grading. In one technique, the digital
medical images may be divided into tiles/sub-images, and only tiles that the first model
determines contains cancerous tissue beyond a threshold might be provided to the
second model that performs cancer grading.

[0070] In another example, the trained system may be utilized within the field of
statistical confounding factors. if certain diseases contain confounding factors that co-
occur with a disease, the trained system may first determine a machine learning system
configured to remove the confounding factor prior to further machine learning systems
being applied.

[0071] FIG. 6 is a flowchart 600 illustrating an example method for determining
one or more machine learning systems. At step 602, one or more digital medical images
of at least one pathology specimen may be received, the pathology specimen being

associated with a patient. At step 604, one or more search criteria may be received.
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[0072] At step 606, one or more machine learning systems may be determined
based on the one or more search criteria.

[0073] At step 608, the one or more machine learning systems may be output to
a user, wherein outputting the one or more machine learning system includes the one or
more machine learning systems being applied to the one or more received medical
images and the one or more digital medical images being displayed after the machine
learning system performed analysis on the digital medical images.

[0074] At step 610, a selection from a user may be received, the selection
corresponding to a first machine learning system from the one or more machine
learning systems.

[0075] At step 612, the first machine learning system may be output.

[0076] As shown in FIG. 7, device 700 may include a central processing unit
(CPU) 720. CPU 720 may be any type of processor device including, for example, any
type of special purpose or a general-purpose microprocessor device. As will be
appreciated by persons skilled in the relevant art, CPU 720 also may be a single
processor in a multi-core/multiprocessor system, such system operating alone, or in a
cluster of computing devices operating in a cluster or server farm. CPU 720 may be
connected to a data communication infrastructure 710, for example a bus, message
queue, network, or multi-core message-passing scheme.

[0077] Device 700 may also include a main memory 740, for example, random
access memory (RAM), and also may include a secondary memory 730. Secondary
memory 730, for example a read-only memory (ROM), may be, for example, a hard disk

drive or a removable storage drive. Such a removable storage drive may comprise, for
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example, a floppy disk drive, a magnetic tape drive, an optical disk drive, a flash
memory, or the like. The removable storage drive in this example reads from and/or
writes to a removable storage unit in a well-known manner. The removable storage may
comprise a floppy disk, magnetic tape, optical disk, etc., which is read by and written to
by the removable storage drive. As will be appreciated by persons skilled in the relevant
art, such a removable storage unit generally includes a computer usable storage
medium having stored therein computer software and/or data.

[0078] In alternative implementations, secondary memory 730 may include
similar means for allowing computer programs or other instructions to be loaded into
device 700. Examples of suchmeans may include a program cartridge and cartridge
interface (such as that found in video game devices), a removable memory chip (such
as an EPROM or PROM) and associated socket, and other removable storage units
and interfaces, which allow software and data to be transferred from a removable
storage unit to device 700.

[0079] Device 700 also may include a communications interface (“COM’) 760.
Communications interface 760 allows software and data to be transferred between
device 700 and external devices. Communications interface 760 may include a modem,
a network interface (such as an Ethernet card), a communications port, a PCMCIA slot
and card, or the like. Software and data transferred via communications interface 760
may be in the form of signals, which may be electronic, electromagnetic, optical or other
signals capable of being received by communications interface 760. These signals may

be provided to communications interface 760 via a communications path of device 700,
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which may be implemented using, for example, wire or cable, fioer optics, a phone ling,
a cellular phone link, an RF link or other communications channels.

[0080] The hardware elements, operating systems, and programming languages
of such equipment are conventional in nature, and it is presumed that those skilled in
the art are adequately familiar therewith. Device 700 may also include input and output
ports 750 to connect with input and output devices such as keyboards, mice,
touchscreens, monitors, displays, etc. Of course, the various server functions may be
implemented in a distributed fashion on a number of similar platforms, to distribute the
processing load. Alternatively, the servers may be implemented by appropriate
programming of one computer hardware platform.

[0081] Throughout this disclosure, references to components or modules
generally refer to items that logically may be grouped together to perform a function or
group of related functions. Like reference numerals are generally intended to refer to the
same or similar components. Components and/or modules may be implemented in
software, hardware, or a combination of software and/or hardware.

[0082] The tools, modules, and/or functions described above may be performed
by one or more processors. “Storage” type media may include any or all of the tangible
memory of the computers, processors or the like, or associated modules thereof, such
as various semiconductor memories, tape drives, disk drives and the like, which may
provide non-transitory storage at any time for software programming.

[0083] Software may be communicated through the Internet, a cloud service
provider, or other telecommunication networks. For example, communications may

enable loading software from one computer or processor into another. As used herein,
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unless restricted to non-transitory, tangible “storage” media, terms such as computer or
machine “readable medium” refer to any medium that participates in providing
instructions to a processor for execution.

[0084] The foregoing general description is exemplary and explanatory only, and
not restrictive of the disclosure. Other embodiments may be apparent to those skilled in
the art from consideration of the specification and practice of the invention disclosed
herein. It is intended that the specification and examples be considered as exemplary

only.
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What is claimed is:

1. A computer-implemented method for processing electronic medical

images comprising:

receiving one or more digital medical images of at least one pathology specimen,
the pathology specimen being associated with a patient;
receiving one or more search criteria;
determining, one or more machine learning systems, based on the one or more
search criteria;
outputting the one or more machine learning systems to a user, wherein
outputting the one or more machine learning system includes:
applying the one or more machine learning systems to the one or more
received medical images, and
displaying the one or more digital medical images after the machine
learning system performed analysis on the digital medical images;
receiving a selection from a user, the selection corresponding to a first machine
learning system from the one or more machine learning systems; and

outputting the first machine learning system.

2. The method of claim 1, wherein outputting the first machine learning
system further includes:
inserting the one or more digital medical images into the first machine learning

system;
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applying the first machine learning system to the inserted digital medical images
to generate processed medical images; and

outputting the generated processed medical images.

3. The method of claim 1, wherein the display of the one or more images
includes a heat map, level of confidence map, and/or color gradient map of the search

criteria.

4. The method of claim 1, wherein the display of the one or more images
includes a heat map overlay of the one or more medical images indicating a confidence
value, the confidence value representing a similarity of results between the machine

learning systems.

5. The method of claim 1, further including:
suggesting a particular machine learning system of the one or more machine

learning systems based on the search criteria.

6. The method of claim 1, further including:

applying a first machine learning system to the received one or more medical

images prior to outputting the machine learning systems to a user.
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7. The method of claim 6, wherein the first machine learning system applies
an initial filter to the one or more medical images, the initial filter to determine an area of

tissues displayed in the one or more medical images.

8. The method of claim 1, wherein the search criteria is a training size,
validation size, European CE Mark approval, U.S. Food and Drug Administration (FDA)

approval, inputs, outputs, or function.

9. The method of claim 1, wherein the search criteria is a medical diagnosis.

10. A system for processing electronic digital medical images, the system

comprising:

at least one memory storing instructions; and
at least one processor configured to execute the instructions to perform
operations comprising:
receiving one or more digital medical images of at least one pathology
specimen, the pathology specimen being associated with a patient;
receiving one or mare search criteria;
determining, one or more machine learning systems, based on the one or
more search criteria;
outputting the one or more machine learning systems to a user, wherein

outputting the one or more machine learning system includes:
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applying the one or more machine learning systems to the one or
more received medical images, and
displaying the one or more digital medical images after the machine
learning system performed analysis on the digital medical images;
receiving a selection from a user, the selection corresponding to a first
machine learning system from the one or more machine learning systems; and

outputting the first machine learning system.

11.  The system of claim 10, wherein outputting the first machine learning
system further includes:

inserting the one or more digital medical images into the first machine learning

system;

applying the first machine learning system to the inserted digital medical images

to generate processed medical images; and

outputting the generated processed medical images.

12.  The system of claim 10, wherein the display of the one or more images
includes a heat map, level of confidence map, and/or color gradient map of the search

criteria.

13.  The system of claim 10, wherein the display of the one or more images

includes a heat map overlay of the one or more medical images indicating a confidence
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value, the confidence value representing a similarity of results between the machine

learning systems.

14.  The system of claim 10, further including:
suggesting a particular machine learning system of the one or more machine

learning systems based on the search criteria.

15.  The system of claim 10, further including:

applying a first machine learning system to the received one or more medical

images prior to outputting the machine learning systems to a user.

16.  The system of claim 10, wherein the first machine learning system applies
an initial filter to the one or more medical images, the initial filter to determine an area of

tissues displayed in the one or more medical images.

17.  The system of claim 10, wherein the search criteria is a training size,
validation size, European CE Mark approval, U.S. Food and Drug Administration (FDA)

approval, inputs, outputs, or function.

18.  The system of claim 10, wherein the search criteria is a medical diagnosis.
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19. A non-transitory computer-readable medium storing instructions that,
when executed by a processor, perform operations processing electronic digital medical

images, the operations comprising:

receiving one or more digital medical images of at least one pathology specimen,
the pathology specimen being associated with a patient;
receiving one or more search criteria,
determining, one or more machine learning systems, based on the one or more
search criteria;
outputting the one or more machine learning systems to a user, wherein
outputting the one or more machine learning system includes:
applying the one or more machine learning systems to the one or more
received medical images, and
displaying the one or more digital medical images after the machine
learning system performed analysis on the digital medical images;
receiving a selection from a user, the selection corresponding to a first machine
learning system from the one or more machine learning systems; and

outputting the first machine learning system.

20.  The computer-readable medium of claim 19, wherein the display of the
one or more images includes a heat map, level of confidence map, and/or color gradient

map of the search criteria.
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INTERNATIONAL SEARCH REPORT

International application No

PCT/US2023/063861

A. CLASSIFICATION OF SUBJECT MATTER

ADD.

INV. G16H30/40 G16H50/20 GO6N5/022

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Gl6H GO6N

Minimum documentation searched (classification system followed by classification symbols)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

EPO-Internal, WPI Data

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* | Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

paragraph [0059]
paragraph [0083]
paragraph [0050]
paragraph [0051]
paragraph [0046]
paragraph [0071]
paragraph [0055]

paragraph [0031]
paragraph [0032]
paragraph [0064]

paragraph [0056] - paragraph [0057]

X US 2021/174503 Al (TRAUTWEIN FRANK THILO 1-20
[DE]) 10 June 2021 (2021-06-10)

|__K| Further documents are listed in the continuation of Box C.

‘z‘ See patent family annex.

* Special categories of cited documents :

"A" document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier application or patent but published on or after the international
filing date

"L" document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

"O" document referring to an oral disclosure, use, exhibition or other
means

"P" document published prior to the international filing date but later than
the priority date claimed

W

e
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g

later document published after the international filing date or priority
date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

document of particular relevance;; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

document of particular relevance;; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

document member of the same patent family

Date of the actual completion of the international search

6 June 2023

Date of mailing of the international search report

15/06/2023

Name and mailing address of the ISA/
European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk
Tel. (+31-70) 340-2040,
Fax: (+31-70) 340-3016

Authorized officer

Megalou-Nash, M
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C(Continuation).

DOCUMENTS CONSIDERED TO BE RELEVANT

Category”

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

A

US 2018/276553 Al (REDKAR TEJ [US] ET AL)
27 September 2018 (2018-09-27)

paragraph
paragraph
paragraph
paragraph
paragraph
paragraph

[0048]
[0032]
[0033]
[0034]
[0037]
[0001]

US 2018/065248 Al (BARRAL JOELLE [US] ET
AL) 8 March 2018 (2018-03-08)

paragraph

[0039]

1-20

Form PCT/ISA/210 (continuation of second sheet) (April 2005)
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Information on patent family members

International application No

PCT/US2023/063861
Patent document Publication Patent family Publication
cited in search report date member(s) date
US 2021174503 Al 10-06-2021 NONE
US 2018276553 Al 27-09-2018 NONE
US 2018065248 Al 08-03-2018 CN 109690688 A 26-04-2019
EP 3510506 Al 17-07-2019
EP 4026664 Al 13-07-2022
JP 6784829 B2 11-11-2020
JP 2019526328 A 19-09-2019
Us 2018065248 Al 08-03-2018
Us 2022324102 A1 13-10-2022
WO 2018048753 Al 15-03-2018

Form PCT/ASA/210 (patent family annex) (April 2005)
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