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SYSTEMS AND METHODS FOR
EVALUATING HUMAN EYE TRACKING

RELATED APPLICATION

[0001] This application claims the benefit of priority to
U.S. Provisional Patent Application No. 61/640,781, which
was filed on May 1, 2012, the entirety of which is incorpo-
rated herein by reference.

TECHNICAL FIELD

[0002] Various embodiments of the present disclosure
relate generally to evaluating human eye movement. More
specifically, exemplary embodiments of the present disclo-
sure relate to systems and methods for tracking and scoring
human eye movement, and to recommending tasks to
improve motor and cognitive skills based on eye movement.

BACKGROUND

[0003] Professionals or experts who have a vast amount of
experience with a motor and/or cognitive task are often
admired for their physical qualities, such as strength, speed,
and coordination. They are also admired for qualities that are
less evident, such as being in the right place at the right time
and for the ability to strategically “out smart™ a difficult
situation. These more subtle qualities may be indicative of a
proficiency in cognitive understanding. Research has found
that professionals or experts who have a vast amount of expe-
rience in a variety of different tasks have efficient and effec-
tive cognitive processing, as compared to less skilled indi-
viduals.

[0004] An indication of cognition is evidenced by where
one looks in order to detect and utilize the most important
information in an environment. Eye movements reflect where
a person is looking and searching in the environment, which
may be referred to as “visual search.” Visual search patterns
are typically not random but instead may be learned responses
to environmental stimuli. Research has found that optimal
visual search and selection patterns develop through experi-
ence and are different for experts and novices. One example
includes soccer experts, who look at a kicker’s hip (a pre-
contact cue) to accurately determine and quickly react to the
direction where the ball is going. Novices, comparatively,
tend to focus on the ball, causing a longer time to make a
decision and to initiate a movement.

[0005] Typically, experts show systematic visual search
patterns from one viewing to the next and repeatedly look at
the same locations to detect information. Still further,
research has found that experts selectively and consistently
attend to the most salient aspects when watching the task in
which they are proficient. The visual search patterns of
experts enable them to produce significantly higher numbers
of correct responses regarding expected outcomes. As
another example, expert tennis players are often able to deter-
mine the type of spin and direction of the ball from under-
standing visual components that are present within the envi-
ronment even before the ball is contacted. Expert tennis
players are able to do this better than those with less experi-
ence. Another example includes expert drivers who are ableto
search within their environment and “read” the road in order
to avoid potential hazards. Expert drivers have more efficient
cognitive and visual search strategies, enabling them to
reduce the “cognitive load” and in turn “freeing up” valuable
processing space should an unexpected event occur on the
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road, such as a child running across the road after a ball.
Experts also report significantly higher levels of confidence in
their responses than do novices.

[0006] Decision making capabilities can be affected by
visual search patterns. One example includes law enforce-
ment officers responding to a domestic violence situation. As
the situation increases in tension, experienced police officers
look at the hands of the violent person, whereas inexperi-
enced officers look at the face of the violent person, and were
late in seeing a gun being drawn, as well as significantly less
likely to make the correct decision to shoot or not-shoot. The
visual search patterns of experts also may enable them to
initiate a movement faster than novices, such as pressing a
brake in a car, running toward a location to intercept a ball, or
firing a weapon.

[0007] The quality of motor responses also has been found
to differ when less effective visual search patterns are used
between people of similar skill level. For example, statistics
have tested the quality (depth and accuracy) of service return
between college level tennis players while measuring their
visual search patterns on the tennis court. Results revealed
that the players with less salient visual search behaviors were
judged lowest in quality of service return. Hence, the cogni-
tive understanding that experts have when watching a skill is
evidenced via superior visual search strategies that provide
them with an ability to anticipate more accurately than those
with less experience and less effective visual search. This
capacity also has been shown to relate to faster motor
responses of a higher quality performance.

[0008] Effective visual search may be particularly impor-
tant when watching an event unfold rather than reacting to the
consequence of an event. For instance, looking for the base-
ball from a pitcher while standing in the batting position will
provide little help in hitting the baseball, especially when the
ball is traveling too fast for vision to track the ball. Instead,
effective visual search involves looking at biomechanical
cues within the motion of the pitch (e.g., arm rotation, grip,
release point) in order to eftectively read the type and velocity
of the pitch.

[0009] Furthermore, the eye can track an object with pre-
cision and using focal vision only when there is slow relative
movement between the observer and the object. The eyes can
smoothly move together following the object until visual
angular velocities reach 40 to 70 degrees per second. In
observing human movement, this translates to surprisingly
slow movements, like a person walking (3 mph) slowly past
an observer six feet away. Therefore, when a task is occurring
very fast, it may not matter if a person has perfect visual
acuity and visual strength. What may matter is if they have
effective visual search that enables them to pick up early
occurrences within biomechanical phases (or pre-cues) that
present themselves more slowly and help predict future out-
comes, such as velocity, spin, and direction.

[0010] Thus, there is a need for systems and methods to
evaluate human eye movement. In addition, there is a need for
systems and methods to track and score individuals’ eye
movements, and recommend training tasks for individuals to
improve their visual search and other eye movements.

SUMMARY OF THE DISCLOSURE

[0011] According to certain embodiments, methods are
disclosed for evaluating human eye tracking. One method
includes: receiving data representing the location of and/or
information tracked by an individual’s eye or eyes before,



US 2015/0002815 Al

during, or after the individual performs a task; identifying a
temporal phase or a biomechanical phase of the task per-
formed by the individual; identifying a visual cue in the
identified temporal phase or biomechanical phase; and scor-
ing the tracking of the individual’s eye or eyes by comparing
the eye location data to the visual cue.

[0012] According to certain embodiments, systems are dis-
closed for evaluating human eye tracking. One system
includes a data storage device storing instructions for evalu-
ating human eye tracking; and a processor configured to
execute the instructions to perform a method including:
receiving data representing the location of and/or information
tracked by an individual’s eye or eyes before, during, or after
the individual performs a task; identifying a temporal phase
or a biomechanical phase of the task performed by the indi-
vidual; identifying a visual cue in the identified temporal
phase or biomechanical phase; and scoring the tracking of the
individual’s eye or eyes by comparing the data to the visual
cue.

[0013] According to certain embodiments, a computer
readable medium is disclosed storing instructions that, when
executed by a computer, cause the computer to perform a
method of evaluating human eye tracking, the method includ-
ing receiving data representing the location of and/or infor-
mation tracked by an individual’s eye or eyes before, during,
or after the individual performs a task; identifying a temporal
phase or a biomechanical phase of the task performed by the
individual; identifying a visual cue in the identified temporal
phase or biomechanical phase; and scoring the tracking of the
individual’s eye or eyes by comparing the data to the visual
cue.

[0014] Additional objects and advantages of the disclosed
embodiments will be set forth in part in the description that
follows, and in part will be apparent from the description, or
may be learned by practice of the disclosed embodiments.
The objects and advantages of the disclosed embodiments
will be realized and attained by means of the elements and
combinations particularly pointed out in the appended
claims.

[0015] Itisto be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory only and are not restrictive of the dis-
closed embodiments, as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0016] The accompanying drawings, which are incorpo-
rated in and constitute a part of this specification, illustrate
various exemplary embodiments and together with the
description, serve to explain the principles of the disclosed
embodiments.

[0017] FIG. 1 is a conceptual illustration of an exemplary
environment in which the disclosed systems and methods
may be used to evaluate individuals’ eye movements, and
recommend training tasks for individuals to improve their
visual search and other eye movements, according to an
exemplary embodiment of the present disclosure;

[0018] FIG.2 is a block diagram of exemplary systems for
evaluating individuals’ eye movements, and recommending
training tasks for individuals to improve their visual search
and other eye movements, according to an exemplary
embodiment of the present disclosure;

[0019] FIG.3 is a flow diagram of an exemplary method for
evaluating individuals’ eye movements, and recommending
training tasks for individuals to improve their visual search
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and other eye movements, according to an exemplary
embodiment of the present disclosure;

[0020] FIG. 4 is a flow diagram of another exemplary
method for evaluating individuals’ eye movements, accord-
ing to an exemplary embodiment of the present disclosure;
[0021] FIG. 5 is a flow diagram of another exemplary
method for evaluating individuals’ eye movements, accord-
ing to an exemplary embodiment of the present disclosure;
[0022] FIG. 6 is a schematic diagram of a framework for
evaluating and scoring individuals® eye movements, accord-
ing to an exemplary embodiment of the present disclosure;
[0023] FIG. 7 is a flow diagram of another exemplary
method for displaying evaluations of individuals’ eye move-
ments and recommended training tasks for individuals to
improve their visual search and other eye movements, accord-
ing to an exemplary embodiment of the present disclosure;
[0024] FIG. 8is a schematic diagram of an exemplary dis-
play of evaluations of individuals’ eye movements and rec-
ommended training tasks for individuals to improve their
visual search and other eye movements, according to an
exemplary embodiment of the present disclosure;

[0025] FIG. 9 is a schematic diagram of an exemplary dis-
play of evaluations of individuals’ eye movements and rec-
ommended training tasks for individuals to improve their
visual search and other eye movements, according to an
exemplary embodiment of the present disclosure;

[0026] FIG. 10 is a schematic diagram of an exemplary
display of evaluations of individuals’ eye movements and
recommended training tasks for individuals to improve their
visual search and other eye movements, according to an
exemplary embodiment of the present disclosure;

[0027] FIG. 11 is a schematic diagram of an exemplary
display of evaluations of individuals’ eye movements and
recommended training tasks for individuals to improve their
visual search and other eye movements, according to an
exemplary embodiment of the present disclosure;

[0028] FIG. 12 is a schematic diagram of an exemplary
display of evaluations of individuals’ eye movements and
recommended training tasks for individuals to improve their
visual search and other eye movements, according to an
exemplary embodiment of the present disclosure; and
[0029] FIG. 13 is a schematic diagram of an exemplary
display of evaluations of individuals’ eye movements and
recommended training tasks for individuals to improve their
visual search and other eye movements, according to an
exemplary embodiment of the present disclosure.

DESCRIPTION OF THE EMBODIMENTS

[0030] Reference will now be made in detail to the exem-
plary embodiments of the disclosure, examples of which are
illustrated in the accompanying drawings. Wherever pos-
sible, the same reference numbers will be used throughout the
drawings to refer to the same or like parts.

[0031] In view of the background and problems outlined
above, systems and methods are disclosed in which motor
skills, cognition, and/or kinesiology of a participant may be
improved through an iterative process of tracking eye move-
ment, scoring the observed eye movement, reporting or dis-
playing the scoring to the participant, recommending training
to the participant based on the scores or observed eye move-
ment, and repeating the process after training has occurred.
Certain embodiments of the presently disclosed methods may
also include selective modification or combining scores to
adjust measurement and target values.
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[0032] Participants of the present embodiments may
include any people desiring to improve their motor skills,
cognition, and/or kinesiology, such as any individuals who
perform physical activities that require observation and deci-
sion making ahead of physical or mental action. These par-
ticipants can include athletes, pilots, drivers, heavy machine
operators, lab equipment technicians, physicians, law
enforcement professionals, and/or any other individuals
involved in actions that require a cognitive process in order to
respond more effectively and efficiently. Alternatively, the
participants may be learning or cognitively impaired indi-
viduals seeking to improve their mental and physical abilities.
[0033] FIG. 1 is a conceptual illustration of an exemplary
environment in which the disclosed systems and methods
may be used to evaluate individuals’ eye movements, and
recommend training tasks for individuals to improve their
visual search and other eye movements, according to an
exemplary embodiment of the present disclosure. Specifi-
cally, FIG. 1 depicts an athlete, i.e., a baseball player 100
engaged in a task of observation and decision making ahead
of mental and physical action, i.e., hitting a baseball 102. In
view of the participants listed above, it should be appreciated
that, although FIG. 1 depicts a baseball player for purposes of
illustration, the presently disclosed systems and methods are
applicable to any individuals engaged in actions that require
a cognitive process in order to respond more effectively and
efficiently.

[0034] FIG. 1 depicts the athlete 100 as wearing an eye
tracking device, the device including, for example, a plurality
of cameras 104. In addition, FIG. 1 depicts a plurality of
remote cameras 106, which may be pointed at the athlete 100
and configured to track and image the athlete’s eyes. That is,
both wearable cameras 104 and remote cameras 106 may be
configured to follow the movement of the athlete’s eyes, such
as the athlete’s irises and/or pupils. The wearable cameras
104 and remote cameras 106 may also be configured to gen-
erate video images of the athlete and the athlete’s eyes before,
during, and after the physical decision making activity, such
as striking a target, e.g., baseball 102. Again, it should be
appreciated that athlete 100 may alternatively be a machine
operator, musician, physician, etc.

[0035] In one embodiment, wearable cameras 104 and/or
remote cameras 106 may be provided with additional sensors,
such as a heat sensing device, a GPS device, aradio frequency
ID (“RFID”) device, or any other sensors that aid in the
detection of human eyes, the location and/or orientation of the
human eyes, and/or the location and/or orientation of the
wearable cameras 104 and/or remote cameras 106. In one
embodiment, wearable cameras 104 and/or remote cameras
106 may include, but are not limited to webcams, video
cameras, remote eye trackers, mobile phones, and/or tablet
computers. Wearable cameras 104, in particular, may also or
alternatively include or be incorporated into spectacles,
visors, helmets, implanted devices, and/or contact lenses.
Wearable cameras 104 and/or remote cameras 106 may also
include or be provided in communication with physiological
monitors, neuroimaging devices, and biomechanical tech-
nologies for virtual reality and simulation technologies use
with eye data and other scoring or grading. In addition, the
methods and systems of the disclosed embodiments may be
used with other devices to track eye movements.

[0036] FIG.2 is a block diagram of exemplary systems for
evaluating individuals’ eye movements, and recommending
training tasks for individuals to improve their visual search

Jan. 1, 2015

and other eye movements, according to an exemplary
embodiment of the present disclosure. Specifically, FIG. 2
depicts an eye evaluation system 110, a plurality of network
resources 112, and a plurality of client devices 108, all pro-
vided in communication with an electronic network 101, such
as the Internet.

[0037] In one embodiment, client devices 108 may be
devices owned and/or used by one or more people or organi-
zations affiliated with, or in communication with, an operator
of eye evaluation system 110. In one embodiment, client
devices 108 may be used by customers or clients of the
operator of eye evaluation system 110. For example, people
or organizations desiring to have their eyes (or members’ or
employees’ eyes) evaluated may use client devices 108 to
send and receive information from eye evaluation system
110. In one embodiment, client devices 108 may send to eye
evaluation system 110 one or more of: registration informa-
tion, biometric information, eye information, activity infor-
mation, and so on. Client devices 108 may also receive from
eye evaluation system 110 one or more of: eye tracking infor-
mation, eye scoring information, recommended training
tasks, reports, and so on. In one embodiment, client devices
108 may be computers or mobile devices through which
customers of an eye evaluation entity interact with eye evalu-
ation system 110.

[0038] Inone embodiment, the devices of clients 108 may
include any type of electronic device configured to send and
receive data, such as websites and multimedia content, over
electronic network 101. For example, each of the devices of
clients 108 may include a mobile device, smartphone, per-
sonal digital assistant (“PDA”), tablet computer or any other
kind of touchscreen-enabled device, a personal computer, a
laptop, and/or server disposed in communication with elec-
tronic network 101. Each of the devices of clients 108 may
have a web browser and/or mobile browser installed for
receiving and displaying electronic content received from one
or more of web servers affiliated with the eye evaluation
system 110. Each of client devices 108 may have an operating
system configured to execute a web or mobile browser, and
any type of application, such as a mobile application.

[0039] Eye evaluation system 110 may include any type or
combination of computing systems, such as handheld
devices, personal computers, servers, clustered computing
machines, and/or cloud computing systems. In one embodi-
ment, eye evaluation system 110 may be an assembly of
hardware, including a memory, a central processing unit
(“CPU”), and/or optionally a user interface. The memory may
include any type of RAM or ROM embodied in a physical
storage medium, such as magnetic storage including floppy
disk, hard disk, or magnetic tape; semiconductor storage such
as solid state disk (SSD) or flash memory; optical disc stor-
age; or magneto-optical disc storage. The CPU may include
one or more processors for processing data according to
instructions stored in the memory. The functions of the pro-
cessor may be provided by a single dedicated processor or by
a plurality of processors. Moreover, the processor may
include, without limitation, digital signal processor (DSP)
hardware, or any other hardware capable of executing soft-
ware. The user interface may include any type or combination
of input/output devices, such as a display monitor, touchpad,
touchscreen, microphone, camera, keyboard, and/or mouse.
Eye evaluation system 110 may be configured to send and
receive information from network resources 112 and/or cli-
ents 108 over the electronic network 101. In one embodiment,
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eye evaluation system 110 may be in direct local contact with
one or more of network resources 112.

[0040] In one embodiment, network resources 112 may
include any type of device configured to collect and send
useful information to eye evaluation system 110 for tracking
and scoring eye movement. For example, network resources
112 may include one or more of: wearable cameras 104
and/or remote cameras 106, one or more sensors, such as a
heat sensing device, a GPS device, an RFID device, or any
other sensors that aid in the detection of human eyes, the
location and/or orientation of the human eyes, and/or the
location and/or orientation of the wearable cameras 104 and/
or remote cameras 106. In one embodiment, network
resources 112 may include, but are not limited to webcams,
video cameras, remote eye trackers, mobile phones, tablet
computers, spectacles, visors, helmets, implanted devices,
and/or contact lenses. In one embodiment, one or more of
network resources 112 may be configured with network
adapters to communicate information to eye evaluation sys-
tem 110 over network 101. Alternatively, or additionally, one
or more of network resources 112 may be configured to
transmit and receive information from eye evaluation system
110 directly over a local connection. Network resources 112
may be owned and operated by an operator of one or more of:
eye evaluation system 110, client devices 108, or even an
outsourced third party, such as an eye tracking specialist.
[0041] As will bedescribed in more detail below, eye evalu-
ation system 110 may be configured to receive information,
such as eye location and movement information, participant
information, etc., either from client devices 108, network
resources 112, and/or any other location over the network
101, and process the received information to perform various
methods of tracking and scoring eye movement, and recom-
mending training tasks to participants to improve eye move-
ment, consistent with the exemplary methods described
below.

[0042] FIG.3 is a flow diagram of an exemplary method for
evaluating individuals’ eye movements, and recommending
training tasks for individuals to improve their visual search
and other eye movements, according to an exemplary
embodiment of the present disclosure. Specifically, FIG. 3
depicts a method 200, which may be performed by both an
operator of eye evaluation system 110 and a participant, e.g.,
an individual or entity desiring to improve eye movement.
[0043] As shown in FIG. 3, method 200 may include don-
ning an eye tracker (step 202). For example, an individual
may don one of wearable cameras 104, whether implemented
in a pair of glasses, a visor, a helmet, a pair of contacts, and so
on. Alternatively or additionally, the participant may simply
position himself or herself in the view of one or more remote
cameras 106. Method 200 may then include engaging in a
task (step 204). For example, as discussed above, the partici-
pant may engage in any task that involves decision making
before performing a physical action, such as a sports activity
(e.g., swinging a baseball bat, a golfclub, a footat a ball, etc.),
landing a plane, turning a corner, loading a pallet, performing
a surgical procedure, etc.

[0044] Method 200 may then include assessing the partici-
pant’s eye movement (step 206). In one embodiment, assess-
ing the participant’s eye movement may include transmitting
data collected from one or more eye trackers to an external
source (step 216), storing the data (step 218), and analyzing
the participant’s data (step 220). For example, data may be
obtained from one or more of wearable cameras 104 and
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remote cameras 106, and transmitted to eye evaluation system
110. In one embodiment, the participant’s eye tracking data
may be analyzed according to the methods described below
with respect to FIGS. 4-6. Specifically, the participant’s eye
movement data may be analyzed so as to generate one or more
scores, including one or more of a “target score,” a “cognitive
load score,” and a “stress indicator score,” as will be described
in more detail with respect to FIGS. 4-6.

[0045] Method 200 may then include making comparisons
between the analysis of the participant’s eye movement and
the eye movement of other participants in the same or differ-
ent age and skill levels (step 208). In certain embodiments, a
target score, cognitive load score, and stress potential indica-
tor score (both ideal scores and actual scores) may be deter-
mined based on skill level. In addition, those scores may be
compared to ideal visual search levels for a particular skill
level for each specific task determined by expert level sub-
jects’ visual search patterns. In some embodiments, measur-
ing skill level and/or diagnosing levels of proficiency may
occur at various times in the present and future. Measuring
skill levels may also include implementing predictive reason-
ing equations and/or scores.

[0046] In one embodiment, method 200 may then include
either or both of: recommending training programs for in-task
performance (step 210) and recommending supplementary
training programs (step 212). In one embodiment, method
200 may include developing and selecting on-field/court
drills or on- or oftf-court games based on the comparisons in
order to facilitate learning and improve performance of the
participant or team. In one embodiment, recommended train-
ing programs for in-task performance (step 210) may include
recommending on-field or on-court training drills, whereas
recommending supplementary training programs (step 212)
may include tasks such as practicing using a video game
system or virtual simulator.

[0047] In one embodiment, recommending in-task perfor-
mance training programs in step 210 may include recom-
mending training drills developed based on scientific guid-
ance that provides information on the best way to learn, the
process of learning, and/or how people learn to specifically
improve perceptual skill training. Training drills may also be
developed via in task experiences, for example, from coaches
and users. This information may then be used to develop
training drills that direct the eyes and/or thoughts to engage in
certain behaviors and not others.

[0048] In one embodiment, steps 210 and/or 212 may
include recommending training drills that are progressive in
nature based on a user’s (or group of users') eye movement
score obtained in step 206. In one embodiment, scores may
range from 0-3, 4-7, and 8-10. If a user scores from 0-3, the
training drill may be broader in nature with an emphasis on
correcting the general characteristics of the eyes and
thoughts. A score of 4-7 may generate a training drill that is
more specific, for example, including informing the user to
look at a specific location and specific movements in time.
Finally, a score of 8-10 may generate a drill that is highly
specific and sensitive, for example, including looking within
a certain degree of visual angle with specific on-set and oft-
set times while having to interpret what is being seen.
[0049] In one embodiment, the process for generating
scores and training drills may include, the participant engag-
ing in the task (step 204), transmitting data to the eye score
servers (step 216), scoring the task using an eye score scoring
tool (step 220) to generate a specific score, e.g., based on a
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specific moment in time and/or a specific location and/or eye
behavior; and linking scores for each moment in time to a
specific database code that pulls, e.g., a training recommen-
dation video into a report for the user to access (steps 210,
212).

[0050] Method 200 may then include reassessing (step
214), such as by repeating steps 216-220. In one embodiment,
eye evaluation system 110 may identify and define an overall
visual search strategy recommended for the participant and
the activity being performed and intended to be improved,
e.g. reducing distractions and information intake or improved
decision making. In one embodiment, eye evaluation system
110 may provide generic components of effective visual
search for the participant and defined activity, e.g. level gaze,
like an airplane landing, stable gaze, like a tripod, in some
cases also considering cognitive load of participant and
related activity.

[0051] FIG. 4 is a flow diagram of another exemplary
method for evaluating and scoring individuals’ eye move-
ments, according to an exemplary embodiment of the present
disclosure. Specifically, FIG. 4 depicts another method 300
for gathering eye movement data, analyzing eye movement
data, and scoring eye movements. In certain embodiments,
one or more scores determined according to method 300 may
be referred to as a “target score.”

[0052] Inone embodiment, method 300 may include gath-
ering data on where an eye is located at various temporal
aspects (step 302). For example, eye movements may be
collected from a variety of eye tracking or similar eye location
data collection devices, such as the wearable or remote cam-
eras 104, 106 (FIG. 1) or network resources 112 (FIG. 2).
[0053] Method 300 may also include replaying video of
performing a task along with special effects (step 304). For
example, special effects may include highlighting, enlarging,
reducing, blocking, slowing, speeding up video for assess-
ment and/or training purposes. Of course, method 300 may
use any other techniques to enhance or replay video of a task
in order to improve analysis and understanding of motion or
positions of body parts, cues, and/or eye positions in a video.
[0054] Method 300 may also include breaking down bio-
mechanical and temporal phases of the performed task (step
306). In one embodiment, a biomechanical phase may be an
interval of bodily movement and a temporal phase may be a
time interval. For example, eye evaluation system 110 may
identify and define specific biomechanical phases of move-
ment to be improved by evaluating the eye movement of a
participant and the subsequent decision making carried out by
the participant. Within a specific skill, various temporal
phases may be identified based on biomechanical, social
interaction, and various other important task phases and
visual search scientific research. For example, for the task of
hitting a baseball, temporal or biomechanical phases may be
broken down into a pre-wind-up phase, a wind-up phase, a
pitch phase, and a post-release phase. For the task of guarding
a soccer penalty kick, the temporal or biomechanical phases
may be broken down into the standby phase, the running up
phase, the windup phase, the kick phase, and the post-kick
phase. Method 300 may include breaking down phases by
both timing, and by motions or combinations of motions by
the participant or related individuals.

[0055] Method 300 may also include identifying visual
cues at biomechanical and temporal locations (step 308). A
visual cue may be a specific visual location at a point in time
during a task where a person may stabilize their vision in

Jan. 1, 2015

order to prepare for an upcoming event. For example, a cue
may be defined wherein a goalie should be looking at a
kicker’s hip, or a cue may be defined wherein a baseball
player should be looking at a pitcher’s shoulder. Thus, in one
embodiment, a cue may be a location on another person’s
body, a location on a piece of equipment, a location on a
vehicle, a location on a surgical instrument, a location on a
playing field, a location on a ball or sports object, and so on.
In one embodiment, eye evaluation system 110 may identify
and define appropriate cues at each biomechanical phase of
the participant activity being monitored. For example, visual
cues or ideal visual search locations may be determined based
on scientific research, libraries of past data, or any other
historical research. Moreover, it will be appreciated that cer-
tain cues may move with time, and so a location where the
participant should be looking may also move with the cue.
[0056] Method 300 may also include identifying other rel-
evant visual information for performance (step 310). For
example, the method may involve identifying visual angles
and/or visual cues. In one embodiment, visual angles may be
measured by entering the size and viewing distance from the
stimulus. Visual angle may affect a person’s depth percep-
tion, which may be important for the person to exhibit tem-
poral accuracy over distance. For example, a parallax error
may occur when the eyes do not move together to track an
object over a distance. Thus, visual cues may be tracked over
various distances and therefore may be relevant visual infor-
mation for performance.

[0057] Method 300 may also include determining a target
range for each cue (step 312). For example, target ranges may
define a distance away from a cue within which the individual
should ideally look. In one embodiment, target ranges for
ideal eye locations may be collected from a variety of eye
tracking or similar eye location data collection devices at
various temporal phases with a static image. In some embodi-
ments, a target range may be relatively static (e.g., look within
50 mm of the center of the goalpost), whereas in other
embodiments, a target range may expand or narrow with time.
In one embodiment, various ranges of temporal phases may
beused to score a level of proficiency in the specific skill at the
specific temporal phase. For each important temporal phase,
various target ranges may be created to score individuals
based on skill level, i.e. beginner through elite levels. For
example, a target range for an expert may be narrower than a
target range for a beginner.

[0058] Method 300 may also include determining a target
range for each cue point (step 314). Specifically, in addition to
determining a target range for a cue generally, such as, look-
ing within 25 mm of the center of a baseball, a target range
may be generated for each cue, at each point in time within a
temporal phase of interest. In other words, as a baseball
travels from a pitcher to a hitter, the cue itself is moving and
the range of coordinates defining the target range may also
move. Thus, a target range for each cue point may define a
plurality of target ranges that change over time based on the
movement of a cue.

[0059] Method 300 may then involve calculating a target
score based on a comparison of where a participant looked to
the individual’s target range, for one or more cues in one or
more temporal phases of interest (step 316). Specifically,
method 300 may generate a score for each important temporal
phase that coincides with the target range previously deter-
mined for the specific skill level of the individual. An overall
score may then be generated by combining the score of each
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important temporal phase. In one embodiment, the target
score, whether calculated for each temporal phase, each cue,
or an overall score, may be calculated according to the
embodiments of FIG. 5§ and/or FIG. 6, as described below.
[0060] Method 300 may also include comparing the calcu-
lated target score to an aspired or ideal score (step 318). For
example, based on the scores and/or all results of each impor-
tant temporal phase and/or the combined score, the individual
may receive a specific report and/or images of each temporal
phase with their specific eye locations, and comparisons to
ideal scores and/or eye locations. This report may compare
and explain the score and/or training recommendations to
help achieve the sought after eye location at each important
temporal phase. An explanation of the importance of eye
location within the sought after target range may also be
provided in the report. Based on this report, various in-task
and related-to-task training tools may be recommended to the
individual to be applied, including training games, video
games, training drills and/or other training programs, as
described above.

[0061] Embodiments of method 300 may therefore include
conducting data analysis and/or comparisons by storing a
participant’s visual search patterns, plotting a visual search
pattern over time, generating algorithms and reference points
to provide feedback to the participant on their visual search
patterns compared to others, and reporting on proficiencies
and gaps in visual search performance. Embodiments may
also include autonomically tracking and gathering eye move-
ments of a participant or a team, generating a target score, and
comparing the gathered data and target score against a bench-
mark. This comparison may include identitying where a par-
ticipant looks based on his or her skill level, and identifying
the emotional state of the participant and whether or not this
emotional state is compromised.

[0062] Method 300 may also include tracking ongoing
assessments (step 320). In other words, method 300 may then
include gathering further data, determining new target ranges,
and calculating new scores, based on later rounds of perform-
ing the task, for example, to determine the effectiveness of
training recommended, such as in steps 210 and 212 of FIG.
3. Reassessment and/or reevaluation may include additional
data gathering for the individual to compare with baseline
assessment and/or evaluation results, including the score for
each important temporal phase and/or the combined score for
each important temporal phase. These eye locations at each
important temporal phase may be compared to the previously
determined target ranges from the individual’s score and/or
the score which coincides with the target range previously
determined for the specific skill level or the individual. Based
on a participant’s scores for each important temporal phase
and/or the combined score, the individual may receive an
updated specific report and/or images of each temporal phase
with their specific eye locations. This report may compare and
explain the score, and/or all results, from evaluation and/or
assessment to reevaluation and/or reassessment. All informa-
tion, including but not limited to eye movement data, target
ranges, individual reports, recommendations, training games,
video games, training drills and/or other training programs
may be accessed in electronic form including but not limited
to a password protected website, mobile application, etc.
[0063] FIG. 5 is a flow diagram of another exemplary
method 400 for evaluating individuals’ eye movements based
in part on the “target score” calculated as described in FIG. 4,
according to another exemplary embodiment of the present
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disclosure. Specifically, FIG. 5 depicts a method including
generating a target score of a participant (step 402), such as by
performing one or more steps of method 300 of FIG. 4.
Method 400 may also include generating a cognitive load
store (step 404), as will be described in more detail below.
Finally, method 400 may include calculating a stress indicator
score (step 406), based on one or both of the generated target
score (step 402) and generated cognitive load score (step
404). One embodiment may include generating a target score,
generating a cognitive load score, and then calculating a stress
indicator score based on the generated target score and the
generated cognitive load score. In one embodiment, the stress
indicator score may be calculated as the sum of the generated
target score and the generated cognitive load score.

Score/Grade Test 1 Test 2 Test 3
Target ™ 1.8 6.5 9.0
Score
Cognitive +32 +12 +6
Load ™
Score
Stress HIGH MEDIUM LOW
Potential
Indicator ™
Grade
[0064] Step 404: Exemplary Cognitive [.oad Score Genera-
tion
[0065] In one embodiment, a cognitive load score may be

calculated in step 404 based on the number of eye movement
shifts divided by beginning-and-ending-time-points where
various target ranges of cognitive load results may be used to
score cognitive load. As described above with respect to cal-
culation of the target score, eye evaluation system 110 may
calculate the cognitive load score based on information
received from any of cameras 104, 106, network resources
112, or any other external sources.

[0066] As used herein, “cognitive load” may refer to the
load or “effort” related to the executive control of a partici-
pant’s working memory (WM). Eye tracking can be used as a
tool to represent “cognitive load” as the eyes are used to
process the external environment and eye movements can be
used to explore the “load” of external and internal processing
of’brain activity. For each specific task, various beginning and
ending times may be defined, and an ideal number of shifts in
eye movements may be identified. Shifts in eye movements
may include but are not limited to fixations, saccades, and
pursuit tracking. Eye movements may be collected from a
variety of eye tracking or similar eye location data collection
devices. Within a specific skill, cognitive load may be deter-
mined based on the number of eye movement shifts divided
by beginning-and-ending-time-points during the specific
task. For each specific task, an ideal number of shifts in eye
movements may be determined based on skill level. Various
target ranges of cognitive load results may be used to score the
level of cognitive load for the specific skill. For each skill,
various target ranges may be created to score individuals
based on cognitive load processing level, ie. beginner
through elite levels. In one embodiment, a cognitive load
score may be defined by the following formula:
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. eye movement characteristic 100
cognitive load score = - X —
time 1

[0067] Data gathering for an individual baseline assess-
ment and/or evaluation may include collecting beginning and
ending times, and the number of shifts in eye movements for
the individual. These beginning and ending times and the
number of shifts in eye movements may be compared to the
previously determined target ranges. The individual may
receive a score, which coincides with the target range previ-
ously determined for the specific skill level of the individual.
An overall score may be used by combining the score of each
beginning and ending time. Based on the scores and/or all
results of each beginning and ending time and/or the com-
bined score, the individual may receive a specific report and/
or images and/or video of each beginning-and-ending-time-
point with their specific shifts in eye movements. This report
may compare and explain the score and/or training recom-
mendations to help achieve the sought after reduction in eye
movement shifts at each beginning-and-ending-time-point.
An explanation of the importance of eye movement shifting
within the sought after target range may be provided in the
report. Based on this report, various in-task and related-to-
task training tools may be recommended to the individual to
be applied, including training games, video games, training
drills and/or other training programs.

[0068] Step406: Exemplary Stress Indicator Score Genera-
tion
[0069] As described above, in one embodiment, the stress

potential indicator score may be a combination of one or more
of the target range scores and one or more of the cognitive
load scores. In one embodiment, eye evaluation system 110
may calculate the stress indicator score based on prior calcu-
lations of target range scores and stress indicator scores,
and/or based on information received from external sources.
In one embodiment, for each specific task, an ideal stress
indicator score may be determined based on skill level. Vari-
ous target ranges of stress indicator results may be used to
score a level of potential for the specific skill. For each skill,
various target ranges may be created to score individuals
based on stress potential indicator levels, i.e. beginner
through elite levels. In one embodiment, the stress indicator
score may be calculated as the sum of the target score and the
cognitive load score. This may therefore include determining
where the individual’s stress indicator score lies within a
range indicating level of stress and ultimately a representation
back to the user of the level of stress currently assessed. This
representation may or may not include a depiction of a ther-
mometer, e.g., from 1 to 100 degrees, or some other visual
representation of the user’s stress indicator score, either com-
pared to others and/or to a metric indicating the maximum
through minimum levels of stress possible.

[0070] Based on the scores and/or all results of one or more
of the target range scores, and added with one or more of the
cognitive load scores, the individual may receive a specific
report and/or images of one or more of their specific target
range scores and added with one or more of the cognitive load
scores. This report may compare and explain the score and/or
training recommendations to help achieve the sought after
reduction in stress indicator score at each one or more of the
target range scores and added with one or more of the cogni-
tive load scores. An explanation of the importance of stress
potential indicator score within the sought after target range
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may be provided in the report. Based on this report, various
in-task and related-to-task training tools may be recom-
mended to the individual to be applied, including training
games, video games, training drills and/or other training pro-
grams.

[0071] FIG. 6 depicts a schematic diagram of one exem-
plary framework for calculating an eye tracking score of an
individual, by comparison with a target location where an
individual ideally should have looked. As shown in FIG. 6, in
one embodiment, a framework for calculating a target eye
score may be based on a bull’s-eye arrangement and related
variables that may be used in calculating an exemplary eye
tracking score. Specifically, FIG. 6 depicts a bull’s-eye
arrangement having a bull’s-eye defined by point X,, Y,,
which may be the coordinates for the “key value” that repre-
sents the center of the bull’s-eye, representing a cue point, or
where a participant ideally should have looked. The bull’s-
eye arrangement of FIG. 6 also depicts an exemplary point
X, Y, which may be the coordinates for the “point of regard”
(“POR™), i.e., where the participant was actually looking.
[0072] In one embodiment, calculation of a target score
consistent with the bull’s-eye of FIG. 6 may include one or
more of the following constants:

[0073] Br—A constant indicating the bull’s-eye radius
(e.g. 25 mm);
[0074] Sc—A constant indicating the scale of a segment

increment, which may specify what portion of the bull’s-eye
radius (Br) is used as a segment increment (S), where standard
scales may include V5, %5, V5, Va, V53

[0075] S—A “segment increment,” or amount that each
segment ring is increased by over the bull’s-eye radius (Br),
where each ring is incremented by the same segment incre-
ment amount based on the scale (Sc), such that S=Br*Sc;
[0076] Si—A segmentindex, which may be the index value
of the segment ring that relates to the target score for being
within that ring; and

[0077] D—A distance between the bull’s-eye center and
X5 Y, (i€, the POR), where:

D=y (Xk_Xp)2+(Yk_Yp)2

[0078] Based on the above constants and distance formula,
the distance of each ring of the circle from the bull’s-eye
center (X,, Y,) may be calculated by multiplying the bull’s-
eye radius (Br) by the scale (Sc) to determine the scale incre-
ment (S). For example, where Br=25 mm and Sc=5 or 0.2,
then S=5 mm. The segment increment (S) may then be added
to the bull’s-eye radius (Br) for each segment index (Si) to get
the distance for each ring. The table below illustrates sample
calculations given a bull’s-eye radius of 25 mm.

mm from
Segment Index Bull’s-eye
(Si) Center Calculation
10 25 25
9 30 2545
8 35 25+(5%2)
7 40 25+(5%3)
6 45 25+(5%4)
5 50 25+(5%5)
4 55 25+(5%6)
3 60 25+(5%7)
2 65 25+(5*8)
1 70 25+(5%9)
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[0079] Thus, the distance for each segment ring may be
represented by the following formula, using the segment
index (Si) as a multiplier for the segment increment (S), as
follows:

Segment Distanceg;=Br+(=Br*Sc)*(10-S5i))

[0080] Therefore, when the distance (D) where the partici-
pant was looking is exactly equal to one of the segment
distances, then the segment index (Si) may be defined as the
participant’s “target score.” In other words, the segment dis-
tance,,, formula above may be solved for Si, which provides
a formula to solve for the target score where D=Segment

Distance;), such that:
D=Br+((Br*Sc)*(10-5i))
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is more specific, for example, including informing the user to
look at a specific location and specific movements in time;
and a score of 8-10 may generate a drill that is highly specific
and sensitive, such as looking within a certain degree of visual
angle with specific on-set and off-set times while having to
interpret what is being seen.

[0084] In one embodiment, this exemplary technique for
generating the target score may adjust the scale with a smaller
or larger bull’s-eye radius based on one or more various
factors, such as the distance from the subject to target, the
participant’s skill level, and so on. The table below depicts
exemplary target score calculations given certain point of
regard and bull’s-eye coordinates, and a bull’s-eye radius of
25 mm.

Bull’s-eye Radius = 25

Target Score Target
Trial/Rep Calculation Score
Number PORX PORY KeyX KeyY Distance Y5 Scale Adjusted
1 200 300 200 300 0.0 15.0 10
2 220 330 200 300 36.1 7.8 7
3 190 320 200 300 22.4 10.5 10
4 180 290 200 300 22.4 10.5 10
5 150 310 200 300 51.0 4.8 4
6 260 400 200 300 116.6 -8.3 0

and solving for Si defines the following formula:

i D - Br
Si=10-( )
Br=Sc
[0081] Thus, when Si is defined as the “target score”—also

referred to as a proprietary “RightEye Score,” such a score
may be defined by the following formula:

D—Br)

RightEye Score = 10 — (B 5
rxSc

[0082] Ifitis desired to expand the formula from the XY
coordinates of the bull’s-eye key center and point of regard,
then the target score or “RightEye Score” may be defined by
the following formula:

VX =X+ (Y -1, 2 )—Br]

RightEye S :10—[(
ightEye Score Trise

[0083] As aresult, a target score value for any distance or
X,Y coordinates may be calculated, resulting in values from
0 to 10. As described above, a higher target score indicates
that the participant was looking close to the cue point, where
as a lower target score may indicate that the participant was
looking relatively farther away from the cue point. As
described above, in one embodiment, scores may be grouped
from 0-3, 4-7, and 8-10. If a user scores from 0-3, a recom-
mended training drill may be broader in nature with an
emphasis on correcting the general characteristics of the eyes
and thoughts; a score of 4-7 may generate a training drill that

[0085] Additional Exemplary Evaluation Metrics (i.e.,
Scoring)
[0086] Theabove-described methods of FIGS. 3-5 describe

aplurality of different scores that may be used to evaluate eye
movement, including the target score, cognitive load score,
and stress indicator score. Moreover, the present disclosure
describes the bull’s-eye framework of FIG. 6 as one exem-
plary technique for generating a target score. However, it
should be appreciated that any number or type of additional
scores may be used to evaluate eye movement. The following
is a list of additional scores or factors that may be evaluated,
calculated, and/or scored, and incorporated into one or more
of the target score, cognitive load score, and stress indicator
score. Any of the following scores may be generated by eye
evaluation system 110 and displayed to a client device 108 in
addition to the target score, cognitive load score, and/or stress
indicator score. Alternatively, any of the following scores
may be calculated and incorporated as an element or compo-
nent of one or more of the target score, cognitive load score,
and stress indicator score.

[0087]

[0088] Inoneembodiment, a visual relax score may evalu-
ate a visual search pattern (including fixations, saccades,
pursuit tracking and any other eye movement) that is seem-
ingly random and occurs after the completion of one task and
before a visual anchor of the next task. The visual relax period
may be a low concentration time designed to help the indi-
vidual relax and restore brain processes between tasks. For
example, after a closed skill like hitting a baseball or putting
in golf, the user may look at a location, such as the outfield or
the hole, to reset and rethink next steps. This may be recom-
mended with some regularity and consistency from one trial
to the next. The visual relax score may be marked as present
orabsent, and a time factor may or may not be associated with
the score. In one embodiment, a formula for a visual relax
score may or may not be a binary “present” or “not present”

Visual Relax Score:
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recording, and/or a reporting of looking at a specific location,
with or without a time metric, to include one or more eye
movement characteristics.

[0089] Anchor Cue Score:

[0090] Inoneembodiment, an anchor cue score may evalu-
ate a fixation or tracking gaze that is presented on a specific
location or object, e.g., within 3 degrees of visual angle for a
minimum of 100 milliseconds occurring after the visual relax
and before the visual calibration. The anchor cue may be but
need not necessarily be close in visual range to the participant
(e.g., within 6 feet, depending on the task). The anchor cue
may be designed to bring the participant’s mental and visual
focus back to the task at hand after a time of relaxation (i.e.,
the visual relax). The anchor cue score may be measured by
identification of the cue and may or may not be within a close
range of the subject performing the task. In one embodiment,
the formula for identifying the anchor cue may or may not
include a distance metric, a length of time, and/or specific eye
movement characteristics. Examples may include a bat or
diamond-like shaped objected (e.g., home plate) for a base-
ball hitter, a racquet for a tennis player, or the ground in front
of a subject for a soccer goal keeper.

[0091]

[0092] In one embodiment, a quiet eye score may be a
fixation or tracking gaze that may be presented on a specific
location or object in the visual motor workspace within, for
example, 3 degrees of visual angle for a minimum of 100
milliseconds. For example, a quiet eye may be a fixation on
the rim of a basketball hoop prior to making a free throw. The
onset of the quiet eye may occur prior to the final movement
in the task; the quiet-eye offset may occur when the gaze
moves off the location by more than, for example, 3 degrees
of the visual angle for a minimum of 100 milliseconds. The
quiet eye may be a perception-action variable, in that its onset
may be dictated by the onset of a specific movement in the
task.

[0093] Visual Angle Score:

[0094] Inone embodiment, a visual angle score may evalu-
ate a degree of horizontal variation from center to left and/or
right (x and y coordinates) measured relative to visual object
(s) and scene camera angles. One example of a visual angle
score may include the angle at which a batter looks at the
pitcher. A visual angle score may be represented as a left to
right and/or positive to negative range of degrees between
0-360. In one embodiment, a visual angle score may include
the distance the subject is from the target, and/or the height
and width of the target. The visual angle score may be a metric
that influences a vantage point score, described below. In one
embodiment, a visual angle score may be calculated accord-
ing to the formula:

Quiet Eye Score:

N
tanV = —.
D

for visual angles smaller than 10 degrees; and

V=t )
= Zarctan| 7o |,

for visual angles greater than 10 degrees.
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[0095] Vantage Point Score:

[0096] In one embodiment, a vantage point score may
include the visual angle score as well as the distance and/or
velocity an object may be from the subject. The vantage point
score may reflect a principle that vision will be most accurate
in observing motion at right angles to the line of sight. In one
embodiment, the vantage point score may provide a metric
indicating the difficulty in the vantage point in order to pro-
vide feedback that includes but is not limited to head position,
body position, and/or eye position. For example, a vantage
point score may show a 20% reduction in optimal visual
qualities, measured by the vantage point score due to, e.g., a
tennis player looking over their shoulder in a closed stance for
the backhand groundstroke instead of positioning their body
in an open stance.

[0097]

[0098] In one embodiment, a viewing time potential score
may compare the subject’s vantage point score against an
ideal vantage point score in order to determine the missing
potential in terms of, e.g., angles, velocity, and distance.
These metrics may be calculated to determine the potential
increase in viewing time of the task. Feedback may be pro-
vided to the subject from the viewing time potential score to
indicate if vantage point and appropriate body movement can
be used to increase viewing time in order to improve perfor-
mance. One example may include a tennis player’s reduction
in the viewing time potential of a ball due to a closed stance on
a backhand groundstroke. For example, a possible viewing
time on a ball may be 2 seconds, whereas the user’s actual
viewing time may be 1.5 seconds. The viewing time potential
score may or may not be represented as a percentage loss,
such as a 25% loss of potential.

[0099]

[0100] In one embodiment, a visual calibration score may
evaluate a scan path that occurs between two objects (mea-
sured at, for example, 3 degrees of visual angle for a minimum
ot 100 milliseconds) at a minimum of one time prior to a task
beginning. One example of visual calibration in baseball may
include looking at the plate and then to the pitcher, which
could occur once or several times in succession without the
scan path deviating to another object. The visual calibration
score may therefore reflect a participant’s compliance with a
recommended or target series of calibration tasks.

[0101]

[0102] In one embodiment, a visual lock score may evalu-
ate a fixation or tracking gaze that may be located on a specific
location or object within, for example, 3 degrees of visual
angle for a minimum of 100 milliseconds. The onset of the
visual lock may occur either after a visual calibration or after
avisual relax. The visual lock score may be rated by location
applicability for the task. For example, prior to a fast motion,
e.g. a soccer penalty kick, the subject should have a visual
lock on the opponent’s center mass in order to begin with the
most effective location for seeing the upcoming event or task.
Therefore, in this case, center mass would be the bull’s-eye,
and if the subject is looking at the center mass after a visual
calibration or after a visual relax, then the subject may receive
the highest score. The visual lock score may drop as the
subject looks away from the center of mass. It should be
appreciated that, while the quiet eye score may measure a
fixation in any location, the visual lock score may take into
account the appropriateness of the location and score this
location based on the upcoming task.

Viewing Time Potential Score:

Visual Calibration Score:

Visual Lock Score:



US 2015/0002815 Al

[0103]

[0104] In one embodiment, a pursuit tracking score may
evaluate a participant’s ability to follow an object, such as a
ball, over time and distance. The pursuit tracking score may
be a percentage of time tracking an object from one defined
location to another within a certain range of visual accuracy
around the object. The pursuit tracking score may be given
over distance and/or time traveled and represented as a per-
centage score and/or frame-by-frame score.

[0105]

[0106] In one embodiment, a pursuit tracking comparison
score may evaluate a percentage of time of tracking an object
from one defined location to another within a range of visual
angle. The pursuit tracking score may be given over distance
and/or time traveled, and represented as a percentage score.
The percentage score may then be compared to benchmark
scores from other skill levels where a further score may be
given to the subject that represents their comparative skill
level and/or where they fall within a range of scores.

[0107] Focal Tracking Ability Score:

[0108] In one embodiment, a focal tracking ability score
may evaluate when focal vision is no longer physiologically
able to track the object due to speed over time and/or visual
space (i.e. closer versus further away). A focal tracking ability
score may be compared with a participant’s loss of visual
tracking to determine if an increase in visual tracking time
may be physically possible. One example may be the ability
to track a baseball and the determination of when a ball
pitched at various speeds will be unable to be seen visually at
certain distances from the batter. In one embodiment, the
focal tracking ability score may be defined by the following
formula:

Pursuit Tracking Score:

Pursuit Tracking Skill Comparison Score:

. . speed + distance
focal tracking ability score = ———
time

[0109]

[0110] In one embodiment, a visual routine score may
evaluate the consistency of visual cue location (measured, for
example, at 3 degrees of visual angle for a minimum of 100
milliseconds) associated with task locations over time. Simi-
lar to a visual calibration score, the visual routine score may
be a measure via a scan path over time between two or more
objects. The visual routine score may measure the consis-
tency of visual cue locations across the presentation of the
same and/or similar skills. For instance, during the presenta-
tion of skill 1, the scan path may be cue A to cue B to cue A.
In the presentation of skill 2, which is skill 1 repeated, if the
scan path remains the same, i.e., cue A to cue B to cue A, then
the visual routine score would be high (a desired result assum-
ing the cues are accurate for the task). However, if the visual
scan path changes in presentation of skill 2 (e.g. cue A to cue
D to cue A) then a lower score may be assigned due to the
deviation in scan path from the presentation of skill 1 to skill
2. The visual routine score may or may not be represented as
apercentage and/or as a measure on a scale from high to low.
Frequency of the routine may or may not be considered as a
metric to determine results and/or score. One example of the
visual routine score may be a tennis player viewing a server,
where the first cue is on the non-dominant hand, the second
cue is the ball, and the third cue is the contact point.

Visual Routine Score:
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[0111] Black Hole Score:

[0112] Inoneembodiment, a black hole score may evaluate
saccadic suppression. Saccades may include the movement of
the eye at a rate of, for example, less than 100 milliseconds at
3 degrees or greater visual angle, which do not track an object
over a distance, but instead reposition eyes quickly from one
target of focal vision to the next such that the eyes are essen-
tially turning off as they move via a saccade to the next
fixation. An example of a saccade may be an ice hockey goal
keeper moving his eyes from one player to the next, stopping
(fixating) to look at the players, but moving the eyes quickly
(with saccades) from one player to the next. A black hole
score may be assigned as a percentage of time, over a task in
which the eye moves at a rate of, for example, less than 100
milliseconds at 3 degrees or greater visual angle and is not
pursuit tracking. One example may be the time the ice hockey
goal keeper uses saccades to read the offensive play of the
opposing team toward goal.

saccadic eye movement time 100
black hole score = - X —
overall task time 1

[0113] Response Time Score:

[0114] In one embodiment, a response time score may
evaluate an interval of time involving both reaction time and
movement time, i.e., the time from the onset of a stimulus
(e.g. gunshot) to the completion of the movement e.g. cross-
ing the start or finish line. Responses may be but are not
limited to motoric and/or verbal responses and/or eye move-
ment. Response time may be defined as follows:

response time score=reaction time+movement time

[0115] Reaction Time Scores:

[0116] In one embodiment, a reaction time score may
evaluate the interval of time between the onset of a signal
(stimulus and/or visual cue) and the initiation of a response
(verbal and/or motor). One example may be a sprinter in track
when they hear the gun and then begin to move to respond to
the “go” signal. Responses may be but are not limited to
motoric and/or verbal responses and/or eye movement. In one
embodiment, reaction time may be calculated from a “Go
Signal” zero time to initiation of a response, including pre-
motor and motor components, to any number of stimuli/
situations.

[0117] Simple Reaction Time Score:

[0118] In one embodiment, a simple reaction time score
may evaluate when a situation requires only one signal and
one action (motor, verbal or eye movement) in response. The
example of the sprinter reacting to a gun (the go signal) and
responding by running (the action) is an example of simple
reaction time. This is the simplest form of reaction time. In
one embodiment, reaction time may be calculated from a “Go
Signal” zero time to initiation of response, including premo-
tor and motor components, to one stimuli/situation.

[0119] Discriminate Reaction Time Score:

[0120] In one embodiment, a discriminate reaction time
score may evaluate where there is more than one signal, but
only one response. For example, three objects appear on a
screen: a triangle, square and circle. The athlete needs to only
respond to the circle and ignore the square and triangle.
Reaction times are usually longer in discriminate reaction
time situations than simple reaction time, due to an increase in
information processing and decision making needed to
respond accurately to the situation. The formula for discrimi-



US 2015/0002815 Al

nate reaction time may or may not include an error score. In
one embodiment, reaction time may be calculated from “Go
Signal” zero time to initiation of response, including premo-
tor and motor components, to one stimuli/situation while
ignoring others.

[0121] Choice Reaction Time Score:

[0122] In one embodiment, a choice reaction time score
may evaluate where there is more than one signal to which the
person must respond and each signal has a specified response.
This is may be referred to as the “If this . . . then that” reaction
time. For instance, a training drill related to the choice reac-
tion time score may include displaying a circle on a screen,
that a participant must look at, until it disappears. If a square
appears on the screen, then the participant must avoid looking
at it. If a triangle appears on the screen then the participant
must follow it with your eyes as it moves left and right, and so
on. In one embodiment, a formula for choice reaction time
may or may not include an error score. In one embodiment,
choice reaction time may be calculated from a “Go Signal”
zero time to initiation of a response, including premotor and
motor components, to one stimuli/situation with the correct
“choice”/response.

[0123] Pre-Motor Component Score:

[0124] In one embodiment, a pre-motor component score
may evaluation time from the initiation of the “Go Signal” to
the beginning of a motor component response. This may be
measured through either biofeedback and/or psycho-physi-
ological feedback. In one embodiment, a pre-motor compo-
nent reaction time may be calculated as a reaction time—
motor component.

[0125] Motor Time Component Score:

[0126] Inone embodiment, a motor time component score
may evaluate time from the initiation of a motor component,
measured via either biofeedback and/or psycho-physiologi-
cal feedback, until the initiation of'a response. In one embodi-
ment, a motor component reaction time may be calculated as
reaction time minus a pre-motor component time.

[0127] Movement Time Score:

[0128] In one embodiment, a movement time score may
evaluate the interval of time between the initiation of the
movement and the completion of the movement, such as,
when a sprinter begins to move in response to the gun until
when she crosses the start/finish line. Another example may
be when the eyes begin to move until they reach their target.
In one embodiment, movement time may be calculated based
on the time between initiation of the response until termina-
tion of the response.

[0129] Inhibition Score:

[0130] In one embodiment, an inhibition score may evalu-
ate the ability of a participant to not respond to a target, for
instance, to not be distracted by the wind blowing flags beside
the tennis court or a car moving behind a sports field. The
inhibition score may or may not be measured via number of
hits/looks.

[0131] Target Over/Undershoot Score:

[0132] In one embodiment, a target over/undershoot score
may evaluate the amount of constant error beyond the target,
the signed deviation (+/-) from the target. For example, the
score may represent the amount and direction of error and
serve as a measure of performance bias. The over/undershoot
score may be signed (+/-) and receive a distance metric. For
example, 3 centimeters may refer to stopping 3 centimeters
short of the desired target. In one embodiment, the target
over/undershoot score may be calculated based on a distance
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from the center of the target to center of the eye movement
stopping point, adding a minus for stopping too early and a
plus for overshooting

[0133] Target Miss Score:

[0134] Inone embodiment, a target miss score may refer to
the unsigned deviation (miss) from the target, representing
the amount of error. The target miss score may include the
absolute error, a measure of the magnitude of an error without
regard to direction of the deviation. The target miss score, for
example, may be 3 centimeters and refer to the distance the
eye stopped from the target, but not the direction of the error
(i.e., stopping short or overshooting). In one embodiment, the
target miss score may be calculated based on a distance from
the center of the target to the center of the eye movement
stopping point.

[0135] Target Consistency Score:

[0136] Inone embodiment, a target consistency score may
refer to the variable error representing the variability (or
conversely, the consistency) of performance. For example, in
one embodiment, standard deviation of the users’ target over/
undershoot (x) may be calculated based on the score (constant
error) for the series of trials, i.e., number (n) of attempts, as
follows:

[Ya-m?
s = -
n-1

[0137] Target Movement Score:

[0138] In one embodiment, a target movement score may
evaluate an error involved in continuous skills, such as fol-
lowing a ball (or object), to indicate the amount of error
between the performance curve and the criterion performance
curve for a specific amount of time during which the perfor-
mance is sampled. In one embodiment, the target movement
score may record whether the eye is within or outside of the
range of a target as it moves, as opposed to distinguishing the
type of eye movement characteristic. An individual’s user
score may then be graphed and compared to the amount of
error between the performance curve and the criterion perfor-
mance curve for the length of time of the task.

time on target
target movement score = —————
total time

[0139] Smooth Pursuit Eye Movement Score:

[0140] Inoneembodiment, asmooth pursuiteye movement
score may evaluate an error measure used for continuous
skills, such as following a ball (or object) to indicate the
amount of error between the performance curve and the cri-
terion performance curve for a specific amount of time during
which the performance is sampled. The smooth pursuit eye
movement score may distinguish between the type of eye
movement characteristic and only include smooth pursuit eye
movements (i.e., excluding fixations or saccades). The
smooth pursuit score may be calculated as follows:

. time on target with smooth pursuit movement
smooth pursuit score =

total time
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[0141] The individual user’s score may be graphed and
compared to the amount of error between the performance
curve and the criterion performance curve for the length of
time of the task.

[0142] Decision Making Score:

[0143] In one embodiment, a decision making score may
evaluate the participant’s ability to make the correct decision
regarding the outcome of the task. The decision making score
may or may not be a combination of the response time score
and accuracy of response associated with the outcome of the
task. One example may be, to look to the right or left, high or
low, to follow or not to follow a target (i.e. go or no-go)
decision making. Metrics for the decision making score may
or may not be binary (for example, 10 correct, 5 incorrect)
and/or binary with response time (for example, 10 correct
within 5 seconds).

[0144] Direction Score:

[0145] In one embodiment, a direction score may evaluate
the ability of the participant to follow directions of the task.
During a pre-task explanation and test, the score may evaluate
whether the user followed the directions required to begin the
task, such as whether a user looked at an object when asked to
do so. The metrics for the direction score may or may not be
binary “Yes” or “No”, “Green light” or “Red Light,” and they
may or may not be a percentage of “readiness”.

[0146] Recognition Score:

[0147] In one embodiment, a recognition score may be a
score that indicates decision accuracy that includes but is not
limited to verbal and/or motoric response, with reasoning,
regarding where a subject should be looking and may or may
not include temporal aspects of the task. In certain embodi-
ments, the task may be static or dynamic, and the time may or
may not be included in the metric. For example, the user may
be required to verbally respond to the particular play (e.g.
running play) in American football and then must explain
why he recognizes the play as a running play. The recognition
score may measure whether the athlete’s response to the
recognition of the play is accurate or inaccurate and the rec-
ognition score may or may not include a time to respond.
[0148] Cue Identification Score:

[0149] In one embodiment, a cue recognition score may
indicate a decision accuracy that includes but is not limited to
verbal and/or motoric response, without reasoning, regarding
where a subject should be looking and may or may not include
temporal aspects of the task. In one embodiment, a task may
be static or dynamic, and time may or may not be included in
the metric. For example, the user may be required to verbally
respond to the particular play (e.g. running play) in American
football. Unlike the recognition score, the user does not need
to explain their reasoning for the decision to call what they
saw as a “running play”. The cue identification score may
measure whether the user’s response to the cue/display is
accurate or inaccurate, and may or may not include a time to
respond.

[0150]

[0151] Inone embodiment, a reasoning score may evaluate
a measure of a participant’s quality to explain why he or she
responded in a certain way to a task and/or a part of a task. A
reasoning score may include looking at a location, and
responding with a verbal and/or motor response. The reason-
ing score may provide information on what is being extrapo-
lated and/or interpreted from the environment. One example
may be a subject having to pick a “best response” from a list

Reasoning Score:
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of'responses and/or explanations. The reasoning score may be
a qualitative measure or a quantitative measure.

[0152] Static Visual Acuity Score:

[0153] Inone embodiment, a static visual acuity score may
evaluate a participant’s ability to observe stationary detail in
varying contrast conditions. The static visual acuity score
may be determined by a combination of accuracy in recogni-
tion and may or may not include time, angular velocities,
and/or various contrast conditions. The static visual acuity
score may represent an ability to find relevant information
within a “busy” environment. The static visual acuity score
can be used to determine an athlete’s ability to detect essential
information, accurately and efficiently within their environ-
ment. For instance, a quarterback in American football may
need to determine within an instant, where his teammates are
located and be able to follow them (visually) from one loca-
tion to another. In one embodiment, a formula for the static
visual acuity score may be:

o i cue identification
static visual accuity score = — ———
time to complete task

# of cues identified

or — M
time to complete task

[0154] Dynamic Visual Acuity Score:

[0155] In one embodiment, a dynamic visual acuity score
may evaluate the participant’s ability to observe detail while
movement is occurring in varying contrast conditions. The
dynamic visual acuity score may be determined by a combi-
nation of accuracy in recognition, and may or may notinclude
time, angular velocities, and/or various contrast conditions.
The dynamic visual acuity score may represent an ability to
find relevant information within a “busy” environment, where
objects are moving at varying speeds from various distances,
and shapes and colors. The dynamic visual acuity score can be
used to determine an athlete’s ability to detect essential infor-
mation accurately and efficiently within a changing environ-
ment. For instance, a quarterback in American football may
need to determine within an instant, where his teammates are
located. In one embodiment, a formula for the dynamic visual
acuity score may be:

L i cue identification
dynamic visual accuity score= ——
time to complete task

# of cues identified

or — M
time to complete task

[0156] Verbalization Score:

[0157] In one embodiment, a verbalization score may
evaluate a qualitative or quantitative measure of the partici-
pant’s verbal “‘self-talk” while engaging in a task. The metrics
for this may or may not include length of utterance/time
and/or the number of positive statements, the number of nega-
tive statements, and/or the number of corrective statements.

[0158] Breathing Score:

[0159] In one embodiment, a breathing score may be a
measure of the participant’s breath rate over time, breath
holds, intake and outtake time, and/or temporal phasing of
breath. The breath score may provide an indicator of stress
and exertion during an activity. This may or may not be used
in a correlational or causal fashion to further understand eye
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movement behaviors. In one embodiment, a breathing score
may be calculated based on a rate of breath divided by an
amount of time.

[0160] Visual Stability Score:

[0161] In one embodiment, a visual stability score may be
the length of time a fixation or gaze location remains stable
(within, for example, 3 degrees of visual angle for a minimum
of 100 milliseconds) on a target in accordance with head tilt
measured by the visual angle score. In one embodiment, a
visual stability score may be calculated based on a fixation
length divided by an amount of time.

[0162] Brain Plasticity Score:

[0163] In one embodiment, a brain plasticity score may
evaluate the participant’s capacity to change the structure and
ultimately the function of the brain. Initial research indicates
that during training exercises, gathering eye movements can
be a useful indicator of brain plasticity. The brain plasticity
score may be measured from one testing session to the next
and may or may not be measured at increments between
testing sessions. The brain plasticity score may be used to
indicate a rate of change and adaptation based on in-task and
related-to-task training tools recommended to the individual
to be applied, including training games, video games, training
drills and/or other training programs. The brain plasticity
score may be measured via the change over time in the rea-
soning score and/or the recognition score and/or the target
score.

[0164] Predicting Potential Score:

[0165] In one embodiment, a predicting potential score
may be used to predict an individual’s future level of compe-
tency in visual search. In one embodiment, a predicting
potential score may be generated based on one or more of the
above-described brain plasticity score, dynamic visual acuity
score, decision making score, reaction time score, visual rou-
tine score, target score, cognitive load score, and/or stress
potential indicator score. In one embodiment, the predicting
potential score may represent potential “upside” or “down-
side” rates of the user. For example, an individual’s potential
for elite performance may be predicted using perceptual
skills, including eye movement behavior, such that elite per-
formers can be differentiated from less elite counterparts,
even at a very early age. These scores and their related data
metrics may be weighted based on the task and research
results that help define their level of importance as a predictor
of future performance.

[0166] In one embodiment, a predicting potential score
may be calculated by defining the perceptual performance
parameters of importance for the particular task, given that
different tasks rely more heavily on certain parameters than
others. For example, since reaction time may be important for
baseball, the reaction time score may be included in the
predicting potential score for baseball. Whereas, if reaction
time is found to be less important for, e.g., golf, then reaction
time may be omitted as a predicting potential indicator for
that task.

[0167] Next, a predicting potential score may be calculated
by determining a weight for each category of performance
parameters deemed important for the task. For example, in
baseball, it may be determined that the reaction time score
and the decision making score are equally important indica-
tors of predicting potential, and a third variable, e.g. the cue
variable score, may be determined to be about half as impor-
tant as the reaction time score in predicting potential. As a
result, the cue variable score may be rated lower and in turn
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given a lower percentage in terms of the overall score. Thus,
a predicting potential score for baseball might include, for
example, a reaction time score weighted at 40 percent, a
decision making score weighted at 40 percent, and a cue
identification score weighted at 20 percent.

[0168] Next, an individual score may be calculated for each
metric of importance for predicting potential for this task. For
example, the reaction time score may be found to be 90%, the
decision making score may be found to be 95%, and the cue
identification score may be found to be 98%. Each component
score may then be multiplied by the weight assigned above to
that component. For example, if a user received a 90 percent
as areaction time score, which may have been weighted as 40
percent of the total grade, the method may include multiply-
ing 0.90 by 0.40 to obtain 0.36, or 36 percent. This may be
repeated for any other scores determined as being correlated
to strong future performance in a particular task. Finally, a
total weighted percentage may be calculated by adding the
percentages for each category derived from the weighting.
Thus, if the user received a 36 percent weighted reaction time
score, a 38 percent weighted decision making score, and a
19.6 percent weighted cue identification score, then 36, 38,
and 19.6 may be summed to obtain a weighted average 0o 93.6
percent.

[0169] Inone embodiment, analysis of a predicting poten-
tial score may include determining where a user falls com-
pared to a standardized group of peer norms. For example, a
little league baseball player with a decision making score of
95% compared to a group of his peers may fall in the top 1%
of all his peers. This process may continue until all relevant
metrics for the task were scored and compared to metrics
within the peer group norms. One exemplary result is
reflected in the table below.

Ranking
Ranking Percentage
Weight Percentage (compared
(Level (compared to peer
of to group
importance peer norms to
for the group determine
Average  taskof  Weighted norms per overall
Metric  Score  baseball) Percentage  score) score)
Reaction  90% 40% 36% Top 1% .004 4
Time
Score
Decision  95% 40% 38% Top 3% 012 1.2
Making
Score
Cue 98% 20% 19.6% Top 2% .001 1
Identi-
fication
Score
93.6% TOTAL =1.7
TOTAL
[0170] In one embodiment, the predicting potential score

may be calculated by multiplying the weighted percentage
with the ranked percentage to determine the overall ranking
percentage, as illustrated in the table above. In this case, the
ranking percentage may be 1.7%, meaning that this user is in
the top 1.7% of all people in his peer group for the predicting
potential metrics for baseball. Thus, the overall ranking per-
centage of this individual may suggest that he or she is a
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“highly qualified” candidate, likely to become an elite base-
ball player in terms of the perceptual-motor skills important
for performing the task.

[0171] Blink Score:

[0172] In one embodiment, a blink score may refer to the
timing and/or length of a blink before and/or during and/or
after a task. The blink score may provide information about
“lost” vision including when that vision was lost within the
task which may help to indicate a loss of ball tracking at a
critical point in time. In one embodiment, a formula for the
blink score may include a time length of blinks divided by a
length of a task.

[0173] Blind Vision Score:

[0174] In one embodiment, a blind vision score may be
generated when the eye is tracking an object which may or
may not change distances and/or speeds. For example, blind
vision may occur when the eye can no longer physiologically
track the object due to either the distance and/or speed of the
object. The score may be presented as a percentage, a raw
score, a time score, and/or an “off’/‘on” score. In one
embodiment, a possible formula for the blind vision score
may include a time that an eye is “on,” i.e., tracking, divided
by a total task time.

[0175] Visual Inhibition Score:

[0176] In one embodiment, a visual inhibition score may
evaluate the ability of the participant to not move the eye
toward an object. This score may be reported as a binary
“yes/no” score and/or a score based on overall number of
inhibitions during a specific task. The visual inhibition score
may be important as an indicator of distractibility and
impulse control.

[0177] Task Parameter Information:

[0178] In one embodiment, task parameter information
may include various aspects of the task at hand, including
distance, speed, velocity, angles, heights etc. Task parameter
information may be relevant scientific information, including
but not limited to physics, biomechanics, perceptual-motor,
mathematical, neuro-scientific, physical, etc. on what is
required in order to affect a performance.

[0179] As discussed above, eye evaluation system 110 may
calculate any number or combination of the above scores
based on information collected from wearable cameras 104,
remote cameras 106, and/or network resources 112. Eye
evaluation system 110 may calculate any number or combi-
nation of the above scores based on the exemplary formulas
described above, and incorporate any of the above scores in
calculating one or more of the target score, the cognitive load
score, and/or the stress indicator score. Numerous other
scores may be generated over time based on task additions,
eye movement characteristics, eye movement behaviors and/
or additional tools added to eye movements, including, for
example, psycho-physiological monitoring, biofeedback
and/or biomechanical tools, and/or biometrics, such as EEG
and heart rate.

[0180] Any of the above described scores may be measured
based on any number of performance and/or learning metrics.
For example, notwithstanding the exemplary formulas
described above, any of the formulas may be adjusted and the
scores therefore calculated, based on any of the following
physical measurements, including: velocity data (rate of
change of an object’s position over time), acceleration
(change in velocity during a movement, derived by dividing
change in velocity by change in time), displacement (change
in spatial position during the course of a movement), kine-
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matics (motion without regard to the force or mass), linear
and angular motion, force, mass, degrees of change, degrees
of visual angle, distance, number of trials, length of trials,
time (time of a task, reaction time, response time, movement
time, etc.)

[0181] In addition, any of the scores may be calculated
based on characteristics of the participant(s), including
parameters such as: coordination, practice, competition,
fatigue, motivation, retention, vigilance, monocular or bin-
ocular, central (focal) or peripheral vision, psychological
refractory period, stage oflearning (e.g. cognitive stage, asso-
ciative stage, autonomous stage, etc.), diversification (e.g.,
the learner’s ability to acquire the capability to modify the
movement pattern according to environmental characteris-
tics), transfer of learning (positive or negative), and training
(e.g., length, time, frequency, quality).

[0182] In addition, formulas and scores may be adjusted
based on statistical metrics: qualitative statistics, quantitative
statistics, error scores (e.g., constant error, absolute error,
variable error, root mean squared error), arithmetic (e.g.,
summing, subtracting, dividing, multiplying), standard
deviations, raw score/data, statistical significance, statistical
power, and so on. Further statistical testing may include but
not be limited to T-Tests, analysis of variance (ANOVA),
repeated analysis of variance, Wilcoxon-Mann-Whitney test,
chi-square test, regression, Freidman test, correlational
analysis, discriminate analysis, multivariate analysis of vari-
ance (MANOVA), and/or Cronbach alpha. In addition, for-
mulas and scores may be adjusted based on eye movement
metrics, such as biofeedback measures, psycho-physiologi-
cial measures, biomechanical measures, environmental and/
or biometric measures, among others.

[0183] As described above, any of the scores or other infor-
mation generated by eye evaluation system 110 may be pre-
sented electronically, such as by transmission to client
devices 108. For example, in one embodiment, eye evaluation
system 110 may report data to clients or customers of the
entity operating eye evaluation system 110 in the form of one
or more reports. Data reporting may include, but not be lim-
ited to one or more of the following: single user reports, group
reports (more than one user), reports across multiple groups,
a single report alongside a group report, a report of skill level
for individual users and/or groups, a report of any number of
demographic variables to include but not limited to age and/or
gender reports, environmental condition reports, longitudinal
reports of individuals and/or groups over more than one data
input session, a report of any eye movement characteristics
and/or behaviors for a user and/or group, a report of any
psycho-physiological and/or biofeedback and/or biome-
chanical and/or biometric tool and/or environmental condi-
tions with or without eye movement data, a quantitative and/
or qualitative report, a report with or without video footage,
images, scores, training recommendations, temporal phases,
and/or graphical representations (e.g., bar charts, line graphs,
pie charts).

[0184] Inoneembodiment, a report may include, but be not
limited to: comparison of data, displaying data, interacting
with data, collating data, raw data displays, quantifying data
beyond raw output (e.g., summing, averaging, percentiles,
angles, etc.), further data analysis (e.g., variance, effect sizes,
t-tests, co-efficient, degrees of freedom, video, images,
scores, displaying graphics, etc.).

[0185] FIG. 7 is a flow diagram of another exemplary
method for displaying evaluations of individuals’ eye move-
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ments and recommended training tasks for individuals to
improve their visual search and other eye movements, accord-
ing to an exemplary embodiment of the present disclosure.
Specifically, FIG. 7 depicts a method 500 for displaying one
or more of the above calculated scores to participants and/or
participants’ employers, such as to client devices 108. As
shown in FIG. 7, method 500 may include generating an
online “locker room” (step 502). Of course, a “locker room”
may be any type of online user account, and may include any
alternative naming convention based on the type of partici-
pant that the operator of eye evaluation system 110 is catering
to. Generating the online account may include establishing
web servers in communication with eye evaluation system
110, granting access to databases of scores and information,
and establishing user interfaces for receiving, viewing, and
interacting with stored scores and data. Method 500 may also
include applying security settings (step 504). For example,
access to the online account (or “locker room™) may be con-
trolled at the individual (participant) level, team level, by
coaches and/or parents, agents, scouts, therapists, employers,
etc.

[0186] In one embodiment, method 500 may include dis-
playing at a client device 108 the one or more calculated
scores, such as the generated target score, cognitive load
score, and/or stress indicator score (one or more of which may
be referred to as a proprietary “RightEye Score”) (step 506).
For example, eye evaluation system 110 may display one or
more scores along with a video playback of the evaluated
action or task, comparisons to other individuals, written and/
or video summaries of analysis, recommended training drills,
video or game training drills, etc., of any of the other gener-
ated information discussed above with respect to the methods
of FIGS. 3-6. Method 500 may also include displaying track-
ing progress (step 508), which may include comparing ongo-
ing assessments with previous assessments and baselines,
comparing and tracking use of training tools and progress,
and displaying live performance results (e.g., individual sta-
tistic). For example, method 500 may include displaying the
results of performing comparisons (as in step 208, FIG. 3),
recommending training (as in steps 210, 212, FIG. 3), and
reassessing/testing (as in step 214, FIG. 3). Method 500 may
also include displaying ancillary information (step 510), such
as performance progress leading to income increase, better
recruiting, better drafting, meeting organizational standards,
etc. Thus, method 500 may display any of the results from
performing the methods of FIGS. 3-6, and related informa-
tion about how those methods improve the visual search and
performance of its participants.

[0187] FIG. 81is a schematic diagram of an exemplary dis-
play of evaluations of individuals’ eye movements and rec-
ommended training tasks for individuals to improve their
visual search and other eye movements, according to an
exemplary embodiment of the present disclosure. In one
embodiment, FIG. 8 is a screenshot of a web-based interface
800 for interacting with eye evaluation system 110. Web-
based interface 800 may be managed or operated by eye
evaluation system 110, hosted on one or more web servers
over the Internet, and displayed on one or more client devices
108.

[0188] In one embodiment, web-based interface 800 dis-
plays various eye evaluation information, such as various
scores and information calculated according to the methods
of FIGS. 3-6. For example, web-based interface 800 may
display a proprietary RightEye Score 802, which may be or
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include one or more of the target score, cognitive load score,
and/or stress indicator score generated according to the meth-
ods described above. Web-based interface 800 may also dis-
play statistics associated with an evaluated task 804, such as
how a participant’s performance may vary over time, and how
a proprietary eye evaluation score may correlate with other
scores or statistics typical of the evaluated task. In this case,
web-based interface 800 depicts a calculated eye evaluation
score in relation to a batting average calculated on different
days. Although web-based interface 800 depicts the display
of'eye evaluation information in relation to baseball statistics,
it should be appreciated that the web-based interface 800 may
display eye evaluation information in relation to any other
information or statistics typical of any other sport, activity, or
profession, depending on the task and/or the participant. As
shown in FIG. 8, the web-based interface 800 may also depict
aneye evaluation score in a graph 806, along with one or more
task-specific metrics or statistics, in this case batting average,
over time. The web-based interface 800 may also display one
or more training recommendations 808, such as any of the
training recommendations generated in steps 210, 212 (FIG.
3). For example, web-based interface 800 may display train-
ing videos, embed training games, or display descriptions of
how to improve visual search and/or techniques for improv-
ing any of the eye evaluation scores described above.

[0189] FIG. 9 is a schematic diagram of the exemplary
display of evaluations of individuals’ eye movements and
recommended training tasks of FIG. 8, but also including a
display of history 810 of a participant’s eye evaluation scores
and task-specific scores or metrics.

[0190] FIG. 10 is a schematic diagram of an exemplary
display of evaluations of individuals’ eye movements and
recommended training tasks for individuals to improve their
visual search and other eye movements, according to an
exemplary embodiment of the present disclosure. As shown
in FIG. 10, the web-based interface 800 of FIG. 8 may include
an assessment page 818, including a breakdown of temporal
or biometric phases, related pictures, related eye evaluation
scores, and recommend drills. The assessment page 818 may
also include links for participants to view and modify account
information, profile information, eye evaluation scores, train-
ing, assessments, trades, and support. In addition, the assess-
ment page 818 may include a trending scores window 820.
Trending scores window 820 may graph one or more eye
evaluation scores in relation to a task-specific score or metric
over time, in this case graphing batting average against an eye
evaluation score over time.

[0191] FIG. 11 is a schematic diagram of another exem-
plary embodiment of the assessment page 818 of FIG. 10. As
shown in FIG. 11, the assessment page may depict a plurality
of'static phases 826, including preparation, back swing, down
swing, contact, and finish. The assessment page may also
depict one or more related images 828, which may be images
of'the participant involved in the respective static phase, or of
a professional or expert in an ideal stage of movement. The
assessment page may also depict an eye evaluation score 830
associated with each static phase. Finally, the assessment
page may depict a training recommendation 832 in relation to
each static phase. As discussed above, a training recommen-
dation may be automatically selected based on a library of
possible training recommendations corresponding to differ-
ent scores. For example, a training recommendation may be
made based on whether it statistically improved the eye
movement of others with similar eye evaluations or score.
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[0192] FIG. 12 is a schematic diagram of an exemplary
display of evaluations of individuals’ eye movements and
recommended training tasks for individuals to improve their
visual search and other eye movements, according to an
exemplary embodiment of the present disclosure. Specifi-
cally, FIG. 12 shows that web-based interface 800 may
include a scoring tool 850, which may include a video 852
embedded therein of a participant engaged in an evaluated
task. In one embodiment, the scoring tool 850 may include
keytrame data 854 enabling a user to evaluate the video 852
and define certain temporal phases (e.g., phase 1, phase 2, etc.
as shown), for purposes of defining video segments and
enclosed eye movement for scoring according to the methods
of FIGS. 3-6.
[0193] FIG. 13 is a schematic diagram of another exem-
plary display of evaluations of individuals’ eye movements
and recommended training tasks for individuals to improve
their visual search and other eye movements. Specifically,
FIG. 13 depicts a team window 860 of web-based interface
800. As shown in FIG. 8, team window 860 may display one
or more group stats 862 associated with a team, such as
statistics relating to one or more eye evaluation scores aver-
aged across the team. Team window 860 may also display a
team graph 864, which may graph one or more of the above
described scores as averaged across a team over time or across
team members. Team window 860 may also depict informa-
tion 866 on specific team members relative to the whole team,
such as “most improved,” “most active,” or “most recom-
mended drill.”” Team window 860 may also display an average
eye evaluation score 868 for an entire team. Of course, the
average eye evaluation score may be of the target score,
cognitive load score, and/or stress indicator score, or any
other ancillary score described above, as averaged across one
or more members of a team.
[0194] Other embodiments of the disclosure will be appar-
ent to those skilled in the art from consideration of the speci-
fication and practice of the invention disclosed herein. It is
intended that the specification and examples be considered as
exemplary only, with a true scope and spirit of the invention
being indicated by the following claims.
1-24. (canceled)
25. A computer-implemented method comprising:
receiving data representing a location where an individu-
al’s eye or eyes are looking before, during, or after the
individual performs a task involving movement of the
individual relative to a physical environment;
identifying a visual cue of where the individual should be
looking during the task, at a point in the physical envi-
ronment that is associated with the individual or an
object during a segment of movement, the visual cue
being identified based on performance of the task by one
or more other individuals;
generating a score of a location where the individual’s eye
or eyes are looking relative to the location of the visual
cue during the segment of movement, based on analysis
of the received data relative to the visual cue;
generating an electronic display for informing the indi-
vidual of the location of the visual cue and recommend-
ing tasks for the individual to perform based on the
location of the visual cue;
receiving data representing a location where the individu-
al’s eye or eyes are looking before, during, or after the
individual performs second or subsequent iterations of
the task; and
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updating the score or generating a new score based on
locations where the individual’s eye or eyes are looking
relative to the location of the visual cue during segments
of movement involved in the second or subsequent itera-
tions of the task.

26. The method of claim 25, wherein the data is one or more
of: image data of the individual’s eye or eyes, coordinate data
of'the location of the individual’s eye or eyes, and coordinate
data of a location on which the individual’s eye or eyes were
looking.

27. The method of claim 25, wherein the data is received,
either locally or over a network, from a wearable eye tracker
configured to obtain the data by imaging the individual’s eye
or eyes.

28. The method of claim 25, further comprising:

determining a target range associated with the visual cue,

the target range defining a viewing area around the
visual cue; and

generating a score of the location where the individual’s

eyeor eyes are looking by scoring where the individual’s
eye or eyes are looking relative to the determined target
range.
29. The method of claim 25, further comprising:
identifying movement of the identified visual cue, the iden-
tified movement including a set of coordinates of the
visual cue at each of a plurality of points in time; and

determining a target range associated with each of the sets
of coordinates of the visual cue.

30. The method of claim 25, wherein generating an elec-
tronic display for recommending tasks for the individual to
perform based on the location of the visual cue, includes
recommending one or more training drills to the individual
based on the score.

31. The method of claim 25, wherein generating the score
of'the location where the individual’s eye or eyes are looking
includes one or more of’ generating a target score, generating
acognitive load score, and calculating a stress indicator score.

32. The method of claim 31, wherein generating the score
includes generating the target score, and wherein the target
score is generated based on a bull’s-eye arrangement centered
around the visual cue.

33. The method of claim 31, wherein generating the score
includes generating the cognitive load score, and wherein the
cognitive load score is generated based on a number of eye
shift movements detected within an interval of time.

34. The method of claim 31, wherein generating the score
includes generating the stress indicator score, and wherein the
stress indicator score is calculated as the sum of the target
score and the cognitive load score.

35. The method of claim 25, further comprising calculating
a potential score that is predictive of the individual’s perfor-
mance in the task, as a function of one or more parameters
identified as predictive of future performance in the task.

36. The method of claim 25, further comprising:

calculating a score for each of the one or more parameters

predictive of future performance in the task;
determining a weight for each of the one or more param-
eters; and

calculating a total potential score based on the determined

weights and the calculated scores.

37. A system comprising:

a data storage device storing instructions for evaluating

human eye movement;
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a processor configured to execute the instructions to per-

form a method including:

receiving data representing a location where an indi-
vidual’s eye or eyes are looking before, during, or
after the individual performs a task involving move-
ment of the individual relative to a physical environ-
ment;

identifying a visual cue of where the individual should
be looking during the task, at a point in the physical
environment that is associated with the individual or
an object during a segment of movement, the visual
cue being identified based on performance of the task
by one or more other individuals;

generating a score of a location where the individual’s
eye or eyes are looking relative to the location of the
visual cue during the segment of movement, based on
analysis of the received data relative to the visual cue;

generating an electronic display for informing the indi-
vidual of the location of the visual cue and recom-
mending tasks for the individual to perform based on
the location of the visual cue;

receiving data representing a location where the indi-
vidual’s eye or eyes are looking before, during, or
after the individual performs second or subsequent
iterations of the task; and

updating the score or generating a new score based on
locations where the individual’s eye or eyes are look-
ing relative to the location of the visual cue during
segments of movement involved in the second or sub-
sequent iterations of the task.

38. The system of claim 37, wherein the data is one or more
of: image data of the individual’s eye or eyes, coordinate data
of'the location of the individual’s eye or eyes, and coordinate
data of a location on which the individual’s eye or eyes were
looking.

39. The system of claim 37, wherein the data is received,
either locally or over a network, from a wearable eye tracker
configured to obtain the data by imaging the individual’s eye
or eyes.

40. The system of claim 37, wherein the processor is fur-
ther configured for:

determining a target range associated with the visual cue,

the target range defining a viewing area around the
visual cue; and

generating a score of the location where the individual’s

eyeor eyes are looking by scoring where the individual’s
eye or eyes are looking relative to the determined target
range.
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41. The system of claim 37, wherein the processor is fur-
ther configured for:
identifying movement of the identified visual cue, the iden-
tified movement including a set of coordinates of the
visual cue at each of a plurality of points in time; and

determining a target range associated with each of the sets
of coordinates of the visual cue.
42. The system of claim 37, wherein generating an elec-
tronic display for recommending tasks for the individual to
perform based on the location of the visual cue, includes
recommending one or more training drills to the individual
based on the score.
43. The system of claim 37, wherein generating the score of
the location where the individual’s eye or eyes are looking
includes one or more of’ generating a target score, generating
acognitive load score, and calculating a stress indicator score.
44. A non-transitory computer readable medium storing
instructions that, when executed by a computer, cause the
computer to perform a method comprising:
receiving data representing a location where an individu-
al’s eye or eyes are looking before, during, or after the
individual performs a task involving movement of the
individual relative to a physical environment;

identifying a visual cue of where the individual should be
looking during the task, at a point in the physical envi-
ronment that is associated with the individual or an
object during a segment of movement, the visual cue
being identified based on performance of the task by one
or more other individuals;
generating a score of a location where the individual’s eye
or eyes are looking relative to the location of the visual
cue during the segment of movement, based on analysis
of the received data relative to the visual cue;

generating an electronic display for informing the indi-
vidual of the location of the visual cue and recommend-
ing tasks for the individual to perform based on the
location of the visual cue;

receiving data representing a location where the individu-

al’s eye or eyes are looking before, during, or after the
individual performs second or subsequent iterations of
the task; and

updating the score or generating a new score based on

locations where the individual’s eye or eyes are looking
relative to the location of the visual cue during segments
of movement involved in the second or subsequent itera-
tions of the task.



