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MOTION RECOGNITION APPARATUS,
MOTION RECOGNITION SYSTEM, AND
MOTION RECOGNITION METHOD

TECHNICAL FIELD

[0001] The present invention relates to a motion recogni-
tion apparatus, a motion recognition system and a motion
recognition method.

BACKGROUND ART

[0002] Inrecent years, trials to recognize motions of users
using various sensors are popularly made. FIG. 1A illustrates
a flow of common motion recognition processing using a
sensor. First, data of a certain section (referred to as a “time
window” below) is extracted from items of continuous sensor
data. Next, a statistical amount (referred to as a “feature
amount”) or the like which indicates a feature of a motion to
be recognized is calculated from the extracted time window
data. Further, the type of the motion is determined by check-
ing whether or not the calculated feature amount is larger
than, for example, a threshold set in advance by way of
comparison and using a pattern recognition method. Herein-
after, performing three types of processing of data extraction,
feature amount calculation and motion recognition is collec-
tively referred to as “recognition processing”.

[0003] FIG. 1B illustrates recognition processing when, for
example, sensor data SD obtained from an acceleration sen-
sor upon “walking” is used. Data WD of a time window TW
specified based on a start time ST and an end time ET is
extracted from the sensor data SD. For example, feature
amounts F,, F, and F; are calculated from the extracted data
WD. The motion is recognized as a motion A when the
calculated feature amount F1 is larger than a threshold a, and
is recognized as a motion B when the feature amount F1 is
smaller than the threshold a. FIG. 2 illustrates a configuration
example of a motion recognizing system which realizes this
recognition processing.

[0004] In FIG. 2, a sensor data acquiring/storage unit 1
acquires data from a sensor and temporarily stores the data. A
time window start/end time setting unit 21 sets a start time and
an end time of a time window which is a section from which
data is extracted. A time window data extracting unit 22
extracts sensor data of the set time window. A feature amount
calculating unit 23 calculates a feature amount of the
extracted sensor data. A motion recognizing unit 24 recog-
nizes a motion based on the calculated feature amount.
[0005] Patent Literature 1 discloses an example of recog-
nizing a motion using a sensor in this way. Patent Literature 1
discloses performing recognition processing in order of time
window setting, data extraction, feature amount calculation
and motion recognition using acceleration sensors attached to
a person.

CITATION LIST

Patent Literature

[0006] {PTL 1} JP-A-2011-123832
SUMMARY OF INVENTION
Technical Problem
[0007] However, the method disclosed in Patent Literature

1 has a problem that a calculation amount increases when a
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motion such as “stand up” or “sit” which is finished in a short
time of about 1 second to 5 seconds is recognized without
detection failure. The reason will be described below.

[0008] First, FIG. 3 illustrates that time window data is
extracted from sensor data upon recognition of a repeatable
motion such as “walk”. FIG. 3A illustrates a range of a start
SP to an end EP of a motion of one step in the sensor data SD
of “walk”, that is, a range UP of one cycle. Generally, time
window data to be extracted needs to include data of one cycle
of a motion of interest, that is, data of a start to an end of a
motion. When one step is estimated as about 1 second, the
time window TW requires the duration of 1 second or more.
Hence, in examples in FIGS. 3B, 3C and 3D, the duration of
the time window TW is set to 3 seconds. FIGS. 3B, 3C and 3D
illustrate three examples (ST1, ST2 and ST3) of start times
(timings) ST of atime window which are shifted. A repeatable
motion such as “walk” frequently continues for a compara-
tively long time such as several 10 seconds to 1 minute or
more, so that it is possible to correctly determine any time
window of a “timing 17, a “timing 2” or a “timing 3” illus-
trated in FIGS. 3B, 3C and 3D likewise. That is, when the
motion continues for a common motion continuation time of
several 10 seconds to 1 minute or more, even if a repetition
interval of neighboring time windows, that is, an interval
between start times (ST1, ST2 and ST3) of neighboring time
windows is set long, the likelihood that detection failure
occurs is low and it is possible to correctly recognize a
motion.

[0009] Hence, a specific time window setting method
includes, for example, a method of setting a data point
obtained immediately after an end time ET of a given time
window to a start time ST of a next time window to prevent a
blank section in which the time window TW is not set from
being produced in the obtained time-series data, and a method
of setting an interval between time windows such that data
sections which are half a time window duration overlaps
between neighboring time windows.

[0010] Next, FIG. 4 illustrates that time window data is
extracted from the sensor data SD upon recognition of a
motion such as “stand up” or “sit” which is finished in a short
time of about 1 second to 5 seconds. FIG. 4A illustrates a
range of a start SP to an end EP of a “sit” motion, that is, a
range UP of one cycle. Such a motion which is finished in a
short time is referred to as an “event motion” in this descrip-
tion. FIGS. 4B, 4C and 4D illustrate three examples (ST1,
ST2 and ST3) of start times (timings) of a time window which
are shifted. Even upon the “event motion”, a section UP ofthe
start SP to the end EP of the motion needs to be settled in the
time window TW as in a “timing 2” illustrated in FIG. 4C
similar to the repeatable motion such as the “walk” motion.
However, the “event motion™ is finished in a short time, and,
when a time interval between neighboring time windows is
set long, a time window does not include one cycle of a
motion or more and therefore cannot be correctly set as in a
“timing 1” illustrated in FIG. 4B and a “timing 3” illustrated
in FIG. 4D.

[0011] Hence, to settle a start to an end of a motion in a time
window upon “event motion” recognition, it is necessary to
set a repetition interval between neighboring time windows
short and repeatedly execute processing of data extraction,
feature amount calculation and motion recognition in each
time window as illustrated in FIG. 5. FIG. 5 illustrates an
example of recognizing a “sit” event motion, and illustrates
that recognition processing is repeatedly executed in a plu-



US 2015/0006446 Al

rality of a time window 1, a time window 2, a time window 3,
atime window 4 and so on of slightly different start times ST.
As a result, recognition processing in each time window is
frequently performed, and therefore the number of times of
the recognition processing increases and a great calculation
amount is required. Further, when recognition processing is
performed using a device such as a mobile telephone which
has only limited calculation resources, there are problems that
processing requires a time and power consumption of a bat-
tery is significant.

[0012] It is therefore an object of the present invention to
provide a motion recognizing apparatus, a motion recogniz-
ing system and a motion recognizing method which can solve
the above problems and can recognize an “event motion” with
a small calculation amount.

Solution to Problem

[0013] To achieve the above object, a motion recognizing
apparatus according to the present invention is a motion rec-
ognizing apparatus which recognizes a motion of a user using
sensor data, and has: a cyclicity loss detecting means which
detects loss of cyclicity of the sensor data when the user is
making the motion; and a recognition processing means
which sets a data section used for motion recognition accord-
ing to the detected loss of the cyclicity of the sensor data, and
recognizes the motion of the user based on the sensor data of
the data section.

[0014] Further, a motion recognizing system according to
the present invention has: the motion recognizing apparatus;
a sensor data acquiring/storage unit which acquires sensor
data outputted from a sensor and temporarily stores the sensor
data; and a recognition result output unit which outputs a
result of motion recognition performed by the recognition
processing unit.

[0015] Furthermore, a motion recognizing method accord-
ing to the present invention is a motion recognizing method of
recognizing a motion of a user using sensor data, and
includes: a step of detecting loss of cyclicity of the sensor data
when the user is making the motion; and a step of setting a
data section used for motion recognition according to the
detected loss of the cyclicity of the sensor data, and recog-
nizing the motion of the user based on the sensor data of the
data section.

Advantages Effects of the Invention

[0016] An effect of the present invention is to reduce a
calculation amount in processing of recognizing an “event
motion”.

BRIEF DESCRIPTION OF DRAWINGS

[0017] FIG. 1 A figure illustrates a view illustrating a flow
of common motion recognition processing.

[0018] FIG. 2 A figure illustrates a block diagram illustrat-
ing a configuration of a motion recognizing system used in the
motion recognition processing in FIG. 1.

[0019] FIG. 3 A figure illustrates a view illustrating a rela-
tionship between a time window start/end time and a start/end
of'a motion upon recognition of a repeatable motion such as
“walk”.

[0020] FIG. 4 A figure illustrates a view illustrating a rela-
tionship between a time window start/end time and a start/end
of'a motion upon recognition of an “event motion”.
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[0021] FIG. 5 A figure illustrates an explanatory diagram
when recognition processing is repeated by shifting a time
window start time a little by little in the “event motion”
recognition processing.

[0022] FIG. 6 A figure illustrates a block diagram illustrat-
ing a configuration according to a first embodiment of the
present invention.

[0023] FIG. 7 A figure illustrates a diagram illustrating
specific processing according to the first embodiment of the
present invention.

[0024] FIG. 8 A figure illustrates an example of amethod of
predicting a peak which appears next using immediate peak
information.

[0025] FIG. 9 A figure illustrates a view for explaining
whether or not a predicted peak and a peak actually obtained
match.

[0026] FIG. 10 A figure illustrates a flowchart illustrating
processing content according to the first embodiment of the
present invention.

[0027] FIG. 11 A figure illustrates a block diagram illus-
trating a configuration according to a second embodiment of
the present invention.

[0028] FIG. 12 A figure illustrates a view illustrating an
example of a peak interval and peak information stored in a
peak interval history storage unit 35 according to the second
embodiment of the present invention.

[0029] FIG. 13 A figure illustrates a flowchart illustrating
processing content according to the second embodiment of
the present invention.

[0030] FIG. 14 A figure illustrates a block diagram illus-
trating a configuration according to a third embodiment of the
present invention.

[0031] FIG. 15 A figure illustrates a view for explaining
learning processing according to the third embodiment of the
present invention.

[0032] FIG. 16 A figure illustrates a flowchart illustrating
processing content according to the third embodiment of the
present invention.

DESCRIPTION OF EMBODIMENTS

[0033] Next, a first embodiment of the present invention
will be described in details with reference to FIGS. 6 to 10.
[0034] FIG. 6 illustrates a motion recognizing system 10
according to the first embodiment of the present invention.
The motion recognizing system 10 has a sensor data acquir-
ing/storage unit 1, a recognition processing unit 2, an event
motion detecting unit 3 and a recognition result output unit 4.
The recognition processing unit 2 has a time window start/end
time setting unit 21, a time window data extracting unit 22, a
feature amount calculating unit 23 and a motion recognizing
unit 24. The event motion detecting unit 3 has a peak detecting
unit 31, a peak interval calculating unit 32, a peak predicting
unit 33 and a peak matching determining unit 34. The recog-
nition processing unit 2 and the event operation detecting unit
3 may configure a motion recognizing apparatus 8. The event
motion detecting unit 3 is also referred to as a cyclicity loss
detecting means.

[0035] The sensor data acquiring/storage unit 1 acquires
sensor data which represents a motion of a user from various
sensors, and temporarily stores the sensor data. The peak
detecting unit 31 detects a time (referred to as a peak time
below) of at least a top of a peak shape of the sensor data
obtained by the sensor data acquiring/storage unit 1. The peak
interval calculating unit 32 calculates an interval between the
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peak times detected by the peak detecting unit 31. The peak
predicting unit 33 predicts a peak time which appears next
from a value of the peak interval calculated by the peak
interval calculating unit 32 and an obtained time of the latest
peak. The peak matching determining unit 34 compares the
peak time detected by the peak detecting unit 31 and the peak
time predicted by the peak predicting unit 33, and determines
whether or not a gap between the times is in a predetermined
certain time duration.

[0036] The time window start/end time setting unit 21 sets
a time window start time and end time to settle in the time
window the time at which an “event motion” occurs only
when the event motion detecting unit 3 detects an occurrence
of'the “event motion”. The time window data extracting unit
22 clips sensor data of a time window having a predetermined
duration from the time window start time and end time set by
the time window start/end time setting unit 21. The feature
amount calculating unit 23 calculates a feature amount which
represents a feature of a recognition target motion using the
time window data clipped by the time window data extracting
unit 22. The feature amount calculating unit 23 determines
whether an estimation target motion is performed using the
feature amount calculated by the feature amount calculating
unit 23.

[0037] When there is a plurality of types of recognition
target motions, the recognition processing unit 2 may be
configured to be separately prepared per target motion. When,
for example, two types of motions of a “walk” motion and a
“sit down” motion are recognized, a configuration including
two recognition processing units of a “walk” recognition
processing unit and a “sit” recognition processing unit may
also be employed.

[0038] When motion recognition is performed targeting at
a plurality of motions in this way, each motion is recognized
in advance as a motion which belongs to an “event motion™ or
as a motion which does not belong to the “event motion” and
is stored in the recognition processing unit of each motion.
When, for example, four types of motions of “walk”, “run”,
“stand up” and “sit down” are recognized, “walk” is not

2 <

recognized as an “event motion”, “run” is not recognized as
the “event motion”, “stand up” is recognized as the “event
motion” and “sit down” is recognized as the “event motion”
and these motions are stored in the recognition processing

unit 2.

[0039] Further, only when the event motion detecting unit 3
detects an occurrence of the “event motion”, the recognition
processing unit of the “event motion™ executes recognition
processing. Meanwhile, recognition processing used in a rel-
evant technique as illustrated in FIG. 2 may be performed as
processing of recognizing a motion which is not an “event
motion” without using the event motion detecting unit 3.

[0040] The motion recognizing system 10 is, for example,
a mobile telephone of the user although the motion recogniz-
ing system 10 is not limited thereto as a physical configura-
tion. In this case, when, for example, the user possesses a
mobile telephone on which an acceleration sensor is
mounted, the sensor data acquiring/storage unit 1 of the
motion recognizing unit 10 inside the mobile telephone
acquires sensor data generated by the acceleration sensor.
Each processing is executed in the event motion detecting unit
3 and the recognition processing unit 2 using the obtained
acceleration sensor data, and a recognition result obtained by
the motion recognizing unit 24 of the recognition processing
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unit 2 is displayed on the recognition result output unit 4
which is a display device of a mobile telephone.

[0041] The “walk” motion which is not the “event motion™
and the “sit” motion which is the “event motion” will be
described as a specific example according to the first embodi-
ment of the present invention per component based on a
processing flow. A case will be described where the sensor
data acquiring/storage unit 1 acquires acceleration data which
is an example of sensor data in real time, and sequentially
processes the acquired acceleration data.

[0042] First, the sensor data acquiring/storage unit 1
acquires sensor data outputted from a sensor when a user is
making a motion. Further, sensor data of a short time corre-
sponding to predetermined time duration such as about sev-
eral seconds to several tens of seconds is temporarily stored.
The sensor data acquiring/storage unit 1 inputs the obtained
sensor data to the peak detecting unit 31 of the event motion
detecting unit 3. When, for example, the sensor data acquir-
ing/storage unit 1 is provided in a mobile telephone terminal
on which the acceleration sensor is mounted, it is possible to
obtain acceleration sensor data when the user is making a
motion since the user carries the mobile telephone.

[0043] The peak detecting unit 31 detects a peak in the
sensor data obtained from the sensor data acquiring/storage
unit 1. The peak refers to at least a data point which is a local
maximum or a data point which is a local minimum when a
value of sensor data is read in a chronological order. The peak
detecting unit 31 supplies “peak information” which includes
a peak time of the detected peak, to the peak interval calcu-
lating unit 32 and the peak matching determining unit 34.
[0044] The “peak information” includes at least time infor-
mation of a data point of a peak. Other pieces of peak infor-
mation include, for example, a value of data of a data point
which is a peak and a value of an inclination between the data
point which is the peak and data points prior to and subse-
quent to this data point.

[0045] The peak detection processing is repeatedly
executed by the peak detecting unit 31 every time sensor data
of a predetermined time is obtained, and new peak informa-
tion is supplied to the peak interval calculating unit 32 and the
peak matching determining unit 34 every time the new peak
information is obtained. Further, when there is no peak in the
obtained sensor data, the peak detecting unit 31 does not
supply peak information to the peak interval calculating unit
32 and the peak matching determining unit 34.

[0046] A reference to FIG. 7A will be made to continue
explanation. FIG. 7A schematically illustrates sensor data of
a “walk” motion obtained from the acceleration sensor
attached to the user. As illustrated in FIG. 7A, a case will be
described where sensor data of a given time to time 0 second
is obtained. The peak detecting unit 31 detects a peak P, at
time -0.5 second, and supplies information of the obtained
peak information as peak information to the peak interval
calculating unit 32 and the peak matching determining unit
34. Further, before sensor data of the given time to time 0
second is obtained, a peak P__| has already been detected at
time —1.5 second and peak information of the peak P_, has
already been supplied to the peak interval calculating unit 32.
[0047] Further, although an example of a peak is a data
point which is a local maximum or a data point which is a
local minimum as described above, a peak to be detected is
not limited to this. A peak is, for example, a point which is a
local maximum and a maximum value in a certain data sec-
tion or a point which is a local minimum and a value in a



US 2015/0006446 Al

specific range. Further, when multiple peaks which satisfy a
condition are detected in a certain data section, only a peak
which represents cyclicity of a motion may be detected by
using a rule that only a peak having the highest value among
detected peaks is regarded as a peak.

[0048] The peak interval calculating unit 32 calculates a
time interval between the temporally latest peak and the sec-
ond latest peak compared to the latest peak, and supplies a
value of the calculated peak interval and peak information of
the latest peak to the peak predicting unit 33.

[0049] An example of FIG. 7A will be described, and the
peak interval calculating unit 32 calculates a time interval P,
between the latest peak P, (time -0.5 second) and the second
latest peak P_, (time -1.5 second) compared to the latest
peak, and obtains a result of (0.5 second)—(-1.5 second)=1
second. The peak interval calculating unit 32 supplies a value
of'1 second of the calculated peak interval and time informa-
tion of —0.5 second which is peak information of the peak P,
to the peak predicting unit 33.

[0050] The peak predicting unit 33 predicts a peak which
appears the next using the peak interval and the temporally
latest peak information obtained from the peak interval cal-
culating unit 32. Next, an example of a method of predicting
a peak will be described using FIGS. 7 and 8.

[0051] FIGS. 7A and 8 schematically illustrate sensor data
of the “walk” motion obtained from the acceleration sensor
attached to the user as described above. In case of the “walk”
motion, a section between a given peak and a next peak
corresponds to one step of “walk”, that is, one cycle of a
motion. When the “walk™ motion cyclically continues at a
certain pace, a peak interval is thought to be fixed. Hence, as
illustrated in FIG. 7A, a predicted peak P, is predicted to
appear after the immediate peak interval P, passes after the
latest peak P, appears.

[0052] As illustrated in FIG. 8A, this peak interval P1, is a
difference between a time t, of a peak P, and a time t_; of a
peak P_,, and is 1 second in this case described above. Hence,
as illustrated in FI1G. 8B, a next peak is thought to appear at a
timet,,; (0.5 second) obtained by adding a value (1 second) of
the immediate peak interval PI, to time t, (0.5 second) of the
latest peak P,,. The peak predicting unit 33 supplies predicted
peak information to the peak matching determining unit 34.
The “predicted peak information™ includes at least a value
(0.5 second) of time t,, of a peak to be predicted.

[0053] The peak matching determining unit 34 compares
the predicted peak information obtained from the peak pre-
dicting unit 33 and peak information obtained from the sensor
data by the peak detecting unit 31, and checks whether or not
the two pieces of peak information match. Whether or not the
predicted peak and a peak of a new time (referred to as a new
peak) instead of the peak obtained from the peak detecting
unit 31 by the peak interval calculating unit 32 and the peak
predicting unit 33 is checked.

[0054] Meanwhile, a method of determining whether or not
peaks match will be described using FIG. 9. FIG. 9A illus-
trates that the peak P, (timet,,) which is aboutto appear next
to the latest peak P, (time t,). FIG. 9B illustrates that the
predicted peak P,, and the new peak P, match. FIG. 9C
illustrates that the predicted peak and the new peak do not
match.

[0055] Given that, for example, only an occurrence time of
apeak isused as peak information, when a difference between
the occurrence time t,; of the predicted peak P,, obtained
from the peak predicting unit 33 and the occurrence time t; of
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the new peak P, obtained from the peak detecting unit 31 is
smaller than a predetermined value (F1G. 9B), itis recognized
that the predicted peak and the new peak match. When the
peaks match, the peak matching determining unit 34 supplies
arecognition result that the peaks match, that is, a recognition
result that a cyclic motion continues, predicted peak informa-
tion and new peak information to the time window start/end
time setting unit 21.

[0056] Further, when a peak does not actually appear at
time t,, of the predicted peak (FIG. 9C) and, more specifi-
cally, the difference between the occurrence time t,, of the
predicted peak obtained from the peak predicting unit 33 and
the occurrence time t; of the new peak obtained from the peak
detecting unit 31 is larger than a predetermined value, it is
recognized that the predicted peak and the new peak do not
match.

[0057] When the peaks do not match, the peak matching
determining unit 34 supplies a recognition result that the
peaks do not match, that is, the recognition result that a cyclic
motion stops halfway and an “event motion” occurs, pre-
dicted peak information and new peak information to the time
window start/end time setting unit 21.

[0058] Further, even when the peak detecting unit 31
detects the peak used by the peak interval calculating unit 32
and the peak predicting unit 33 and then does not detect a new
peak for predetermined time duration or more, a recognition
result that the peaks do not match and predicted peak infor-
mation may be supplied to the time window start/end time
setting unit 21 likewise.

[0059] A case when peaks do not match will be described
with reference to FIG. 7B. FIG. 7B illustrates that the sensor
data acquiring/storage unit 1 obtains acceleration data of time
0 second to time 1 second, and the peak detecting unit 31
processes the acceleration data of time 0 second to time 1
second and does not detect a peak as a result. There is not
actually a peak at time 0.5 second of the predicted peak P_;,
and therefore it is recognized that the predicted peak and the
new peak do not match. Hence, a recognition result that the
“event motion” occurs and time information of 0.5 second
which is predicted peak information are supplied to the time
window start/end time setting unit 21.

[0060] The time window start/end time setting unit 21 sets
atime window start time and a time window end time accord-
ing to the recognition result supplied from the peak matching
determining unit 34.

[0061] More specifically, when the peak matching deter-
mining unit 34 determines that the “event motion” does not
occur, the time window start/end time setting unit 21 does not
set a time window related to “event motion” recognition and
then the recognition processing unit 2 does not execute sub-
sequent “event motion” recognition processing, either.
[0062] Further, when the peak matching determining unit
34 determines that the “event motion” occurs, the time win-
dow start time and end time of the “event motion” are set and
subsequent recognition processing in the recognition pro-
cessing unit 2 is executed.

[0063] When a plurality of motions is a recognition target,
a configuration to prepare separate recognition processing
units 2 and make recognition may be employed. In this
regard, each recognition processing unit 2 stores in advance
whether or not a recognition target motion is an “event
motion”. When, for example, a “walk” recognition process-
ing unit 2a and a “stand up” recognition processing unit 25 are
used as the recognition processing units 2, the “walk” recog-
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nition processing unit 2a stores in advance that a motion is not
an “event motion” and the “stand up” recognition processing
unit 25 stores in advance that a motion is an “event motion” to
determine whether or not to execute processing of setting
time window start/end times according to the recognition
result of the peak matching determining unit 34.

[0064] Meanwhile, a specific time window setting method
will be described. First, time window duration is set in
advance per recognition target motion. Generally, data of the
time window duration which is one cycle of a motion or a start
to an end of a motion needs to be included in each time
window.

[0065] For example, a case will be described where time
window duration used to recognize “walk” is determined. In
this case, for example, a motion of moving one step forward
can be regarded as one cycle of the “walk™ motion. A time
required to make a motion of one step is estimated as about
one second at maximum from a result of a conducted experi-
ment and, consequently, the time window duration can be
determined as 1 second.

[0066] Similarly, when a time window duration used to
recognize a “sit” motion as an example of an “event motion”
is taken into account, the time required to make a “sit” motion
is estimated as about 2 seconds at maximum from a result of
a conducted experiment and, consequently, the time window
duration can be determined as 2 seconds.

[0067] Next, a specific setting method of time window
start/end times of an “event motion” will be described. The
method of setting the time window start time and end time of
the “event motion” includes, for example, a method of setting
a start time and an end time to set the peak time predicted by
the peak predicting unit 33 as the time window start time, or
amethod of setting a start time and an end time to set the peak
time predicted by the peak predicting unit 33 as a time win-
dow center time.

[0068] Another method is a method of setting a detected
new peak time as a time window end time when the new peak
is detected at a time different from the peak time predicted by
the peak predicting unit 33. When the new peak time is set as
the time window end time, a time found by tracking prede-
termined time window duration from the set time window end
time per motion of interest is set as a time window start time.
[0069] Similarly, for example, a method of setting the time
of'the new peak detected by the peak detecting unit 31 as the
time window start time of the “event motion” is applicable.
[0070] A method of setting a plurality of time windows is
also applicable. That is, a method of setting the time window
according to the above method, setting a plurality of time
windows set by shifting start and end times by a short time as
illustrated in FIG. 5 only in certain sections prior to or sub-
sequent to the set time window and executing recognition
processing per time window is also applicable. In this regard,
a method of using predetermined time duration by setting the
preceding and subsequent sections to shift a time window, as
sections of 6 seconds in total which are the preceding and
subsequent sections of 3 seconds based on the set time win-
dow center time is applicable.

[0071] Another method of setting sections to shift a time
window may be a method of separately setting sections to
shift a time window per motion by, for example, setting sec-
tions as sections of 2w seconds in total which are preceding
and subsequent sections of w seconds based on the set time
window center time when, for example, the time window
duration is w seconds since the time window duration differs
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per motion to be recognized. The time window start/end time
setting unit 21 supplies information of the time window start
time and end time per motion to the time window data extract-
ing unit 22.

[0072] Next, recognizing a “‘sit” motion will be specifically
described with reference to FIG. 7C. As described above,
using a method of setting a start time and an end time to set
“sit” time window duration as 2 seconds and setting the peak
time predicted by the peak predicting unit 22 as the start time
of the time window will be described. The time window
start/end time setting unit 21 obtains information of time 0.5
second of the predicted peak P, as predicted peak informa-
tion from the peak matching determining unit 34, and then
sets the time window TW of 2 seconds of duration whose time
window start point is 0.5 second of a predicted peak time.
[0073] The time window data extracting unit 22 clips sen-
sor data from the sensor data temporarily stored in the sensor
data acquiring/storage unit 1 according to the time window
start time and end time of each motion obtained from the time
window start/end time setting unit 21.

[0074] The time window extracting unit 22 supplies the
clipped sensor data to the feature amount calculating unit 23.
[0075] The feature amount calculating unit 23 calculates a
feature amount which characterizes a motion per recognition
target motion using the sensor data obtained by the time
window data extracting unit 22. The feature amount is
thought to be, for example, various statistics amounts such as
an average value or a variance value of sensor data of a time
window, a maximum value or a minimum value. The feature
amount calculating unit 23 supplies the obtained feature
amount to the motion recognizing unit 24.

[0076] Themotionrecognizing unit 24 recognizes a motion
at a time at which the time window is set using the feature
amount obtained from the feature amount calculating unit 23.
When, for example, a variance value in a time window is used
as the feature amount to recognize a “walk” motion, motion
recognition is performed using a rule to determine that the
motion is “not walk” when the variance value is less than
4000 [mG?] and the motion is “walk” when the variance value
is 4000 [mG?] or more. A motion recognition result obtained
by the above processing is displayed on, for example, the
display device of the mobile telephone which is the recogni-
tion result output unit 4.

[0077] The above processing of the time window data
extracting unit 22, the feature amount calculating unit 23 and
the motion recognizing unit 4 can use the method of the
relevant technique, and can be used commonly for an “event
motion” and a motion “other than the event motion”.

[0078] Further, although a case has been described above
where the peak predicting unit 33 predicts only a time of a
peak which appears next using only time information of the
peak, processing of predicting a more correct peak using a
degree of a value of a data point which is a peak as peak
information or a value of an inclination of the data point
which is the peak and preceding and subsequent data points
may also be performed. When, for example, a degree of a
value is used as peak information in addition to the time, a
method of predicting the time of the peak which appears next
and supplying a value of the peak obtained from the peak
interval calculating unit 32 as a predicted value of the value of
the peak which appears next to the peak matching unit 34 is
applicable.

[0079] Further, another method of predicting a peak may
also be a method of predicting a time which has certain time
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duration without uniformly determining a time at which a
peak appears. More specifically, when, for example, the peak
interval calculated by the peak interval calculating unit 32 is
PI, (second), an occurrence time of a predicted peak is a
center time, a section which has duration of PI,/2 (second)
prior to and subsequent to this time is set as a predicted peak
occurrence time. The peak matching determining unit 34
determines whether or not the peaks match depending on
whether or not there is a new peak obtained from the peak
detecting unit 31 in this predicted peak occurrence section.
Thus, the method which the peak matching determining unit
34 uses to determine whether or not peaks match in a pre-
dicted peak occurrence section having certain time duration is
not limited to the above methods.

[0080] Additionally, for example, a method of assuming a
Gaussian distribution in a predicted peak occurrence section,
and determining whether or not peaks match depending on
whether or not the new peak obtained from the peak detecting
unit 31 is distributed in a predetermined range such as 30% or
less of the entire distribution based on the center of the Gaus-
sian distribution is applicable. Further, a method of predicting
apeak with certain duration in this way is applicable not only
to time duration but also to prediction of another peak infor-
mation such as a degree of a value of a data point which is a
peak.

[0081] In addition to the above, although a case has been
described above where whether or not to execute “event
motion” recognition processing depending on whether or not
occurrence of an “event motion” is detected is determined, the
same method is also applicable to motions other than the
“event motion”. That is, a rule that, when the event motion
detecting unit 3 determines that the “event motion” does not
occur, processing of recognizing a motion which is not the
“event motion” is executed and, when the event motion
detecting unit 3 determines that the “event motion™ occurs,
processing of recognizing a motion which is not the “event
motion” is not executed is also applicable to a motion recog-
nition processing unit which does not recognize an “event
motion”.

[0082] Hereinafter, a physical configuration according to
the first embodiment of the present invention will be
described.

[0083] Although a configuration of the mobile telephone of
the user on which the acceleration sensor is mounted has the
entire motion recognizing system 10 has been described with
the above example, the physical configuration is not limited to
this. Another possible configuration may also be a configu-
ration where, for example, only the sensor acquiring/storage
unit 1 of the configurations illustrated in FIG. 6 is provided in
the mobile telephone, and the event motion detecting unit 3
and the recognition processing unit 2 are an external server
apparatus or a user’s personal computer which performs
motion recognition by communicating with the mobile tele-
phone. In this regard, the sensor data acquiring/storage unit 1
has a communication function of transmitting sensor data to
the external server apparatus. In this regard, sensor data may
be transmitted in real time to execute motion recognition
processing, or amemory device may be provided in the server
apparatus and recognition processing may be collectively
executed when a certain amount of sensor data is acquired.

[0084] Further, a method of providing a memory device in
a mobile telephone, collectively transmitting sensor datato a
server apparatus after measurement of data is finished, mov-
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ing data to a personal computer apparatus through wired
connection and using the data is also applicable.

[0085] Furthermore, the sensor is not limited to the accel-
eration sensor mounted on the mobile telephone, and may be
a dedicated acceleration sensor device which is attached to a
user’s body using a band in some cases.

[0086] The above physical configuration applies to the
other embodiments of the present invention described below
likewise.

[0087] Next, an operation according to the first embodi-
ment of the present invention will be described with reference
to FIGS. 6 to 10.

[0088] (Step S1) The sensor data acquiring/storage unit 1
acquires sensor data of a user’s motion, and temporarily
stores the sensor data.

[0089] (Step S2) The peak detecting unit 31 detects a peak
in sensor data obtained from the sensor data acquiring/storage
unit 1. When there is a peak in the sensor data (“Y” in step S3),
peak information is supplied to the peak interval calculating
unit 32 and the peak matching determining unit 34. Detection
processing is repeatedly executed every time sensor data of a
certain time is obtained, and new peak information is supplied
to the peak interval calculating unit 32 and the peak matching
determining unit 34 every time the new peak information is
obtained. Further, when there is no peak in the obtained
sensor data (“N” in step S3), the peak detecting unit 31 does
not supply peak information to the peak interval calculating
unit 32 and the peak matching determining unit 34 and the
operation returns to step S1.

[0090] (Step S4) The peak interval calculating unit 32
receives peak information from the peak detecting unit 31
every time the peak detecting unit 31 obtains new peak infor-
mation. The peak interval calculating unit 32 calculates a time
interval between the temporally latest peak and the tempo-
rally second latest peak compared to the latest peak using the
supplied peak information, and supplies a value of the calcu-
lated peak interval and “peak information” of the latest peak
to the peak predicting unit 33.

[0091] (Step S5) The peak predicting unit 33 predicts a
peak which appears next, and supplies “predicted peak infor-
mation” to the peak matching determining unit 34.

[0092] (Step S6) The peak matching determining unit 34
compares the predicted peak information obtained from the
peak predicting unit 33 and peak information of the new peak
obtained from the peak detecting unit 31, and checks whether
or not the two pieces of peak information match. Further,
when a state where, after the “predicted peak information” is
obtained from the peak predicting unit 33, and the peak
detecting unit 31 detects a new peak or when the peak detect-
ing unit 31 does not detect a new peak for predetermined time
duration or more continues, the peak matching determining
unit 34 performs processing of determining whether or not
the pieces of peak information match. The peak matching
determining unit 34 supplies the recognition result as to
whether or not the peaks match, the predicted peak informa-
tion and the latest peak information obtained from the peak
detecting unit 31 to the time window start/end time setting
unit 21 of the recognition processing unit 2.

[0093] (Step S8) The time window start/end setting unit 21
sets a time window start time and a time window end time per
recognition target motion according to the recognition result
supplied from the peak matching determining unit 34 (step
S7), and supplies the set time information to the time window
data extracting unit 22.
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[0094] (Step S9) The time window data extracting unit 22
clips sensor data from the sensor data temporarily stored in
the sensor data acquiring/storage unit 1 according to the time
window start time and end time per recognition motion. The
time window data extracting unit 22 supplies the extracted
sensor data to the feature amount calculating unit 23.

[0095] (Step S10) The feature amount calculating unit 23
calculates a feature amount which characterizes a motion per
recognition motion using the sensor data obtained from the
time window data extracting unit 22. The feature amount
calculating unit 23 supplies the obtained feature amount to
the motion recognizing unit 24.

[0096] (Step S11) The motion recognizing unit 24 recog-
nizes a motion in the set time window using the feature
amount obtained from the feature amount calculating unit 23.
[0097] (Step S12) The recognition result output unit 4 out-
puts a recognition result to, for example, a display device.
[0098] Next, an effect according to the first embodiment of
the present invention will be described.

[0099] The first embodiment of the present invention pro-
vides an effect of reducing a calculation amount of processing
of recognizing an event motion. The reason is as follows.
Focusing on that cyclicity of sensor data is lost when an
“event motion” occurs, processing of recognizing the “event
motion” is performed assuming that the “event motion”
occurs only when cyclicity is lost. More specifically, when
there is a gap between a predicted peak appearance time and
a peak time which actually appears, it is recognized that
cyclicity of the motion is lost, that is, the “event motion”
occurs. Further, recognition processing of setting a time win-
dow only at around a time at which the “event motion” is
highly likely to occur and calculating a feature amount is
performed. Hence, it is not necessary to execute a cycle of
setting a time window and performing recognition process-
ing, and then setting a new time window by shifting a time
window start time by a short time and performing the recog-
nition processing again with respect to all items of obtained
sensor data. Consequently, it is possible to reduce the number
of times of execution of the recognition processing, and
reduce the entire calculation amount of processing of recog-
nizing the “event motion”.

[0100] Next, asecond embodiment of the present invention
will be described in details with reference to FIGS. 11 to 13.
[0101] In view of FIG. 6 illustrating the configuration
according to the first embodiment and FIG. 11, the second
embodiment of the present invention differs from the first
embodiment in including a peak interval history storage unit
3s5.

[0102] According to the first embodiment, a peak interval
calculating unit 32 calculates a peak interval using peak infor-
mation of the latest time and peak information of the second
latest time obtained from a peak detecting unit 31, and the
peak predicting unit 33 predicts a peak which appears next
using a value of the latest peak interval obtained in this way.
According to the second embodiment, the value of the peak
interval calculated by the peak interval calculating unit 32 and
peak information of the latest peak are supplied to the peak
interval history storage unit 35.

[0103] The peak interval history storage unit 35 stores a
predetermined number of past 300 peaks of values of peak
intervals and detected past peak information of a predeter-
mined time such as past 5 minutes obtained from the peak
interval calculating unit 32. The stored values of the peak
intervals and peak information are supplied to the peak pre-
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dicting unit 33. History information to be supplied to the peak
predicting unit 33 is determined as history information of past
5 seconds or five pieces of past history information.

[0104] FIG. 12 illustrates an example of peak information
stored in the peak interval history storage unit 35. FIG. 12
illustrates that the peak interval history storage unit 35 stores
300 pieces of past peak information and 300 values of past
peak intervals. The peak interval history storage unit 35 sup-
plies 5 values of the latest peak intervals of PI, to PI_, and five
pieces of the latest peak information of P, to P_, to the peak
predicting unit 33.

[0105] The peak predicting unit 33 predicts a peak which
appears next from values of peak intervals and peak informa-
tion of certain time duration obtained from the peak interval
history storage unit 35.

[0106] A method of predicting a peak is, for example, a
method of setting as an appearance time of a predicted peak a
value obtained by adding a value of P1,,,,, which is an average
value of past peak intervals stored in the peak interval history
storage unit 35 to a time t, of the latest peak P, instead of
adding a value of PI, which is an immediate peak interval to
time t,, of the latest peak P, as illustrated in FIG. 8B.

[0107] A casewillbe described as a specific example where
five values of the latest peak intervals and five pieces of the
latest peak information of peak history information illustrated
in FIG. 12 will be described. In this regard, an average value
of'the five values of the past peak intervals is 1.06 second, and
time 1.06 second obtained by adding the latest peak P, to time
0.0 second is a predicted peak time.

[0108] Another method is, for example, a method of calcu-
lating a maximum value and a minimum value of the values of
the peak intervals stored in the peak interval history storage
unit 35, and adopting as a peak interval a section in which the
number of peak intervals which belongs to each section is the
highest as a result of allocating the stored values of the peak
intervals to sections obtained by dividing a section between
the maximum value and the minimum value by 10.

[0109] More specifically, the peak intervals stored in the
peak interval history storage unit 35 are PL_,, PL_,, 5, .. .,
PL_,, and P, in order of older time, and a peak interval of a
minimum value is 0.7 seconds and a peak interval of a maxi-
mum value is 1.7 seconds. Meanwhile, ten sections include a
section of 0.7 second or more and 0.8 second or less and a
section of 1.6 second or more and 1.7 second or less, and each
peakinterval of PL_,,PI_, |y, ..., PL_,, and Pl, is allocated
to each section to which each peak interval belongs. As a
result, when, for example, the number of peak intervals which
belong to the section of 1.1 second or more and 1.2 second or
less is the greatest, a method of setting as a predicted peak
occurrence section a section of time 1.1 second to time 1.2
second obtained by adding this section to time 0 second ofthe
peak P, is applicable.

[0110] Subsequent operations of the event motion detect-
ing unit 3 and the recognition processing unit 2 are the same
as those of the first embodiment of the present invention, and
therefore will not be described.

[0111] Further, as described in the first embodiment of the
present invention, a method of predicting at the peak predict-
ing unit 33 a more correct peak using not only time informa-
tion of a peak but also a degree of a value ofa data point which
is a peak as peak information and a value of an inclination
between the data point which is the peak and preceding and
subsequent data points may also be applicable. Furthermore,
a method of predicting a time having certain time duration
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without uniformly determining a time at which the peak
appears is also applicable. Still further, a statistical predicting
method such as a least-square method or curve interpolation
is also applicable to a history of peak information and a
history of peak intervals.

[0112] Next, an operation according to the second embodi-
ment of the present invention will be described in details with
reference to FIGS. 11 to 13.

[0113] (Step S1) A sensor data acquiring/storage unit 1
acquires sensor data of a user’s motion, and temporarily
stores the sensor data.

[0114] (Step S2) The peak detecting unit 31 detects a peak
in the sensor data obtained from the sensor acquiring/storage
unit 1. When there is a peak (“Y” in step S3), peak informa-
tion is supplied to the peak interval calculating unit 32 and the
peak matching determining unit 34. Detection processing is
repeatedly executed every time sensor data of a certain time is
obtained, and new peak information is supplied to the peak
interval calculating unit 32 and the peak matching determin-
ing unit 34 every time the new peak information is obtained.
Further, when there is no peak in the obtained sensor data
(“N” in step S3), the peak detecting unit 31 does not supply
the peak information to the peak interval calculating unit 32
and the peak matching determining unit 34 and the operation
returns to step S1.

[0115] (Step S4) The peak interval calculating unit 32
receives the peak information from the peak detecting unit 31
every time the peak detecting unit 31 obtains the new peak
information. The peak interval calculating unit 32 calculates
atime interval between the temporally latest new peak and the
temporally second latest peak compared to the latest peak
using the supplied peak information, and supplies the calcu-
lated value of the peak interval and “peak information” of the
latest peak to the peak interval history storage unit 35.

[0116] (Step S13) The peak interval history storage unit 35
stores the value of the peak interval and peak information of
the temporally latest peak obtained from the peak interval
calculating unit 32.

[0117] (Step S5) The peak predicting unit 33 predicts a
peak which appears next using a history of values of past peak
intervals and past peak information obtained from the peak
interval history storage unit 35, and supplies “predicted peak
information” to the peak matching determining unit 34.

[0118] (Step S6) The peak matching determining unit 34
obtains predicted peak information from the peak predicting
unit 33. When the peak detecting unit 31 detects a peak of a
new time instead of peak information used by the peak inter-
val calculating unit 32 and the peak predicting unit 33, the
detected peak information is obtained from the peak detecting
unit 31. The predicted peak information obtained from the
peak predicting unit 33 in this way and the new peak infor-
mation obtained from the peak detecting unit 31 are com-
pared to check whether or not two pieces of peak information
match.

[0119] When a state where, after the predicted peak infor-
mation is obtained from the peak predicting unit 33, the peak
detecting unit 31 detects a peak of a new time or the peak
detecting unit 31 does not detect a new peak for predeter-
mined time duration or more continues, the peak matching
determining unit 34 performs processing of determining
whether or not pieces of peak information match. The peak
matching determining unit 34 supplies a recognition result as
to whether or not the peaks match, the predicted peak infor-
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mation and the new peak information obtained from the peak
detecting unit 31, to a time window start/end time setting unit
21.

[0120] (Step S8) The time window start/end setting unit 21
sets a time window start time and a time window end time per
recognition target motion according to the recognition result
supplied from the peak matching determining unit 34 (step
S7), and supplies the set time information to a time window
data extracting unit 22.

[0121] (Step S9) The time window data extracting unit 22
clips sensor data from the sensor data temporarily stored in
the sensor data acquiring/storage unit 1 according to the time
window start time and end time per recognition motion. The
time window data extracting unit 22 supplies the extracted
sensor data to a feature amount calculating unit 23.

[0122] (Step S10) The feature amount calculating unit 23
calculates a feature amount which characterizes a motion per
recognition motion using the sensor data obtained from the
time window data extracting unit 22. The feature amount
calculating unit 23 supplies the obtained feature amount to a
motion recognizing unit 24.

[0123] (Step S11) The motion recognizing unit 24 recog-
nizes a motion in the set time window using the feature
amount obtained from the feature amount calculating unit 23.
[0124] (Step S12) A recognition result output unit 4 outputs
a recognition result to, for example, a display device.

[0125] Next, an effect according to the second embodiment
of the present invention will be described.

[0126] According to the first embodiment of the present
invention, the peak predicting unit 33 predicts a peak which
appears next using a value of a peak interval calculated using
peak information of an occurrence time of the latest peak and
peak information of the second latest time. Meanwhile,
according to the second embodiment of the present invention,
the peak predicting unit 33 predicts a peak which appears next
using values of past peak intervals and past peak information
of a certain time stored in the peak interval history storage
unit 35. Thus, it is possible to more precisely predict a peak
which appears next by using a history of a past certain time.
Consequently, compared to the first embodiment of the
present invention, it is possible to more adequately set a time
window start/end time of “event motion” recognition pro-
cessing and precisely perform “event motion” recognition
processing.

[0127] Next, a third embodiment of the present invention
will be described with reference to FIGS. 14 to 16.

[0128] FIG. 14 illustrates a configuration according to the
third embodiment of the present invention. Compared to the
first embodiment of the present invention illustrated in FIG. 6,
a difference is that a peak interval history storage unit 5, a
peak learning unit 6 and a correct motion input unit 7 are
added.

[0129] The peak interval history storage unit 5 stores values
of peak intervals and detected past peak information of a
predetermined time such as past 24 hours or past one week
obtained from a peak interval calculating unit 32.

[0130] The correct motion input unit 7 inputs a type of a
motion which is actually performed by a user, to the peak
learning unit 6. The information to be inputted to the peak
learning unit 6 includes at least information of a time at which
a motion is performed and information of the type of the
motion. Information including at least the information of a
time at which a motion is performed and information of the
type of the motion is referred to as “correct motion informa-
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tion” in this description. An input method is, for example, a
method of inputting a combination of a given time in the past
and a type of a motion performed at this time by the user
through a computer apparatus or a mobile telephone.

[0131] The peak learning unit 6 learns peak information or
a peak interval using values of peak intervals and peak infor-
mation of a certain time stored in the peak interval history
storage unit 5 and “correct motion information” obtained
from the correct motion input unit 7. As a result of learning,
the peak learning unit 6 supplies a parameter used for peak
prediction to a peak predicting unit 33. A parameter to be
supplied is, for example, a value of a predicted peak occur-
rence section set by the peak predicting unit 33.

[0132] Changingapeak predicting method by way of learn-
ing will be described using FIG. 15. As illustrated in FIG.
15A, a case will be described where correct motion informa-
tion that a “sit” motion which is an “event motion” occurs at
a given time in the past. Meanwhile, when the time at which
the “sit” motion occurs is 0 second, the peak learning unit 6
obtains a value of a peak interval in a predetermined section of
past 5 minutes including time 0 second, and peak information
from the peak interval history storage unit 5. Thus, the peak
learning unit 6 determines whether or not the “event motion”
occurs in a section around time 0 second at which the peak
interval and peak information are obtained.

[0133] A method of determining that the “event motion”
occurs adopts the same processing as those of the peak pre-
dicting unit 33 and a peak matching determining unit 34, and
obtains peak information from the peak interval history stor-
age unit 5. A case will be described as an example where
whether or not peaks match is determined using a predicted
peak occurrence section having duration as described in the
first embodiment of the present invention.

[0134] When, for example, a time t, second of a latest peak
P, isnotincluded, a peak interval Pli immediately before time
0 second is Pli=1 second and an occurrence time t, of a
predicted peak is time t,=0 second, a section including dura-
tions of Pli/2=0.5 seconds prior to and subsequent to time
t,=0 second based on time t,=0 second is a predicted peak
occurrence time.

[0135] Further, whether or not peaks match is determined
depending on whether or not a new peak obtained from the
peak interval history storage unit 5 is in this predicted peak
occurrence section. As a result, when it is determined that an
“event motion” occurs at time t,=0 second as in correction
information, the peak learning unit 6 does not perform learn-
ing and processing is finished.

[0136] Meanwhile, unlike the correct motion information,
when it is determined that the “event motion” does not occur
at time t,=0 second, that is, when a peak is actually detected
in a predicted peak occurrence section, a predicted peak
occurrence section is set more than necessary. In this case, as
illustrated in FIG. 15C, for example, P1i/3=0.3 seconds prior
to and subsequent to a section as a conventional predicted
peak occurrence section which is shorter than preceding and
subsequent P1i/2=0.5 second is a predicted peak occurrence
section. The peak learning unit 6 supplies a value of an occur-
rence section duration used to predict a new peak obtained in
this way, to the peak predicting unit 33.

[0137] Further, even when information of amotion whichis
not an “event motion” such as “walk” as correct motion
information, the same learning method is applicable. When,
for example, correction motion information that a “walk”
motion is performed at time t=0 second is obtained, occur-
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rence of an “event motion” is determined in a section around
time t=0 second similar to the above-described method. As a
result, when it is determined that the “event motion” does not
occur at around time t=0 second as indicated by correct
motion information, the peak learning unit 6 does not perform
learning and processing is finished.

[0138] Meanwhile, unlike the correct motion information,
when it is determined that the “event motion™ occurs, a pre-
dicted peak occurrence section is set short more than neces-
sary, preceding and subsequent Plix(2/3) (second) which is a
section as a conventional section which is longer than preced-
ing and subsequent PIi/2 (second) is a predicted peak occur-
rence section.

[0139] Further, the above-described method and, in addi-
tion, a newly set peak predicting method may also be a
method of verifying whether or not it is possible to correctly
determine occurrence of an “event motion”. That is, the cor-
rect motion information at time t is learned according to the
same method as that described above, and learning is per-
formed using a new peak predicting method obtained from
the correct motion information again at same time t after a
value of a parameter of new peak prediction is obtained. Thus,
by repeating learning processing until it is possible to deter-
mine an occurrence of an “event motion” as indicated by
correct motion information, it is possible to more precisely set
a predicted peak occurrence section.

[0140] Further, even when the learning processing is
repeated, an occurrence of an “event motion” could not be
determined as indicated by the correct motion information in
some cases, and therefore a rule that an upper limit is set to the
number of times of repetition of the learning processing and
the learning processing is finished when the number of times
of the learning processing reaches the upper limit may be
additionally provided.

[0141] Furthermore, when a predicted peak occurrence
section is changed by way of learning and, in addition, when,
for example, a value of a peak and information of an inclina-
tion prior to and subsequent to the peak are used for peak
prediction as described in the first embodiment of the present
invention, learning can be performed according to the same
method.

[0142] In addition, although a case has been described
above where the user specifies time t as correct motion infor-
mation, an occurrence time of an “event motion” is actually
short, and an occurrence time of a correct motion specified by
the user relying on user’s memory and a time at which the
“event motion” actually occurs do not necessarily match in
some cases. Hence, the peak interval history storage unit 5
may supply a peak interval of a section having predetermined
time duration such as 5 minutes prior to and subsequent to
specified time t, and peak information to the peak learning
unit 6 to perform learning processing depending on whether
or not occurrence of the “event motion” can be determined as
indicated by correct motion information in this section.
[0143] The peak predicting unit 33 predicts a peak using a
parameter which is obtained from the peak learning unit 6 and
which is used to predict a new peak.

[0144] Hereinafter, a physical configuration according to
the third embodiment of the present invention will be
described. A possible configuration is a configuration where,
for example, the correct motion input unit 7 is a mobile
telephone of a user, and the peak interval history storage unit
5 and the peak learning unit 6 are external server apparatuses.
Further, the physical configuration is not limited to this and
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may also be a configuration where, for example, the correct
motion input unit 7, the peak interval history storage unit 5
and the peak learning unit 6 are external computer appara-
tuses, learning processing is performed inside a computer
apparatus using correct motion information inputted by the
user through the computer apparatus, and a newly obtained
peak predicting method is transmitted to the mobile telephone
through the computer apparatus to update the predicting
method of the peak predicting unit 33 of an event motion
detecting unit 3 mounted on the mobile telephone.

[0145] Next, an operation according to the third embodi-
ment of the present invention will be described in details with
reference to FIGS. 14 and 16.

[0146] The stepsrepresented by S1to S12inFIG. 16 arethe
same operations as S1 to S12 described as to the operation
according to the first embodiment of the present invention and
therefore will not be described.

[0147] (step S13) The peak interval history storage unit 5
stores values of peak intervals and peak information of the
temporally latest peak obtained from the peak interval calcu-
lating unit 32.

[0148] (Step S14) A correct motion input unit 7 inputs
correct motion information including the type of a motion
which is actually performed by the user and time information
of this motion, to the peak learning unit 6.

[0149] (Step S15) The peak learning unit 6 learns an incli-
nation of a peak interval using values of peak intervals and
peak information of a certain time stored in the peak interval
history storage unit 5 and the correct motion information
obtained from the correct motion input unit 7. A new peak
predicting method obtained by learning is supplied to the
peak predicting unit 33.

[0150] Learning processing described in step S15 is trig-
gered by an input of correct motion information described in
step S14. In this regard, step S14 and step S15 do not need to
be executed at the same time, and, after the correct motion
information is inputted as described in step S14, a method of
performing learning processing at a predetermined time once
aday as described in step S15 and supplying an obtained peak
predicting method to the peak predicting unit 33 is applicable.
[0151] Next, an effect according to the third embodiment of
the present invention will be described.

[0152] While the peak predicting unit 33 predicts a peak
which appears next based on a predetermined rule in the first
embodiment of the present invention, the peak learning unit 6
performs learning using correct motion information and
changes peak predicting and peak matching methods in the
third embodiment of the present invention. Thus, a method is
changed to a method of more precisely detecting an “event
motion” using correct motion information, so that it is pos-
sible to perform processing of precisely recognizing the
“event motion” compared to the first embodiment of the
present invention.

[0153] Further, the third embodiment of the present inven-
tion can be used in combination with the second embodiment
of the present invention to provide both of the effects.
[0154] Furthermore, a motion recognizing program
according to the first to third embodiments of the present
invention can be configured as a program which causes a
computer to execute part or all of steps illustrated in FIGS. 10,
13 and 16. By installing this program in a computer to
execute, it is possible to realize the motion recognizing appa-
ratus and the motion recognizing method according to the
first to third embodiments. The computer includes, for
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example, a server apparatus, a personal computer and a
mobile telephone as described above.

[0155] Part or entirety of the above embodiments are also
described as in the following supplementary notes, and are by
no means limited to the below.

[0156] (Supplementary Note 1)

[0157] A motion recognizing apparatus which recognizes a
motion of a user using sensor data has: a cyclicity loss detect-
ing means which detects loss of cyclicity of the sensor data
when the user is making the motion; and a recognition pro-
cessing means which sets a data section used for motion
recognition according to the detected loss of the cyclicity of
the sensor data, and recognizes the motion of the user based
on the sensor data of the data section.

[0158] (Supplementary Note 2)

[0159] In the motion recognizing apparatus described in
Supplementary Note 1, the cyclicity of the sensor data is
cyclicity of a peak which is a data point which takes at least a
local maximum or a local minimum in the sensor data.
[0160] (Supplementary Note 3)

[0161] In the motion recognizing apparatus described in
Supplementary Note 1 or 2, the data section is set to have
predetermined time duration per type of a recognition target
operation.

[0162] (Supplementary Note 4)

[0163] The motion recognition apparatus described in any
one of Supplementary Notes 1 to 3 has the recognition pro-
cessing means intended for each type of a recognition target
operation.

[0164] (Supplementary Note 5)

[0165] In the motion recognizing apparatus described in
any one of Supplementary Notes 1 to 4, the sensor data is
output data of an acceleration sensor which operates accom-
panying the motion of the user.

[0166] (Supplementary Note 6)

[0167] In the motion recognizing apparatus described in
any one of Supplementary Notes 1 to 5, the cyclicity loss
detecting means has: a peak detecting unit which detects from
the sensor data a peak which is a data point which takes at
least a local maximum or a local minimum; a peak interval
calculating unit which calculates a time interval between
peaks from an occurrence time of a plurality of detected
peaks; a peak predicting unit which predicts peak information
including at least an occurrence time of a next peak using a
value of the peak interval calculated by the peak interval
calculating unit and an occurrence time of the peak detected
by the peak detecting unit; and a peak matching determining
unit which determines whether the peak predicted by the peak
predicting unit and the peak detected by the peak detecting
unit from the sensor data match or not.

[0168] (Supplementary Note 7)

[0169] The motion recognizing apparatus described in
Supplementary Note 6 further has a peak interval history
storage unit which stores time information of the peak of a
certain past period detected by the peak detecting unit and the
peak interval of the certain past period calculated by the peak
interval calculating unit, and the peak predicting unit predicts
the peak information including at least the occurrence time of
the next peak using a history of the peak information and the
peak interval stored in the peak interval history storage unit.
[0170] (Supplementary Note 8)

[0171] The motion recognizing apparatus described in
Supplementary Note 6 further has: a peak interval history
storage unit which stores time information of the peak of a
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certain past period detected by the peak detecting unit and the
peak interval of the certain past period calculated by the peak
interval calculating unit; a correct motion input unit which
inputs correct motion information including at least a type of
a motion which is actually made and a time at which the
motion is made; and a peak learning unit which acquires a
history of time information of a peak around the time inputted
by the correct motion input unit and the peak interval from the
peak interval history storage unit, learns a tendency of the
peak interval and changes a cyclicity detecting method based
on a learning result.

[0172]

[0173] In the motion recognizing apparatus described in
any one of Supplementary Notes 6 to 8, the peak matching
determining unit determines whether or not the peak pre-
dicted by the peak predicting unit and the peak detected by the
peak detecting unit from the sensor data match based on a
difference between occurrence times.

[0174]

[0175] In the motion recognizing apparatus described in
any one of Supplementary Notes 6 to 8, the peak matching
determining unit determines whether the peak predicted by
the peak predicting unit and the peak detected by the peak
detecting unit from the sensor data match or not based on a
difference between occurrence times and a difference
between peak values.

[0176]

[0177] A motion recognizing system has: a motion recog-
nizing apparatus described in any one of Supplementary
Notes 1 to 10; a sensor data acquiring/storage unit which
acquires sensor data outputted from a sensor and temporarily
stores the sensor data; and a recognition result output unit
which outputs a result of motion recognition performed by
the recognition processing unit.

[0178]

[0179] A motion recognizing method of recognizing a
motion of a user using sensor data includes: a step of detecting
loss of cyclicity of the sensor data when the user is making the
motion; and a step of setting a data section used for motion
recognition according to the detected loss of the cyclicity of
the sensor data, and recognizing the motion of the user based
on the sensor data of the data section.

[0180]

[0181] In the motion recognizing method described in
Supplementary Note 12, the step of detecting the loss of the
cyclicity includes: a step of detecting from the sensor data a
peak which is a data point which takes at least a local maxi-
mum or a local minimum; a step of calculating a time interval
between peaks from an occurrence time of a plurality of
detected peaks; a step of predicting peak information includ-
ing at least an occurrence time of a next peak using a value of
the calculated peak interval and an occurrence time of the
detected peak; and a step of determining whether or not the
predicted peak and the detected peak match.

[0182]

[0183] The motion recognizing method described in
Supplementary Note 13 further includes a step of storing time
information of the detected peak and the calculated peak
interval of a certain past period, and the predicting step
includes predicting the peak information including at least the
occurrence time of the next peak using a history of the stored
peak information and peak interval.

(Supplementary Note 9)

(Supplementary Note 10)

(Supplementary Note 11)

(Supplementary Note 12)

(Supplementary Note 13)

(Supplementary Note 14)

Jan. 1, 2015

[0184] (Supplementary Note 15)

[0185] The motion recognizing method described in
Supplementary Note 13, further includes: a step of storing
time information of the detected peak and the calculated peak
interval of a certain past period; a step of inputting correct
motion information including at least a type of a motion
which is actually made and a time at which the motion is
made; and a step of acquiring a history of time information of
a peak around the inputted time and the peak interval from
information in which the time information and the peak inter-
val ofthe certain past period are stored, learning a tendency of
the peak interval and changing a cyclicity detecting method
based on a learning result.

[0186] (Supplementary Note 16)

[0187] Inthe motion recognizing method described in any
one of Supplementary Notes 13 to 15, the determining step
includes determining whether or not the predicted peak and
the peak detected from the sensor data match based on a
difference between occurrence times.

[0188] (Supplementary Note 17)

[0189] In the motion recognizing method described in any
one of Supplementary Notes 13 to 15, the determining step
includes determining whether or not the predicted peak and
the peak detected from the sensor data match based on a
difference between occurrence times and a difference
between peak values.

[0190] (Supplementary Note 18)

[0191] A motion recognizing program of recognizing a
motion of a user using sensor data causes a computer to
execute: a function of detecting loss of cyclicity of the sensor
data when the user is making the motion; and a function of
setting a data section used for motion recognition according
to the detected loss of the cyclicity of the sensor data, and
recognizing the motion of the user based on the sensor data of
the data section.

[0192] (Supplementary Note 19)

[0193] Inthe motion recognizing program described in any
one of Supplementary Note 18, the function of detecting the
loss of the cyclicity includes: a function of detecting from the
sensor data a peak which is a data point which takes at least a
local maximum or a local minimum; a function of calculating
a time interval between peaks from an occurrence time of a
plurality of detected peaks; a function of predicting peak
information including at least an occurrence time of a next
peak using a value of the calculated peak interval and an
occurrence time of the detected peak; and a function of deter-
mining whether or not the predicted peak and the detected
peak match.

[0194] (Supplementary Note 20)

[0195] The motion recognizing program described in
Supplementary Note 18 further causes the computer to
execute a function of storing time information of the detected
peak and the calculated peak interval of a certain past period,
and the predicting function includes predicting the peak
information including at least the occurrence time of the next
peak using a history of the stored peak information and peak
interval.

[0196] (Supplementary Note 21)

[0197] The motion recognizing program described in
Supplementary Note 19 further causes the computer to
execute: a function of storing time information of the detected
peak and the calculated peak interval of a certain past period;
a function of inputting correct motion information including
at least a type of a motion which is actually made and a time
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at which the motion is made; and a function of acquiring a
history of time information of a peak around the inputted time
and the peak interval from information in which the time
information and the peak interval of the certain past period are
stored, learning a tendency of the peak interval and changing
a cyclicity detecting method based on a learning result.
[0198] This application claims priority to Japanese Patent
Application No. 2012-046610 filed on Mar. 2, 2012, the
entire contents of which are incorporated by reference herein.
[0199] Although the present invention has been described
above with reference to the embodiments, the present inven-
tion is by no means limited to the above embodiments. The
configurations and the details of the present invention can be
variously changed within a scope of the present invention
which one of ordinary skill in art can understand.

INDUSTRIAL APPLICABILITY

[0200] According to the present invention, by precisely
calculating calorie consumption and recording a motion rec-
ognition result of one day using, for example, a result
obtained by recognizing a motion of a person, a user can use
a record as an automatically generated diary when the user
browses the record and, in addition, apply the present inven-
tion to observe infants or the elderly from a distant place by
monitoring an occurrence of a dangerous motion such as
“falling” in real time.

REFERENCE SINGS LIST

[0201] 1 SENSOR DATA ACQUIRING/STORAGE
UNIT

[0202] 2 RECOGNITION PROCESSING UNIT

[0203] 21 TIME WINDOW START/END TIME SET-

TING UNIT

[0204] 22 TIME WINDOW DATA EXTRACTING
UNIT

[0205] 23 FEATURE AMOUNT CALCULATING
UNIT

[0206] 24 MOTION RECOGNIZING UNIT

[0207] 3 EVENT MOTION DETECTING UNIT

[0208] 31 PEAK DETECTING UNIT

[0209] 32 PEAK INTERVAL CALCULATING UNIT

[0210] 33 PEAK PREDICTING UNIT

[0211] 34 PEAK MATCHING DETERMINING UNIT

[0212] 35 PEAK INTERVAL HISTORY STORAGE
UNIT

[0213] 4 RECOGNITION RESULT OUTPUT UNIT

[0214] 5 PEAK INTERVAL HISTORY STORAGE
UNIT

[0215] 6 PEAK LEARNING UNIT

[0216] 7 CORRECT MOTION INPUT UNIT

[0217] 8 MOTION RECOGNIZING APPARATUS

What is claimed is:

1. A motion recognizing apparatus that recognizes a

motion of a user using sensor data, comprising:

a cyclicity loss detecting unit configured to detect loss of
cyclicity of the sensor data when the user is making the
motion; and

a recognition processing unit configured to set a data sec-
tion used for motion recognition according to the
detected loss of the cyclicity of the sensor data, and to
recognize the motion of the user based on the sensor data
of the data section.
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2. The motion recognizing apparatus according to claim 1,
wherein the cyclicity of the sensor data is cyclicity of a peak
which is a data point which takes at least a local maximum or
a local minimum in the sensor data.

3. The motion recognizing apparatus according to claim 1
wherein the data section is set to have predetermined time
duration per type of a recognition target operation.

4. The motion recognition apparatus according to claim 1,
comprising the recognition processing unit intended for each
type of a recognition target operation.

5-10. (canceled)

11. The motion recognizing apparatus according to claim
1, wherein the sensor data is output data of an acceleration
sensor that operates accompanying the motion of the user.

12. The motion recognizing apparatus according to claim
1, wherein the cyclicity loss detecting unit comprises:

a peak detecting unit configured to detect from the sensor
data a peak which is a data point which takes at least a
local maximum or a local minimum;

a peak interval calculating unit configured to calculate a
time interval between peaks from an occurrence time of
a plurality of detected peaks;

a peak predicting unit configured to predict peak informa-
tion including at least an occurrence time of a next peak
using a value of the peak interval calculated by the peak
interval calculating unit and an occurrence time of the
peak detected by the peak detecting unit; and

a peak matching determining unit configured to determine
whether the peak predicted by the peak predicting unit
and the peak detected by the peak detecting unit from the
sensor data match or not.

13. The motion recognizing apparatus according to claim
12, further comprising a peak interval history storage unit
configured to store time information of the peak of a certain
past period detected by the peak detecting unit and the peak
interval of the certain past period calculated by the peak
interval calculating unit, wherein the peak predicting unit
predicts the peak information including at least the occur-
rence time of the next peak using a history of the peak infor-
mation and the peak interval stored in the peak interval history
storage unit.

14. The motion recognizing apparatus according to claim
12, further comprising:

apeak interval history storage unit configured to store time
information of the peak of a certain past period detected
by the peak detecting unit and the peak interval of the
certain past period calculated by the peak interval cal-
culating unit;

a correct motion input unit configured to input correct
motion information including at least a type of a motion
which is actually made and a time at which the motion is
made; and

apeak learning unit configured to acquire a history of time
information of a peak around the time inputted by the
correct motion input unit and the peak interval from the
peak interval history storage unit, learn a tendency ofthe
peak interval and change a cyclicity detecting method
based on a learning result.

15. The motion recognizing apparatus according to claim
12, wherein the peak matching determining unit determines
whether the peak predicted by the peak predicting unit and the
peak detected by the peak detecting unit from the sensor data
match or not based on a difference between occurrence times.
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16. The motion recognizing apparatus according to claim
12, wherein the peak matching determining unit determines
whether the peak predicted by the peak predicting unit and the
peak detected by the peak detecting unit from the sensor data
match or not based on a difference between occurrence times
and a difference between peak values.

17. A motion recognizing system comprising:

a motion recognizing apparatus according to claim 1;

a sensor data acquiring/storage unit configured to acquire
sensor data outputted from a sensor and temporarily
store the sensor data; and

arecognition result output unit configured to output a result
of'motion recognition performed by the recognition pro-
cessing unit.

18. A motion recognizing method of recognizing a motion

of a user using sensor data, comprising:

a step of detecting loss of cyclicity of the sensor data when
the user is making the motion; and

a step of setting a data section used for motion recognition
according to the detected loss of the cyclicity of the
sensor data, and recognizing the motion of the user
based on the sensor data of the data section.

19. The motion recognizing method according to claim 18,
wherein the step of detecting the loss of the cyclicity com-
prises:

a step of detecting from the sensor data a peak which is a
data point which takes at least a local maximum or a
local minimum;

a step of calculating a time interval between peaks from an
occurrence time of a plurality of detected peaks;

a step of predicting peak information including at least an
occurrence time of a next peak using a value of the
calculated peak interval and an occurrence time of the
detected peak; and

astep of determining whether or not the predicted peak and
the detected peak match.

20. The motion recognizing method according to claim 19,
further comprising a step of storing time information of the
detected peak and the calculated peak interval of a certain past
period, wherein the predicting step comprises predicting the
peak information including at least the occurrence time of the
next peak using a history of the stored peak information and
peak interval.

21. The motion recognizing method according to claim 19,
further comprising:

a step of storing time information of the detected peak and

the calculated peak interval of a certain past period;

a step of inputting correct motion information including at
least a type of a motion which is actually made and a
time at which the motion is made; and
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a step of acquiring a history of time information of a peak
around the inputted time and the peak interval from
information in which the time information and the peak
interval of the certain past period are stored, learning a
tendency of the peak interval and changing a cyclicity
detecting method based on a learning result.

22. The motion recognizing method according to claim 19,
wherein the determining step comprises determining whether
or not the predicted peak and the peak detected from the
sensor data match based on a difference between occurrence
times.

23. The motion recognizing method according to claim 19,
wherein the determining step comprises determining whether
the predicted peak and the peak detected from the sensor data
match or not based on a difference between occurrence times
and a difference between peak values.

24. A non-transitory computer readable medium storing a
motion recognizing program of recognizing a motion of a
user using sensor data, the program causing a computer to
execute:

a function of detecting loss of cyclicity of the sensor data

when the user is making the motion; and

a function of setting a data section used for motion recog-
nition according to the detected loss of the cyclicity of
the sensor data, and recognizing the motion of the user
based on the sensor data of the data section.

25. The non-transitory computer readable medium storing
the motion recognizing program according to claim 24,
wherein the function of detecting the loss of the cyclicity
comprises:

a function of detecting from the sensor data a peak which is

a data point which takes at least a local maximum or a
local minimum;

a function of calculating a time interval between peaks
from an occurrence time of a plurality of detected peaks;

a function of predicting peak information including at least
an occurrence time of a next peak using a value of the
calculated peak interval and an occurrence time of the
detected peak; and

a function of determining whether or not the predicted peak
and the detected peak match.

26. The non-transitory computer readable medium storing
the motion recognizing program according to claim 24, fur-
ther causing the computer to execute a function of storing
time information of the detected peak and the calculated peak
interval of a certain past period, wherein the predicting func-
tion comprises predicting the peak information including at
least the occurrence time of the next peak using a history of
the stored peak information and peak interval.
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