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are provided . The encoding method includes : performing 
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decoding end ; processing the second image to obtain a third 
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range , to obtain a second difference image ; and encoding the 
second difference image to obtain a second difference image 
bit stream , and sending the second difference image bit 
stream to the decoding end to enable the decoding end to 
reconstruct the first image . 
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Start 

- S101 

Downsampling is performed on a first image based on a pre - set 
sampling ratio and a pre - set sampling method to obtain a second 
image , where the first image is a high - resolution image or a high 

resolution video frame which is to be encoded , or , the first image is a 
low - resolution image or a low - resolution video frame obtained by 

performing downsampling on the high - resolution image or the high 
resolution video frame for at least one time 

- S102 
The second image is cncoded to obtain a second image bit stream , 

and the second image bit stream is sent to a decoding end 

- S103 The second image is processed based on a pre - set processing rule to 
obtain a third image having a resolution the same as that of the first 

image 
S104 

A difference between the third image and the first image is calculated 
to obtain a first dilference image 

- - $ 105 Pixel values of the first difference image are regulated based on a 
pre - sct offset value to fall with a pre - set range , to obtain a second 

difference image 

- - $ 106 The second difference image is encoded in a pre - set encoding manner 
to obtain a second difference image bit stream , and the second 

difference image bit stream is sent to the decoding end to enable the 
decoding end to reconstruct the first image based on the second 
image bil stream and the second difference image bil stream 

End 
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Start 

- S101 

Downsampling is performed on a first image based on a pre - set 
sampling ratio and a pre - set sampling method to obtain a second 
image , where the first image is a high - resolution image or a high 

resolution video frame which is to be encoded , or , the first image is a 
low - resolution image or a low - resolution video frame obtained by 

performing downsampling on the high - resolution image or the high 
resolution video frame for at least one time 

S102 
The second image is encoded to obtain a second image bit stream , 

and the second image bit stream is sent to a decoding end 

- S103 The second image is processed based on a pre - set processing rule to 
obtain a third image having a resolution the same as that of the first 

image 

S104 
A difference between the third image and the first image is calculated 

to obtain a first difference image 

S105 Pixel values of the first difference image are regulated based on a 
pre - set offset value to fall with a pre - set range , to obtain a second 

difference image 

- S106 The second difference image is encoded in a pre - set encoding manner 
to obtain a second difference image bit stream , and the second 

difference image bit stream is sent to the decoding end to enable the 
decoding end to reconstruct the first image based on the second 
image bit stream and the second difference image bit stream 

End 

Figure 1 
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Start 

S201 
A second image bit stream and a second difference image bit 

stream are received 

S202 The second image bit stream and the second difference image 
bit stream are encoded to obtain a second image and a second 

difference image 

S203 Upsampling is performed on the second image based on a pre 
set sampling ratio and a pre - set sampling method to obtain a 

third image 

- S204 
Pixel values of the second difference image are regulated based 

on a pre - set offset value to obtain a first difference image 

S205 
A sum of the first difference image and the third image is 

calculated to obtain a first image 

End 

Figure 2 
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Start 

S301 Downsampling is performed on a first high - resolution video frame 
based on a pre - set sampling ratio and a pre - set sampling method to 

obtain a low - resolution video frame 

S302 The low - resolution video frame is encoded to obtain a low - resolution 
bit stream , the low - resolution video frame is reconstructed to obtain a 
low - resolution reconstruction frame , and the low - resolution bit stream 

is sent to a decoding end 

S303 Upsampling is performed on the low - resolution reconstruction frame 
based on a pre - set sampling ratio and a pre - set sampling method to 
obtain a second high - resolution video frame having a resolution the 

same as that of the first high - resolution video frame 

S304 A difference between the second high - resolution video frame and the 
first high - resolution video frame is calculated to obtain a first 

difference video frame 

- S305 Pixel values of the difference video frame are regulated based on a 
pre - set offset value to fall with a pre - set range , to obtain a second 

difference video frame 

S306 The second difference video frame is encoded in a pre - set encoding 
manner to obtain a second difference video bit stream , and the second 
difference video bit stream is sent to the decoding end to enable the 

decoding end to reconstruct , based on the second video bit stream and 
the second difference video frame , the first video frame 

End 

Figure 3 
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Start 

- S401 
A low - resolution video bit stream and a second difference video bit 

stream are received 

S402 The low - resolution video bit stream is encoded to obtain a low 
resolution video frame , and the second difference video bit stream is 

encoded to obtain each difference image block 

S403 Upsampling is performed on the low - resolution video frame based 
on a pre - set sampling ratio and a pre - set sampling method to obtain 

a second high - resolution video frame , and the difference image 
blocks are stitched to obtain a second difference video frame 

S404 Pixel values of the second difference video frame are regulated 
based on a pre - set offset value to obtain a first difference video 

frame 

- S405 A sum of the first difference video frame and the second high 
resolution video frame is calculated to obtain a first high - resolution 

video frame 

End 

Figure 4 
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Image encoding device 

501 
Downsampling module 

- 502 
First encoding module 

- 503 

Processing module 

504 

First calculation module 

505 

First regulation module 

506 

Second encoding module 

Figure 5 
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Image decoding device 
601 

Receiving module 

- 602 
Decoding module 

603 
Upsampling module 

604 

Second regulation module 

605 

Second calculation module 

Figure 6 
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IMAGE ENCODING AND DECODING 
METHODS AND DEVICES THEREOF 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 

[ 0006 ] Parallel encoding capacity can be improved by the 
above solution , but an obvious boundary effect for image 
partition boundaries may be generated . Since each of the 
divided videos are encoded separately , if frame types , 
encoding quantization parameters , code rates , reference lists 
and reference frames of the divided videos differ greatly at 
a same instant , the discontinuity effect for the partition 
boundaries may be more obvious , which greatly reduce the 
quality of the video . 

[ 0001 ] The present application claims priority to Chinese 
Patent Application No . 201610509934 . 7 , filed with the State 
Intellectual Property Office of People ' s Republic of China 
on Jun . 30 , 2016 titled “ IMAGE ENCODING AND 
DECODING METHODS AND DEVICES THEREOF ” , the 
content of which is incorporated herein by reference in its 
entirety . 

SUMMARY 

TECHNICAL FIELD 
[ 0002 ] The present disclosure relates the technical field of 
image processing , and in particular to image encoding and 
decoding methods and devices thereof . 

BACKGROUND 

[ 0003 ] The resolutions of video which are main media for 
carrying multimedia develop from standard definition to 
high definition and ultra high definition . At present , typical 
high - definition resolutions include 1280x720 , 1980x1080 
and so on , and typical ultra high - definition 4K includes 
4096X2160 , 3840x2160 and so on . Ultra high - definition 4K 
has been widely applied to various fields related to images 
or videos , and the definition of 8K is in the trial stage . 
[ 0004 ] Wide spread and distribution of videos depends on 
the effective video encoding technology . Currently used 
video encoding standards include the second generation 
video encoding standard H . 264 and the third generation 
video encoding standard H . 265 , and decoder chips of play 
ers of most terminals all support H . 264 at present . 
[ 0005 ] Multicore has become a mainstream for CPUs , 
parallel computing becomes one of the preferred solutions 
for many real - time applications due to the application of 
multicore . For video encoding , parallel encoding is an 
important technology for real - time encoding . For example , 
an open source H . 264 encoder such as x264 usually adopts 
frame - level parallelism . In practice , since temporal correla 
tion of a video may cause strong reference dependency 
between adjacent frames , which limits frame - level parallel 
ism . Therefore , parallel performance is not ideal in the case 
that the resolution of a video is too high or too low . By 
comparing encoding speeds and CPU utilization ratios of 
encoding videos having different resolutions with a multi 
core CPU ( based on x264 ) such as Intel - i7 , it is found that : 
for 4K encoding , the factors , such as frame - level depen 
dency , a very large sub - pixel reference frame cache , a large 
amount of IO reading and writing , result in that the CPU 
utilization ratio and the encoding speed are low , which does 
not satisfy the requirement on real - time performance ; and 
for 1080p ( a display format for video ) , real - time encoding 
can be achieved easily , and multiple channels of 1080p may 
be process - level parallel and can be encoded in a real - time 
manner in a case that enough cores are used , but real - time 
encoding and transcoding of 4K can not be achieved by 
simply increasing the number of cores . For the above 
problem , a conventional solution includes : dividing an origi 
nal high - resolution video into multiple low - resolution vid 
eos , encoding the low - resolution videos respectively , and 
splicing the divided videos on a decoding end to obtain a 
video having a target resolution . 

[ 0007 ] In view of the above , image encoding and decoding 
methods and devices thereof are provided according to the 
present disclosure , to solve the problem that the encoding 
method in the conventional technology may cause an obvi 
ous boundary effect and low quality videos . The technical 
solutions are provided hereinafter . 
[ 0008 ] An image encoding method applied to an encoding 
end is provided , and the method includes : 

[ 0009 ] performing downsampling on a first image based 
on a pre - set sampling ratio and a pre - set sampling 
method to obtain a second image , where the first image 
is a high - resolution image or a high - resolution video 
frame , or the first image is a low - resolution image or a 
low - resolution video frame obtained by performing 
downsampling on the high - resolution image or the 
high - resolution video frame for at least one time ; 

10010 ) encoding the second image to obtain a second 
image bit stream , and sending the second image bit 
stream to a decoding end ; 

[ 0011 ] processing the second image based on a pre - set 
processing rule to obtain a third image having a reso 
lution the same as that of the first image ; 

[ 0012 ] calculating a difference between the third image 
and the first image to obtain a first difference image ; 

[ 0013 ] regulating , based on a pre - set offset value , pixel 
values of the first difference image to fall within a 
pre - set range , to obtain a second difference image ; and 

[ 0014 ] encoding the second difference image in a pre 
set encoding manner to obtain a second difference 
image bit stream , and sending the second difference 
image bit stream to the decoding end to enable the 
decoding end to reconstruct , based on the second image 
bit stream and the second difference image bit stream , 
the first image . 

[ 0015 ] Optionally , the processing the second image based 
on a pre - set processing rule to obtain a third image having 
a resolution the same as that of the first image includes : 

[ 0016 ] performing upsampling on the second image 
based on the pre - set sampling ratio and a pre - set 
sampling method to obtain the third image having the 
resolution the same as that of the first image ; 

[ 0017 ] or , 
[ 0018 ] . reconstructing the second image to obtain a 

second reconstruction image ; and 
[ 0019 ] performing upsampling on the second recon 

struction image based on the pre - set sampling ratio and 
a pre - set sampling method to obtain the third image 
having the resolution the same as that of the first image . 

[ 0020 ] Optionally , the encoding the second difference 
image in a pre - set encoding manner to obtain a second 
difference image bit stream includes : 
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[ 0021 ] performing full - image encoding on the second 
difference image to obtain one difference image bit 
stream ; 

[ 0022 ] or , 
[ 0023 ] dividing the second difference image into mul 

tiple blocks to obtain multiple difference image blocks ; 
and 

[ 0024 ] encoding the multiple difference image blocks 
respectively to obtain multiple difference image bit 
streams . 

[ 0025 ] Optionally , the method further includes : 
[ 0026 ] storing an encoding parameter of second image 
when encoding the second image ; and 

10027 ] the encoding the second difference image in a 
pre - set encoding manner includes : 

10028 ) determining an encoding parameter of the sec 
ond difference image based on the encoding parameter 
of the second image , and encoding the second differ 
ence image based on the encoding parameter of the 
second difference image . 

10029 ] Optionally , the encoding the second difference 
image in a pre - set encoding manner includes : in a case that 
a value of a channel component of the second difference 
image is less than a set threshold , encoding the other channel 
components . 
( 0030 ] An image decoding method applied to a decoding 
end is provided , and the method includes : 

[ 0031 ] receiving a second image bit stream and a sec 
ond difference image bit stream ; 

[ 0032 ] decoding the second image bit stream and the 
second difference image bit stream to obtain a second 
image and a second difference image ; 

[ 0033 ] performing upsampling on the second image 
based on a pre - set sampling ratio and a pre - set sam 
pling method to obtain a third image ; 

[ 0034 ] regulating pixel values of the second difference 
image based on a pre - set offset value to obtain a first 
difference image ; and 

[ 0035 ] calculating a sum of the first difference image 
and the third image to obtain a first image . 

[ 0036 ] Optionally , the decoding the second difference 
image bit stream to obtain a second difference image 
includes : 

[ 0037 ] decoding the second difference image bit stream 
in a case that the second difference image bit stream 
includes multiple difference image bit streams , to 
obtain multiple difference image blocks ; and 

[ 0038 ] splicing the multiple difference image blocks to 
obtain the second difference image . 

[ 0039 ] Specifically , the second image bit stream and the 
second difference image bit stream carry bit stream property 
information indicating whether a bit stream received is the 
second image bit stream or the difference image bit stream , 
and index information of a block corresponding to the bit 
stream received ; and 

[ 0040 ] the decoding the second image bit stream and the 
second difference image bit stream to obtain a second 
image and a second difference image specifically 
includes : decoding the second image bit stream and the 
second difference image bit stream based on the bit 
stream property information and the index information 
of the block corresponding to the bit stream . 

[ 0041 ] An image encoding device is provided , and the 
device includes : a downsampling module , a first encoding 

module , a processing module , a first calculation module , a 
first regulation module and a second encoding module ; 

[ 0042 ] where the downsampling module is configured 
to perform downsampling on a first image based on a 
pre - set sampling ratio and a pre - set sampling method to 
obtain a second image , and the first image is a high 
resolution image or a high - resolution video frame , or 
the first image is a low - resolution image or a low 
resolution video frame obtained by performing down 
sampling on the high - resolution image or the high 
resolution video frame for at least one time ; 

[ 0043 ] the first encoding module is configured to 
encode the second image to obtain a second image bit 
stream , and send the second image bit stream to a 
decoding end ; 

[ 0044 ] the processing module is configured to process 
the second image based on a pre - set processing rule to 
obtain a third image having a resolution the same as 
that of the first image ; 

[ 0045 ] the first calculation module is configured to 
calculate a difference between the third image and the 
first image to obtain a first difference image ; 

[ 0046 ] the first regulation module is configured to regu 
late , based on a pre - set offset value , pixel values of the 
first difference image to fall within a pre - set range , to 
obtain a second difference image ; and 

[ 0047 ] the second encoding module is configured to 
encode the second difference image in a pre - set encod 
ing manner to obtain a second difference image bit 
stream , and send the second difference image bit stream 
to the decoding end to enable the decoding end to 
reconstruct the first image , based on the second image 
bit stream and the second difference image bit stream . 

[ 0048 ] Optionally , the processing module includes a first 
upsampling submodule , or includes a reconstruction sub 
module and a second upsampling submodule ; 

10049 ] the first upsampling submodule is configured to 
perform upsampling on the second image based on the 
pre - set sampling ratio and a pre - set sampling method to 
obtain the third image having the resolution the same as 
that of the first image ; 

[ 0050 ] the reconstruction submodule is configured to 
reconstruct the second image to obtain a second recon 
struction image ; and 

[ 0051 ] the second upsampling submodule is configured 
to perform upsampling on the second reconstruction 
image based on the pre - set sampling ratio and a pre - set 
sampling method to obtain the third image having the 
resolution the same as that of the first image . 

[ 0052 ] Optionally , the second encoding module includes a 
first encoding submodule , or includes a division submodule 
and a second encoding submodule ; 

[ 0053 ] the first encoding submodule is configured to 
perform full - image encoding on the second difference 
image to obtain one difference image bit stream ; 

[ 00541 the division submodule is configured to divide 
the second difference image into multiple blocks to 
obtain multiple difference image blocks ; and 

[ 0055 ] the second encoding submodule is configured to 
encode the multiple difference image blocks respec 
tively to obtain multiple difference image bit streams . 

[ 0056 ] Optionally , the device further includes a storage 
module , where the storage module is configured to store an 
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pre - set processing rule to obtain a third image having a 
resolution the same as that of the first image ; a difference 
between the third image and the first image is calculated to 
obtain a first difference image ; the first difference image is 
regulated based on a pre - set offset value to obtain a second 
difference image , so as to ensure that pixel values of the first 
difference image are positive ; the second difference image is 
encoded to obtain a second difference image bit stream , the 
second image bit stream and the second difference image bit 
stream are sent to a decoding end ; the decoding end per 
forms decoding and reconstruct the first image based on the 
second image bit stream and the second difference image bit 
stream . according to the encoding and decoding methods 
provided in the embodiments of the present disclosure , 
upsampling and downsampling to an image will not bring an 
obvious boundary effect and may only result in the image 
being a little blurred ; and since most pixel values of a 
difference image are very small , details lost due to upsam 
pling and downsampling can be provided by adding the 
pixel values to the upsampled image without causing an 
obvious partition boundary effect , generating a high quality 
image / video . In addition , multilevel low resolution down 
ward compatibility can be achieved based on the present 
disclosure , which reduces storage and transmission band 
width for applications such as Internet website that are 
required to provide bit streams for terminals having various 
resolutions and reduces repeated encoding and decoding 
calculation of low - resolution images / videos . 

BRIEF DESCRIPTION OF THE DRAWINGS 

encoding parameter of second image when the first encoding 
module encodes the second image ; and 

[ 0057 ] the second encoding module is configured to 
determine an encoding parameter of the second differ 
ence image based on the encoding parameter of the 
second image , and encode the second difference image 
based on the encoding parameter of the second differ 
ence image . 

[ 0058 ] Optionally , the second encoding module is config 
ured to : in a case that a value of a channel component of the 
second difference image is less than a set threshold , encode 
other channel component . 
[ 0059 ] An image decoding device is provided , and the 
device includes : a receiving module , a decoding module , an 
upsampling module , a second regulation module and a 
second calculation module : 

[ 0060 ] where the receiving module is configured to 
receive a second image bit stream and a second differ 
ence image bit stream ; 

[ 0061 ] the decoding module is configured to decode the 
second image bit stream and the second difference 
image bit stream to obtain a second image and a second 
difference image ; 

[ 0062 ] the upsampling module is configured to perform 
upsampling on the second image based on a pre - set 
sampling ratio and a pre - set sampling method to obtain 
a third image ; 

[ 0063 ] the second regulation module is configured to 
regulate pixel values of the second difference image 
based on a pre - set offset value to obtain a first differ 
ence image ; and 

10064 ] the second calculation module is configured to 
calculate a sum of the first difference image and the 
third image to obtain a first image . 

[ 0065 ] Optionally , the decoding module includes : a decod 
ing submodule and a splicing submodule : 

[ 0066 ] the decoding submodule is configured to decode 
the second difference image bit stream in a case that the 
second difference image bit stream includes multiple 
difference image bit streams , to obtain multiple differ 
ence image blocks ; and 

[ 0067 ] the splicing submodule is configured to stitch the 
multiple difference image blocks to obtain the second 
difference image . 

[ 0068 ] Optionally , the second image bit stream and the 
second difference image bit stream carry bit stream property 
information indicating whether a bit stream received is the 
second image bit stream or the difference image bit stream , 
and index information of a block corresponding to the bit 
stream received ; and 

[ 0069 ] the decoding module is configured to decode the 
second image bit stream and the second difference 
image bit stream based on the bit stream property 
information and the index information of the block 
corresponding to the bit stream . 

[ 0070 ] The above technical solutions have the following 
benefits . 
[ 0071 ] According to the encoding and decoding methods 
and the devices thereof provided in the present disclosure , 
downsampling is performed on a first image ( an image or a 
video which is to be encoded ) based on a pre - set sampling 
ratio and a pre - set sampling method to obtain a second 
image ; the second image is encoded to obtain a second 
image bit stream ; the second image is processed based on a 

10072 ] In order to illustrate technical solutions in embodi 
ments of the present disclosure or in the conventional 
technology more clearly , drawings used in the description of 
the embodiments or the conventional technology are intro 
duced briefly hereinafter . Apparently , the drawings 
described hereinafter merely illustrate some embodiments of 
the present disclosure , and other drawings may be obtained 
by those skilled in the art based on these drawings without 
any creative efforts . 
10073 ] FIG . 1 is a schematic flow chart of an image 
encoding method according to an embodiment of the present 
disclosure ; 
[ 0074 ] FIG . 2 is a schematic flow chart of an image 
decoding method according to an embodiment of the present 
disclosure ; 
[ 0075 ] FIG . 3 is a schematic flow chart of an implemen 
tation of an example of an image encoding method accord 
ing to an embodiment of the present disclosure ; 
[ 0076 ) FIG . 4 is a schematic flow chart of an image 
decoding method according to an embodiment of the present 
disclosure , which corresponds to the image encoding 
method shown in FIG . 3 ; 
[ 0077 ] FIG . 5 is a schematic structural diagram of an 
image encoding device according to an embodiment of the 
present disclosure ; and 
[ 0078 ] FIG . 6 is a schematic structural diagram of an 
image decoding device according to an embodiment of the 
present disclosure . 

DETAILED DESCRIPTION OF THE 
EMBODIMENTS 

[ 0079 ] The technical solutions in the embodiments of the 
present disclosure are clearly and completely described 
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hereinafter in conjunction with the drawings in the embodi 
ments of the present disclosure . Apparently , the described 
embodiments are only a few rather than all of the embodi - 
ments of the present disclosure . All other embodiments 
obtained by those skilled in the art based on the embodi 
ments of the present disclosure without any creative efforts 
fall within the protection scope of the present disclosure . 
[ 0080 ] An image encoding method applied to an encoding 
end is provided according to an embodiment of the present 
disclosure . Reference is made to FIG . 1 , which is a sche 
matic flow chart of the image encoding method . The method 
may include steps S101 to $ 106 . 
[ 0081 ] In step S101 , downsampling is performed on a first 
image based on a pre - set sampling ratio and a pre - set 
sampling method to obtain a second image . 
[ 0082 ] The first image is a high - resolution image or a 
high - resolution video frame which is to be encoded , or , the 
first image is a low - resolution image or a low - resolution 
video frame obtained by performing downsampling on a 
high - resolution image or a high - resolution video frame for at 
least one time . 
[ 0083 ] A high - resolution video frame is taken as an 
example . The image encoding method according to the 
embodiment of the present disclosure may be applied to the 
high - resolution video frame , and may also be applied to a 
first - level low - resolution video frame obtained by perform 
ing downsampling on the high - resolution video frame and a 
second - level low - resolution video frame obtained by per 
forming downsampling on the first - level low - resolution 
video frame , and so forth . That is , multilevel encoding and 
decoding of an image or a video may be achieved based on 
the embodiment of the present disclosure . 
[ 0084 ] In step S102 , the second image is encoded to obtain 
a second image bit stream , and the second image bit stream 
is sent to a decoding end . 
[ 0085 ) In step S103 , the second image is processed based 
on a pre - set processing rule to obtain a third image having 
a resolution the same as that of the first image . 
10086 ] The processing the second image based on the 
pre - set processing rule to obtain the third image having the 
resolution the same as that of the first image may be 
implemented in various manners . 
10087 ) In a first possible implementation , the second 
image is reconstructed to obtain a second reconstruction 
image , and upsampling is performed on the second recon 
struction image based on the pre - set sampling ratio and a 
pre - set sampling method to obtain the third image having the 
resolution the same as that of the first image . 
[ 0088 ] In another possible implementation , upsampling is 
performed on the second image based on a pre - set sampling 
ratio and a pre - set sampling method to obtain the third image 
having the resolution the same as that of the first image . 
[ 0089 ] In step S104 , a difference between the third image 
and the first image is calculated to obtain a first difference 
image . 
0090 ] In step S105 , pixel values of the first difference 
image are regulated to fall within a pre - set range based on 
a pre - set offset value , to obtain a second difference image . 
[ 0091 ] In step S106 , the second difference image is 
encoded in a pre - set encoding manner to obtain a second 
difference image bit stream , and the second difference image 
bit stream is sent to the decoding end , to enable the decoding 
end to reconstruct the first image based on the second image 
bit stream and the second difference image bit stream . 

[ 0092 ] After encoding , the encoding end sends the second 
image bit stream and the second difference image bit stream 
to the corresponding decoding end for decoding . Reference 
is made to FIG . 2 , which is a schematic flow chart of an 
image decoding method corresponding to the image encod 
ing method described above . The method may include steps 
S201 to S205 . 
[ 0093 ] In step S201 , the second image bit stream and the 
second difference image bit stream are received . 
[ 0094 ] In step S202 , the second image bit stream and the 
second difference image bit stream are encoded to obtain the 
second image and the second difference image . 
[ 0095 ] In step S203 , upsampling is performed on the 
second image based on a pre - set sampling ratio and a pre - set 
sampling method to obtain the third image . 
[ 0096 ] In step S204 , pixel values of the second difference 
image are regulated based on a pre - set offset value to obtain 
the first difference image . 
[ 0097 ] In step S205 , a sum of the first difference image 
and the third image is calculated to obtain the first image . 
[ 0098 ] The first image is an original high - resolution image 
that is restored , or a low - resolution image obtained by 
performing downsampling on the original high - resolution 
image for at least one time . 
[ 0099 ] In the encoding and decoding methods according to 
the embodiments of the present disclosure , downsampling is 
performed on a first image ( an image or a video frame which 
is to be encoded ) based on a pre - set sampling ratio and a 
pre - set sampling method to obtain a second image ; the 
second image is encoded to obtain a second image bit 
stream ; the second image is processed based on a pre - set 
processing rule to obtain a third image having a resolution 
the same as that of the first image ; a difference between the 
third image and the first image is calculated to obtain a first 
difference image ; the first difference image is regulated 
based on a pre - set offset value to obtain a second difference 
image , so as to ensure that pixel values of the first difference 
image are positive ; the second difference image is encoded 
to obtain a second difference image bit stream , the second 
image bit stream and the second difference image bit stream 
are sent to a decoding end ; the decoding end performs 
decoding and reconstruct the first image based on the second 
image bit stream and the second difference image bit stream . 
According to the encoding and decoding methods provided 
in the embodiments of the present disclosure , upsampling 
and downsampling to an image will not bring an obvious 
boundary effect and may only result in the image being a 
little blurred ; and since most pixel values of a difference 
image are very small , details lost due to upsampling and 
downsampling can be provided by adding the pixel values to 
the upsampled image without causing an obvious partition 
boundary effect , generating a high quality image / video . In 
addition , multilevel low resolution downward compatibility 
can be achieved based on the embodiments of the present 
disclosure , which reduces storage and transmission band 
width for applications such as Internet website that are 
required to provide bit streams for terminals having various 
resolutions and reduces repeated encoding and decoding 
calculation of low - resolution images / videos . 
[ 0100 ] An example in which a first image is a high 
resolution video frame in a target video is provided for 
illustrating a specific implementation of an image encoding 
method according to an embodiment of the present disclo 
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sure . Reference is made to FIG . 3 , which is a schematic flow 
chart of the image encoding method . The method may 
include steps S301 to S306 . 
[ 0101 ] In step S301 , downsampling is performed on a first 
high - resolution video frame based on a pre - set sampling 
ratio and a pre - set sampling method to obtain a low 
resolution video frame and a resolution of the low - resolution 
video frame . 
[ 0102 ] The first high - resolution video frame is an original 
high - resolution video frame . It is assumed that a resolution 
of the first high - resolution video frame is WxH and the 
pre - set sampling interval is pxq , the low - resolution video 
frame having the resolution of ( W / p ) x ( H / q ) may be 
obtained . 
[ 0103 ] In the embodiment , the performing downsampling 
on the first high - resolution video frame may be implemented 
in various manners . In a possible implementation , down 
sampling may be performed on the first high - resolution 
video frame based on a method of Nearest Neighbour 
Resampling . In another possible implementation , downsam - 
pling may be performed on the first high - resolution video 
frame based on a method of Bilinear Resampling . 
[ 0104 ] In step S302 , the low - resolution video frame is 
encoded to obtain a low - resolution bit stream , the low 
resolution video frame is reconstructed to obtain a low 
resolution reconstruction frame , and the low - resolution bit 
stream is sent to a decoding end . 
10105 ] . In a possible implementation , H . 264 encoding may 
be performed on the low - resolution video frame . 
[ 0106 ] Optionally , in the process of encoding the low 
resolution video frame , an encoding parameter such as a 
frame type , a reference frame list of each block , a reference 
frame of each block and a motion vector of each block , may 
be stored . For example , lowres _ stat = { pic _ type , reflist , 
refidx , mv } is stored , and those parameters may be used in 
the next encoding of a difference video frame to improve the 
speed of encoding . 
[ 0107 ] Besides , according to another possible implemen 
tation , in the process of sending the low - resolution bit 
stream to the decoding end , bit stream auxiliary information 
may be added to the low - resolution bit stream . The bit 
stream auxiliary information includes indication information 
for indicating the sampling method for performing down 
sampling on the original high - resolution video frame . On 
receiving the low - resolution bit stream , the decoding end 
may obtain the downsampling method from the bit stream 
auxiliary information to select the downsampling method for 
processing the video frame . 
[ 0108 ] In step S303 , upsampling is performed on the 
low - resolution reconstruction frame based on a pre - set sam 
pling ratio and a pre - set sampling method to obtain a second 
high - resolution video frame having a resolution the same as 
that of the first high - resolution video frame . 
[ 0109 ] In the embodiment , upsampling is performed on 
the low - resolution reconstruction frame based on the sam 
pling ratio pxq which is the same as that used in the above 
downsampling , to obtain the second high - resolution video 
frame having the resolution the same as that of the first 
high - resolution video frame . 
[ 0110 ] It should be noted that , in the embodiment , the 
low - resolution video frame is reconstructed to obtain the 
low - resolution reconstruction frame ; and upsampling is per 
formed on the low - resolution reconstruction frame to obtain 
the second high - resolution video frame having the resolution 

the same as that of the first high - resolution video frame , in 
which process a delay of one frame may be caused . Directly 
performing upsampling may avoids the delay , i . e . , upsam 
pling is performed on the low - resolution video frame 
directly to obtain the second high - resolution video frame 
having the resolution the same as that of the first high 
resolution video frame . The above two methods have dif 
ferent advantages respectively . In the first method , it is 
generated a high quality video frame but the processing 
speed is slightly lower . In the second method , there is a high 
processing speed but the quality of the video frame is 
somewhat reduced . In practical applications , the method 
may be selected based on actual needs . 
[ 0111 ] In step S304 , a difference between the second 
high - resolution video frame and the first high - resolution 
video frame is calculated to obtain a first difference video 
frame . 
[ 0112 ] In step S305 , pixel values of the difference video 
frame are regulated to fall within a pre - set range based on a 
pre - set offset value , to obtain a second difference video 
frame . 
10113 ] . The second difference video frame has a resolution 
the same as that of the first high - resolution video frame . 
[ 0114 ] It should be noted that , in the first difference video 
frame obtained by calculating the difference between the 
second high - resolution video frame and the first high - reso 
lution video frame , there are both positive pixel values and 
negative pixel values . In order to ensure that pixel values of 
the first difference video frame are positive , the offset value 
is set in advance . Two - step processing is performed on the 
pixel values of the difference video frame based on the set 
offset value . In the first step , the pixel values of the first 
difference video frame are limited to the interval of [ - offset , 
+ offset ) . Then , the offset value is added to pixel values 
obtained after limiting . After the above processing on pixels 
of the first difference video frame , a new difference video 
frame is obtained , i . e . , the second difference video frame 
described above . Pixel values of the second difference video 
frame all fall within the interval of [ 0 , 2 * offset ] . In general , 
O < offset < 128 . Preferably , offset is set as a value ranging 
from 16 to 64 . 
[ 0115 ] For example , the pixel values of the second high 
resolution video frame are 100 and 120 , and the correspond 
ing pixel values of the first high - resolution video frame are 
120 and 110 . By calculating the difference between the 
second high - resolution video frame and the first high - reso 
lution video frame , difference values - 20 and 10 are 
obtained . It is assumed that the offset value is set as 16 , then 
the difference values - 20 and 10 are regulated to fall within 
the range of [ - 16 , 16 ] . As a result , difference values - 16 and 
10 are obtained . The pixel values are preferably positive 
values , offset ( i . e . , 16 ) is added to the difference values – 16 
and 10 , and the new difference values 0 and 26 are obtained . 
In this way , pixel values of the second difference image fall 
within the interval of [ 0 , 32 ] . 
[ 0116 ] In step S306 , the second difference video frame is 
encoded in a pre - set encoding manner to obtain a second 
difference video bit stream , and the second difference video 
bit stream is sent to the decoding end to enable the decoding 
end to reconstruct the first video frame based on the second 
video bit stream and the second difference video frame . 
[ 0117 ] The encoding the second difference video frame 
may be implemented in various manners . In a possible 
implementation , full - frame encoding may be performed on 
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the second difference video frame to obtain one difference 
video bit stream . In another possible implementation , the 
second difference image may be divided into mxn blocks to 
obtain mxn difference image blocks . The mxn difference 
image blocks are encoded respectively to obtain mxn dif 
ference video bit streams . Since the second encoding man 
ner has a higher encoding performance , the second differ 
ence video frame may be preferably encoded in the second 
encoding manner . 
[ 0118 ] In a case that encoding is performed based on the 
second encoding manner described above , there are tow 
implementations . In the first possible implementation , each 
block is encoded as a whole . In another possible implemen 
tation , each block is divided into multiple sub - blocks , and 
each sub - block in the each block is encoded . In practical 
applications , an implementation having a higher encoding 
performance may be selected by comparing the two imple 
mentations . In the embodiment , since pixel values of the 
second difference video frame and fluctuation values are 
small , the first implementation ( i . e . , encoding each block as 
a whole ) is selected . 
[ 0119 ] It should be noted that , a second difference video 
frame may be obtained for each first high - resolution video 
frame in the target video frame ; and in the process of 
encoding , parallel encoding may be performed on all second 
difference video frames to improve an encoding speed . 
[ 0120 ] Optionally , in a possible implementation , after the 
second difference video frame is obtained , filtering process 
ing may be performed on the second difference video frame 
to reduce the bit rate , and a difference video frame obtained 
after filtering processing is encoded in the encoding manners 
described above . Optionally , in another possible implemen 
tation , after the second difference video frame is obtained , 
lossless compression may be performed on the second 
difference frame since a data volume thereof is generally 
small . There are various manners for lossless compression , 
such as zip and rar . Then the difference video frame on 
which lossless compression is performed is encoded in the 
encoding manner described above . 
[ 0121 ] Moreover , in order to improve the encoding speed , 
in the process of encoding each block , the frame type , 
reference frame selection and initial motion search point 
which correspond to the each block may be determined 
based on the encoding parameter stored in the above step . In 
this case , encoding of the second difference video frame is 
delayed for one frame with respect to encoding of a low 
resolution video image , and the delay is allowed in most 
real - time applications . 
10122 ] . In addition , a value of a channel component of the 
second difference video frame is generally small . If the value 
of at least one channel component is less than a set threshold , 
other channel components are encoded to further reduce the 
bit rate and the complexity of encoding and transcoding . For 
example , if the second difference video frame is of YUV 
format , and the values of chrominance components U and V 
of the second difference video frame are zero , only one 
channel component , luminance Y , is encoded , to further 
reduce the bit rate and the complexity of encoding and 
transcoding . 
[ 0123 ] It can be seen from the above steps that , one 
low - resolution video bit stream and mxn difference video bit 
streams ( or one difference video bit stream ) may be obtained 
through encoding . The low - resolution video bit stream and 
the difference video bit streams may be sent to the decoding 

end in form of video stream packet , and the video stream 
packet may include but not limited to NAL packet or PES 
packet . 
101241 . In order to ensure that the decoding end success 
fully decodes the received low - resolution video bit stream 
and the difference video bit stream , in a possible implemen 
tation , a video stream packet sent to the decoding end may 
carry bit stream auxiliary information including indication 
information indicating a bit stream property ( for example , 
indicating whether a bit stream is a low - resolution video bit 
stream or a difference video bit stream ) and index informa 
tion of a block corresponding to the bit stream ( for example , 
the second difference video is divided into mxn blocks , and 
the bit stream corresponds to the i - th block ) . 
[ 0125 ] In another possible implementation , a bit stream 
property and index information of a block corresponding to 
a bit stream may be indicated by the name of a video stream 
packet . 
101261 . For example , the suffix of lowres is added to a 
name of the video stream packet to indicate that the bit 
stream is a low - resolution bit stream ; and the suffix of mxn _ i 
is added to the name of the video stream packet to indicate 
that , the bit stream is a difference video bit stream , the 
second difference video frame is divided into mxn blocks , 
and the bit stream corresponds to the i - th block . 
[ 0127 ] In still another possible implementation , the encod 
ing end and the decoding end may appoint a division method 
and a transmission order in advance . For example , it is 
appointed that the second difference video frame is to be 
divided into 2x2 blocks equally , and bit steams of the blocks 
are sent in sequence . It should be noted that , if a equal 
division method is appointed in advance , but the method is 
not performed on the process of block dividing , the resolu 
tion and the location of each block may be indicated in bit 
stream auxiliary information or Meta information of a bit 
stream . If the method is performed on the process of block 
dividing , only location information is indicated . For 
example , if an equal division of it is appointed of 2x2 is 
appointed in advance , but an unequal division or an equal 
division of 4x4 is performed on the process of block 
dividing . The resolution and the location of each block is 
indicated in bit stream auxiliary information or Meta infor 
mation of a bit stream in a case that the unequal division is 
performed ; The location of each block is indicated in bit 
stream auxiliary information or Meta information of a bit 
stream in a case that the equal division of 4x4 is performed . 
These pieces of information and the blocks of the difference 
video frame are processed and synthesized by a player or a 
renderer without the need for modifying an encoder or a 
decoder . 
[ 0128 ] The low - resolution video bit stream and the second 
difference video bit stream obtained by the encoding end are 
sent to the decoding end for decoding . Reference is made to 
FIG . 4 , which shows a video decoding method correspond 
ing to the video encoding method according to the above 
embodiment is provided . The method may include steps 
S401 to S405 . 
10129 ] . In step S401 , the low - resolution video bit stream 
and the second difference video bit stream are received . 
[ 0130 ] In step S402 , the low - resolution video bit stream is 
encoded to obtain a low - resolution video frame , and the 
second difference video bit stream , is encoded to obtain 
difference image blocks . 
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[ 0131 ] In step S403 , upsampling is performed on the 
low - resolution video frame based on a pre - set sampling ratio 
and a pre - set sampling method to obtain a second high 
resolution video frame , and the difference image blocks are 
spliced to obtain the second difference video frame . 
[ 0132 ] It should be noted that , it is assumed in the embodi 
ment that , an encoding method for the second difference 
video frame , which is used by an encoding end , is encoding 
each block respectively . Each difference image block is 
obtained by decoding the second difference video bit stream . 
The difference image blocks are spliced to restore the second 
difference video frame . If an encoding method for the 
second difference video frame , which is used by the encod 
ing end , is full - frame encoding , the second difference video 
frame is obtained by decoding the second difference video 
bit stream . 
[ 0133 ] Optionally , in order to reduce the boundary effect 
of splicing the difference image blocks , a processing such as 
smoothing filtering may be performed on splicing boundar 
ies of the difference image . 
10134 ] In step S404 , pixel values of the second difference 
video frame are regulated based on a pre - set offset value to 
obtain a first difference video frame . 
[ 0135 ] Specifically , the offset value is subtracted from 
each pixel value of the second difference video frame , to 
obtain the first difference video frame . 
[ 0136 ] In step S405 , a sum of the first difference video 
frame and the second high - resolution video frame is calcu 
lated to obtain the first high - resolution video frame . 
[ 0137 ] Upon obtaining the first difference video frame , the 
first high - resolution video frame , i . e . , the original high 
resolution video frame , is reconstructed by adding the first 
difference video to the second high - resolution video frame . 
[ 0138 ] It should be noted that , if a terminal device can 
only play videos having low resolutions due to decoding 
capacity and bandwidth , it may obtain and decode a low 
resolution bit stream directly . 
[ 0139 ] It should be noted that , the exampled encoding and 
decoding methods described above are for an original high 
resolution video frame . Downsampling may be performed 
on the original high - resolution video frame for one time . In 
addition , multiple levels of downsampling may be per 
formed on the high - resolution video frame , and a difference 
video frame is extracted for each level respectively . Hence , 
multilevel low resolution downward compatibility can be 
achieved , which can reduce storage and transmission band 
width for applications such as Internet video website that are 
required to provide bit streams for terminals having various 
resolutions . For example , for a video frame of 3840x2160 , 
a low - resolution video frame of 1920x1080 and a corre 
sponding difference video frame may be obtained by per 
forming downsampling . For the low - resolution video frame 
of 1920x1080 , a second - level low - resolution video frame of 
960x540 and a corresponding second - level difference video 
frame may be obtained by further performing downsam 
pling . For the second - level low - resolution video frame of 
960x540 , a third - level low - resolution video frame of 480x 
270 and a corresponding third - level difference video frame 
may be obtained by further performing downsampling , and 
so forth . Encoding and decoding methods for each level are 
similar , and reference can be made to the above embodi 
ments for specific processes , which are not described herein . 
[ 0140 ] In the encoding and decoding methods according to 
the embodiments of the present disclosure , downsampling is 

performed on a first high - resolution video frame , i . e . , an 
original high - resolution video frame , based on a pre - set 
sampling ratio to obtain a low - resolution video frame ; the 
low - resolution video frame is encoded to obtain a low 
resolution video bit stream ; the low - resolution video frame 
is processed based on a pre - set processing rule to obtain a 
second high - resolution video frame having a resolution the 
same as that of the first high - resolution video frame ; a 
difference between the second high - resolution video frame 
and the first high - resolution video frame is calculated to 
obtain a first difference video frame ; the first difference 
video frame is regulated based on a pre - set offset value to 
obtain a second difference video frame , so as to ensure that 
pixel values of the first difference video frame are positive ; 
the second difference video frame is encoded to obtain a 
second difference video bit stream , the low - resolution video 
bit stream and the second difference video bit stream are sent 
to a decoding end ; the decoding end performs decoding and 
reconstruct the original high - resolution video frame based 
on the second video bit stream and the second difference 
video bit stream . According to the encoding and decoding 
methods provided in the embodiments of the present dis 
closure , upsampling and downsampling to a video frame 
will not bring an obvious boundary effect and may only 
result in the image being a little blurred ; and since most pixel 
values of a difference video frame are very small , details lost 
due to upsampling and downsampling can be provided by 
adding the pixel values to the upsampled image without 
causing an obvious partition boundary effect , generating a 
high quality video . Moreover , based on the encoding and 
decoding methods according to the embodiments of the 
present disclosure , parallelism of encoding a high - resolution 
video is increased , and the speed of encoding is improved , 
hence , the methods are applicable to real - time application 
scenarios . In addition , multilevel low resolution downward 
compatibility can be achieved based on the embodiments of 
the present disclosure , which reduces storage and transmis 
sion bandwidth for applications such as Internet website that 
are required to provide bit streams for terminals having 
various resolutions and reduces a lot of repeated encoding 
and decoding calculation of low - resolution videos . 
[ 0141 ] In addition , encoding information of a correspond 
ing low - resolution video frame may be used in the process 
of encoding a difference video frame , to improve the speed 
of encoding the difference video frame . Only one channel , Y 
component , is encoded instead of encoding three component 
channels YUV , hence calculation amount and bit rate are 
reduced . The methods can be applied to the existing encod 
ing and decoding device without additional modification to 
the syntax layer , hence the methods are applicable to various 
video image encoding standards . 
[ 0142 ] Corresponding to the above embodiments , an 
image encoding device is further provided according to an 
embodiment of the present disclosure . Reference is made to 
FIG . 5 , which is a schematic structural diagram of the 
encoding device . The device includes : a downsampling 
module 501 , a first encoding module 502 , a processing 
module 503 , a first calculation module 504 , a first regulation 
module 505 and a second encoding module 506 . 
[ 0143 ] The downsampling module 501 is configured to 
perform downsampling on a first image based on a pre - set 
sampling ratio and a pre - set sampling method to obtain a 
second image , where the first image is a high - resolution 
image or a high - resolution video frame , or the first image is 
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a low - resolution image or a low - resolution video frame 
obtained by performing downsampling on the high - resolu - 
tion image or the high - resolution video frame for at least one 
time . 
[ 0144 ] The first encoding module 502 is configured to 
encode the second image sampled by the downsampling 
module 501 , to obtain a second image bit stream , and send 
the second image bit stream to a decoding end . 
[ 0145 ] The processing module 503 is configured to pro 
cess , based on a pre - set processing rule , the second image 
sampled by the downsampling module 501 , to obtain a third 
image having a resolution the same as that of the first image . 
10146 ) . The first calculation module 504 is configured to 
calculate a difference between the third image processed by 
the processing module 503 and the first image to obtain a 
first difference image . 
10147 ] The first regulation module 505 is configured to 
regulate , based on a pre - set offset value , pixel values of the 
first difference image calculated by the first calculation 
module 504 , to fall within a pre - set range , so as to obtain a 
second difference image . 
[ 0148 ] The second encoding module 506 is configured to 
encode the second difference image obtained by the first 
regulation module 505 from regulating , in a pre - set encod 
ing manner , to obtain a second difference image bit stream , 
and send the second difference image bit stream to the 
decoding end to enable the decoding end to reconstruct the 
first image based on the second image bit stream and the 
second difference image bit stream . 
10149 ] Reference is made to FIG . 6 , which is a schematic 
structural diagram of an image decoding device correspond 
ing to the image encoding device according to the above 
embodiment . The device may include : a receiving module 
601 , a decoding module 602 , an upsampling module 603 , a 
second regulation module 604 and a second calculation 
module 605 . 
( 0150 ] The receiving module 601 is configured to receive 
a second image bit stream and a second difference image bit 
stream . 
[ 0151 ] The decoding module 602 is configured to decode 
the second image bit stream and the second difference image 
bit stream received by the receiving module 601 to obtain a 
second image and a second difference image . 
[ 0152 ] The upsampling module 603 is configured to per 
form upsampling on the second image obtained by the 
decoding module 602 from decoding , based on a pre - set 
sampling ratio and a pre - set sampling method to obtain a 
third image . 
[ 0153 ] The second regulation module 604 is configured to 
regulate pixel values of the second difference image based 
on a pre - set offset value to obtain a first difference image . 
[ 0154 ] The second calculation module 605 is configured to 
calculate a sum of the first difference image obtained by the 
second regulation module 604 from regulating and the third 
image to obtain a first image . 
[ 0155 ] Based on the image encoding and decoding devices 
according to the embodiments of the present disclosure , 
upsampling and downsampling to an image will not bring an 
obvious boundary effect and may only result in the image 
being a little blurred ; and since most pixel values of a 
difference image are very small , details lost due to upsam - 
pling and downsampling can be provided by adding the 
pixel values to the upsampled image without causing an 
obvious partition boundary effect , generating a high quality 

image / video . In addition , multilevel low resolution down 
ward compatibility can be achieved based on the embodi 
ments of the present disclosure , which reduces storage and 
transmission bandwidth for applications such as Internet 
website that are required to provide bit streams for terminals 
having various resolutions and reduces a lot of repeated 
encoding and decoding calculation of low - resolution 
images / videos . 
[ 0156 ] The processing module in the image encoding 
device according to the above embodiment may be imple 
mented in various manners . In a possible implementation , 
the processing module in the image encoding device accord 
ing to the above embodiment includes a first upsampling 
submodule . The first upsampling submodule is configured to 
perform upsampling on the second image based on the 
pre - set sampling ratio and a pre - set sampling method to 
obtain the third image having the resolution the same as that 
of the first image . 
[ 0157 ] In another possible implementation , the processing 
module may include a reconstruction submodule and a 
second upsampling module . The reconstruction submodule 
is configured to reconstruct the second image to obtain a 
second reconstruction image . The second upsampling sub 
module is configured to perform upsampling on the second 
reconstruction image reconstructed by the reconstruction 
submodule , based on the pre - set sampling ratio and a pre - set 
sampling method , to obtain the third image having the 
resolution the same as that of the first image . 
[ 0158 ] The second encoding module in the image encod 
ing module according to the above embodiments may be 
implemented in various manners . In a possible implemen 
tation , the second encoding module may include a first 
encoding submodule . The first encoding submodule is con 
figured to perform full - image encoding on the second dif 
ference image to obtain one difference image bit stream . 
[ 0159 ] In another possible implementation , the second 
encoding module may include a division submodule and a 
second encoding submodule . The division submodule is 
configured to divide the second difference image into mul 
tiple blocks to obtain multiple difference image blocks . The 
second encoding submodule is configured to encode the 
multiple difference image blocks divided by the division 
submodule , to obtain multiple difference image bit streams . 
( 0160 ] The image encoding device according to the above 
embodiments may further include a storage module . The 
storage module is configured to store an encoding parameter 
of second image when the first encoding module encodes the 
second image . 
[ 0161 ] In a possible implementation the second encoding 
module is specifically configured to determine an encoding 
parameter of the second difference image based on the 
encoding parameter of the second image , and encode the 
second difference image based on the encoding parameter of 
the second difference image . 
[ 0162 ] In the above embodiments , the second encoding 
module is specifically configured to : in a case that a value of 
at least one channel component of the second difference 
image is less than a set threshold , encode the other channel 
components . 
[ 0163 ] In the image decoding device according to the 
above embodiment , the decoding module may include : a 
decoding submodule and a splicing submodule . The decod 
ing submodule is configured to decode the second difference 
image bit stream in a case that the second difference image 
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bit stream includes multiple difference image bit streams , to 
obtain multiple difference image blocks . The splicing sub 
module is configured to splice the multiple difference image 
blocks to obtain the second difference image . 
[ 0164 ] In the above embodiments , the second image bit 
stream and the second difference image bit stream carry bit 
stream property information indicating whether a bit stream 
is a second image bit stream or a difference image bit stream , 
and index information of a block corresponding to the bit 
stream . In this case , the decoding module is specifically 
configured to decode the second image bit stream and the 
second difference image bit stream based on the bit stream 
property information and the index information of the block 
corresponding to the bit stream . 
[ 0165 ] The various embodiments of the present disclosure 
are described in a progressive way , differences from other 
embodiments are emphatically illustrated in each of the 
embodiments , and reference can be made to each other for 
understanding the same or similar sections . 
101661 . It should be understood that the disclosed methods 
and devices according to the embodiments of the present 
disclosure may be implemented in other ways . For example , 
the device embodiments described above are illustrative 
only . For example , the modules are divided merely in logical 
function , which may be divided by another way in actual 
implementation . For example , multiple modules or compo 
nents may be combined or integrated into another system , or 
some features may be ignored or not performed . In addition , 
the disclosed or discussed mutual coupling or direct cou 
pling or communication connection may be an indirect 
coupling or communication connection through some inter 
faces , devices or units , which may be implemented in 
electronic , mechanical or other forms . 
[ 0167 ] The modules described as separated components 
may or may not be physically separated . A module may or 
may not be a physical module , which may be located in one 
position or distributed on multiple network units . A part or 
all of the modules may be selected to achieve the object of 
solutions in the embodiments based on actual needs . In 
addition , the functional modules in the embodiments of the 
present disclosure may be integrated into a process unit or 
physically separated , or two or more modules may be 
integrated into a module . 
10168 ] If a described function is implemented in a form of 
a software functional unit and is sold or used as a separate 
product , it may be stored in a computer readable storage 
medium . With this in mind , part of the technical solutions of 
the present disclosure which contributes to the convention 
technology , or , part of the technical solutions may be imple 
mented in a form of a software product , and the software 
product is stored in a storage medium and includes several 
instructions for enabling a computer device ( which may be 
a personal computer , a server or a network device , etc . ) to 
execute all or some of the steps in the methods according to 
the embodiments of the present disclosure . The storage 
medium includes : a medium capable of storing program 
codes , such as a USB flash disk , a mobile hard disk , a 
read - only memory ( ROM ) , a random access memory 
( RAM ) , a magnetic disk or an optical disk . 
[ 0169 ] The above descriptions of the disclosed embodi 
ments enable those skilled in the art to implement or use the 
present disclosure . Various changes to the embodiments are 
apparent to those skilled in the art , and general principles 
defined herein may be implemented in other embodiments 

without departing from the spirit or scope of the present 
disclosure . Therefore , the present disclosure is not limited to 
the embodiments disclosed herein but is to conform to the 
widest scope consistent with the principles and novel fea 
tures disclosed herein . 

1 . An image encoding method applied to an encoding end , 
comprising : 

performing downsampling on a first image based on a 
pre - set sampling ratio and a pre - set sampling method to 
obtain a second image , wherein the first image is a 
high - resolution image or a high - resolution video frame , 
or the first image is a low - resolution image or a 
low - resolution video frame obtained by performing 
downsampling on the high - resolution image or the 
high - resolution video frame for at least one time ; 

encoding the second image to obtain a second image bit 
stream , and sending the second image bit stream to a 
decoding end ; 

processing the second image based on a pre - set process 
ing rule to obtain a third image having a resolution the 
same as that of the first image ; 

calculating a difference between the third image and the 
first image to obtain a first difference image ; 

regulating , based on a pre - set offset value , pixel values of 
the first difference image to fall within a pre - set range , 
to obtain a second difference image ; and 

encoding the second difference image in a pre - set encod 
ing manner to obtain a second difference image bit 
stream , and sending the second difference image bit 
stream to the decoding end to enable the decoding end 
to reconstruct the first image based on the second image 
bit stream and the second difference image bit stream . 

2 . The image encoding method according to claim 1 , 
wherein the processing the second image based on a pre - set 
processing rule to obtain a third image having a resolution 
the same as that of the first image comprises : 

performing upsampling on the second image based on the 
pre - set sampling ratio and a pre - set sampling method to 
obtain the third image having the resolution the same as 
that of the first image ; or , 

reconstructing the second image to obtain a second recon 
struction image ; and performing upsampling on the 
second reconstruction image based on the pre - set sam 
pling ratio and a pre - set sampling method to obtain the 
third image having the resolution the same as that of the 
first image . 

3 . The image encoding method according to claim 1 , 
wherein the encoding the second difference image in a 
pre - set encoding manner to obtain a second difference image 
bit stream comprises : 

performing full - image encoding on the second difference 
image to obtain one difference image bit stream ; or , 

dividing the second difference image into a plurality of 
blocks to obtain a plurality of difference image blocks ; 
and encoding the plurality of difference image blocks 
respectively to obtain a plurality of difference image bit 
streams . 

4 . The image encoding method according to claim 1 , 
further comprising : 
storing an encoding parameter of second image when 

encoding the second image ; wherein 
the encoding the second difference image in a pre - set 

encoding manner comprises : 
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determining an encoding parameter of the second differ 
ence image based on the encoding parameter of the 
second image , and encoding the second difference 
image based on the encoding parameter of the second 
difference image . 

5 . The image encoding method according to claim 1 , 
wherein the encoding the second difference image in a 
pre - set encoding manner comprises : in a case that a value of 
a channel component of the second difference image is less 
than a set threshold , encoding other channel component . 

6 . An image decoding method applied to a decoding end , 
comprising : 

receiving a second image bit stream and a second differ 
ence image bit stream ; 

decoding the second image bit stream and the second 
difference image bit stream to obtain a second image 
and a second difference image ; 

performing upsampling on the second image based on a 
pre - set sampling ratio and a pre - set sampling method to 
obtain a third image ; 

regulating pixel values of the second difference image 
based on a pre - set offset value to obtain a first differ 
ence image ; and 

calculating a sum of the first difference image and the 
third image to obtain a first image . 

7 . The image decoding method according to claim 6 , 
wherein the decoding the second difference image bit stream 
to obtain a second difference image comprises : 

decoding the second difference image bit stream in a case 
that the second difference image bit stream comprises 
a plurality of difference image bit streams , to obtain a 
plurality of difference image blocks ; and 

splicing the plurality of difference image blocks to obtain 
the second difference image . 

8 . The image decoding method according to claim 6 , 
wherein the second image bit stream and the second differ 
ence image bit stream carry bit stream property information 
indicating whether a bit stream received is the second image 
bit stream or the difference image bit stream , and index 
information of a block corresponding to the bit stream 
received ; and 

the decoding the second image bit stream and the second 
difference image bit stream to obtain a second image 
and a second difference image specifically comprises : 
decoding the second image bit stream and the second 
difference image bit stream based on the bit stream 
property information and the index information of the 
block corresponding to the bit stream . 

9 . An image encoding device comprising : a downsam 
pling module , a first encoding module , a processing module , 
a first calculation module , a first regulation module and a 
second encoding module , 
wherein the downsampling module is configured to per 

form downsampling on a first image based on a pre - set 
sampling ratio and a pre - set sampling method to obtain 
a second image , and the first image is a high - resolution 
image or a high - resolution video frame , or the first 
image is a low - resolution image or a low - resolution 
video frame obtained by performing downsampling on 
the high - resolution image or the high - resolution video 
frame for at least one time ; 

the first encoding module is configured to encode the 
second image to obtain a second image bit stream , and 
send the second image bit stream to a decoding end ; 

the processing module is configured to process the second 
image based on a pre - set processing rule to obtain a 
third image having a resolution the same as that of the 
first image ; 

the first calculation module is configured to calculate a 
difference between the third image and the first image 
to obtain a first difference image ; 

the first regulation module is configured to regulate , based 
on a pre - set offset value , pixel values of the first 
difference image to fall within a pre - set range , to obtain 
a second difference image ; and 

the second encoding module is configured to encode the 
second difference image in a pre - set encoding manner 
to obtain a second difference image bit stream , and send 
the second difference image bit stream to the decoding 
end to enable the decoding end to reconstruct the first 
image based on the second image bit stream and the 
second difference image bit stream . 

10 . The image encoding device according to claim 9 , 
wherein the processing module comprises a first upsampling 
submodule , or comprises a reconstruction submodule and a 
second upsampling submodule ; 

the first upsampling submodule is configured to perform 
upsampling on the second image based on the pre - set 
sampling ratio and a pre - set sampling method to obtain 
the third image having the resolution the same as that 
of the first image ; 

the reconstruction submodule is configured to reconstruct 
the second image to obtain a second reconstruction 
image ; and 

the second upsampling submodule is configured to per 
form upsampling on the second reconstruction image 
based on the pre - set sampling ratio and a pre - set 
sampling method to obtain the third image having the 
resolution the same as that of the first image . 

11 . The image encoding device according to claim 9 , 
wherein the second encoding module comprises a first 
encoding submodule , or comprises a division submodule 
and a second encoding submodule ; 

the first encoding submodule is configured to perform 
full - image encoding on the second difference image to 
obtain one difference image bit stream ; 

the division submodule is configured to divide the second 
difference image into a plurality of blocks to obtain a 
plurality of difference image blocks ; and 

the second encoding submodule is configured to encode 
the plurality of difference image blocks respectively to 
obtain a plurality of difference image bit streams . 

12 . The image encoding device according to claim 9 , 
further comprising : a storage module , wherein the storage 
module is configured to store an encoding parameter of 
second image when the first encoding module encodes the 
second image ; and 

the second encoding module is configured to determine an 
encoding parameter of the second difference image 
based on the encoding parameter of the second image , 
and encode the second difference image based on the 
encoding parameter of the second difference image . 

13 . The image encoding device according to claim 9 , 
wherein the second encoding module is configured to : in a 
case that a value of a channel component of the second 
difference image is less than a set threshold , encode other 
channel component . 
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14 . An image decoding device comprising : a receiving 
module , a decoding module , an upsampling module , a 
second regulation module and a second calculation module ; 
wherein the receiving module is configured to receive a 

second image bit stream and a second difference image 
bit stream ; 

the decoding module is configured to decode the second 
image bit stream and the second difference image bit 
stream to obtain a second image and a second differ 
ence image ; 

the upsampling module is configured to perform upsam 
pling on the second image based on a pre - set sampling 
ratio and a pre - set sampling method to obtain a third 
image ; 

the second regulation module is configured to regulate 
pixel values of the second difference image based on a 
pre - set offset value to obtain a first difference image ; 
and 

the second calculation module is configured to calculate a 
sum of the first difference image and the third image to 
obtain a first image . 

15 . The image decoding device according to claim 14 , 
wherein the decoding module comprises : a decoding sub 
module and a splicing submodule ; 

the decoding submodule is configured to decode the 
second difference image bit stream in a case that the 
second difference image bit stream comprises a plural 
ity of difference image bit streams , to obtain a plurality 
of difference image blocks ; and 

the splicing submodule is configured to splice the plural 
ity of difference image blocks to obtain the second 
difference image . 

16 . The image decoding device according to claim 14 , 
wherein the second image bit stream and the second differ 
ence image bit stream catty bit stream property information 
indicating whether a bit stream received is the second image 
bit stream or the difference image bit stream , and index 
information of a block corresponding to the bit stream 
received ; and 

the decoding module is configured to decode the second 
image bit stream and the second difference image bit 
stream based on the bit stream property information 
and the index information of the block corresponding to 
the bit stream . 

* * * * 


