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PACKET FILTER SYSTEM USING BTMAP 
VECTOR OF FILTER RULES FOR ROUTING 

PACKET THROUGH NETWORK 

FIELD OF THE INVENTION 

The instant invention relates generally to packet forward 
ing engines, and particularly, router algorithms and archi 
tectures for Supporting packet filter operations. 

BACKGROUND OF THE INVENTION 

Routers provided in a communication network, for 
example, a TCP/IP network, provide a packet forwarding 
function whereby input data, usually in the form of packets, 
is Switched or routed to a further destination, e.g., along a 
network link. Typically, as shown in FIG. 1, a data packet 20 
is of variable length and comprises, inter alia, a header 25 
containing fields or parameterS Such as, e.g., an Internet 
protocol (IP) Source address 30, where said data originates, 
and, e.g., an IP destination address 35, where the data is to 
be routed. Another parameter in the header may include the 
type of protocol employed, e.g. for IP, TCP (Transmission 
Control Protocol), UDP, EIGRP, GRP, ICMP, IGMP, IGRP, 
IP, IPINIP, NOS, OSPF, TCP, RSVP, REST, etc. To perform 
the forwarding function, as shown in FIG. 2, a router 45 
receives a data packet at an input connection 47 and a 
control mechanism 50 within the router utilizes an indepen 
dently generated look-up table (not shown) to determine 
which output link 60 a packet should be routed. It is 
understood that the packet may first be queued before being 
routed, and that the forwarding function is performed very 
fast for high forwarding throughput. 

It should be understood that destination (source) 
addresses may be logical addresses representing one or more 
logical destination (Source) ports as seen by a end host (not 
shown). Thus, other packet parameter information, whether 
contained in the header 25 or not, can further include unique 
physical or interface Source port numbers 37 and destination 
port numbers 39 as shown in FIG.1. Additional parameters 
to be found in the header may include, e.g., certain types of 
data flags (not shown) or, the packet type 41 as shown in 
FIG. 1, e.g., TCP or IP etc., depending upon the receiver or 
transmitter application. 

Besides the packet forwarding function, the router 45 
additionally performs a filtering function. Among the rea 
Sons for packet filtering, one is to provide firewall protection 
So that data or other information is not routed to an improper 
destination within the network, or, So that the packets do not 
arrive to those destinations thought to pose, e.g., a Security 
risk. Specifically, to perform packet filtering, the router table 
is provided with a table or list of rules Specifying, e.g., that 
packets Sent from one or more of Specified Sources are to be 
prevented from being routed, or, that Specific action is to be 
taken for that packet having a Specified Source address. 
Likewise, the filter rules may additionally Specify that 
particular packets destined for a particular destination 
address should not be forwarded or that other action should 
be taken before routing that packet. Thus, a variety of filters 
may be implemented, e.g., those based only on Source 
addresses for a given interface, those based only on desti 
nation addresses for a given interface, those based only on 
Source ports for a given interface, those based only on 
destination ports for a given interface, or those based on any 
combination of fields. 

The filtering rules currently implemented in routers either 
requiring exact match operation, or be defined in terms of 
ranges Specifying, e.g., the range of Source addresses, des 
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2 
tination addresses, Source/destination port numbers, proto 
col types, etc., with each rule being applied to every packet 
that the router receives. That is, for each packet received by 
the router, every rule is Successively applied to ascertain 
whether that packet is to be forwarded to its indicated 
destinations or, whether it is to be restricted or re-routed. 
Implementation of many rules, for example, greater than 
500, however, is time consuming and hence, will decrease 
throughput and compromise quality of Service. Thus, to 
maintain a great level of throughput the filtering function 
must be performed at very high Speeds. 

It would be highly desirable to provide a packet filtering 
mechanism for a router that is capable of performing the 
filtering operation at high Speeds without Service degrada 
tion. 

Further, it would be highly desirable to provide an algo 
rithm for implementation in the router hardware, that pro 
vides packet filtering operations at heretofore unattained 
Speeds. 

SUMMARY OF THE INVENTION 

The instant invention is a hardware implemented filter 
that designates one of a plurality of filter rules resident in a 
router or packet forwarding engine that routes packets, e.g., 
IP packets, over a network, Such as, e.g., the Internet. In an 
off-line process, one or more partitioned Sets or window 
arrays are downloaded into the filter with each partitioned 
Set containing all potential filter rules associated with par 
ticular packet parameters, e.g., packet Source address, des 
tination address, port address, protocol type, with each 
partition of a Set having at least Zero filter rules associated 
with it that are capable of being applied to an incoming 
packet. Particularly, all the potential filter rules for each 
partition are bit mapped into a vector corresponding to that 
partition with each bitmap vector defining Structure indicat 
ing one or more potential filter rules to be applied on the 
received packet. The Window arrays and bit mapped vectors 
are Stored in memory resident in the filter. 

During on-line processing, when a packet arrives to the 
router, each parameter of the packet header is compared with 
each partition of its corresponding partitioned set to deter 
mine whether any potential filter rules, i.e., represented in 
the associated bitmap vector, are to be applied to the 
received packet. Another comparison is made to determine 
from the associated bitmap vectors whether any potential 
filter rule exists that is common to each vector. One of the 
potential filter rules having that commonality will be applied 
to the packet depending upon the priority of that rule. 

Advantageously, the filter architecture and memory orga 
nization are Such that they may be manufactured in inte 
grated circuit form for ready implementation in a packet 
forwarding engine or router. Moreover, the filter architecture 
and memory organization is Such that all Searching and 
comparison operations are performed at high Speeds. 
The various features of novelty which characterize the 

invention are pointed out with particularity in the claims 
annexed to and forming a part of the disclosure. For a better 
understanding of the invention, its operating advantages, and 
Specific objects attained by its use, reference should be had 
to the drawing and descriptive matter in which there are 
illustrated and described preferred embodiments of the 
invention. 

BRIEF DESCRIPTION OF DRAWINGS 

FIG. 1 is a diagram illustrating a typical IP protocol 
packet header. 
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FIG. 2 generally illustrates a packet router. 
FIG. 3 illustrates conceptually the mapping of address 

ranges, e.g., for IP Source destinations parameter, to ascer 
tain window intervals for a window array in an example 
rOuter. 

FIG. 4 is a diagram illustrating an array of windows 
partitioned in accordance with filter addresses shown in the 
example router filter application of FIG. 3. 

FIG. 5 illustrates conceptually the intersection of bitmap 
vectors in the two dimensional example case of FIG. 3, for 
determining a filter to be applied to received packet. 

FIG. 6 illustrates an example memory organization for the 
filter architecture. 

FIG. 7 illustrates flow diagram for the filtering method. 
FIG. 8(a) illustrates an example hardware implementation 

of the packet filtering System. 
FIG. 8(b) illustrates an example hardware diagram of a 

processing element in the filter. 
DETAILED DESCRIPTION OF THE 

INVENTION 

In a current implementation of the IP protocol, e.g., IP V.4, 
the IP packet header 20 (as shown in FIG. 1), may contain 
up to 32 bits of parameter information, including Source and 
destination addresses, physical Source and destination port 
numbers, interface number, protocol type, etc. For purposes 
of description, each of the parameters in the header repre 
Sents a dimension, k. 
A filter function classifies packets based on a set of rules 

and Specifies operations that must be performed on the 
packets based on these rules. AS mentioned above, rules can 
require exact match operation, or be defined in terms of 
ranges, i.e., Start to end points for the parameter. 

In the packet filtering System of the invention, an algo 
rithm is first employed off-line, i.e., a priori, to Search 
through each of the applicable rules r1, . . . r, to be 
implemented in the router for each dimension and to Specify 
ranges f, . . . .f., applicable to the particular parameter 
Specified in each of the corresponding filter rules r1, ... r. 
Thus, for illustrative purposes FIG. 3 shows a horizontal 
axis 29 for a dimension k=1 representing, e.g., IP Source 
addresses. Furthermore, FIG. 3 illustratively depicts one or 
more ranges of Sources addresses as horizontal line 
Segments, e.g., f, . . . ,f, with each line Segment Specifying 
a start point “s, and end "e, point for a particular filter 
implemented in a corresponding rule. Specifically, f speci 
fies a first range of Source addresses for rule r and f 
Specifies a Second field of Source addresses for rule r-, etc. 
For the filter corresponding to rule 3 in FIG. 3, a range of 
addresses is Specified from Start address S to end addresses 
and for rule 7, e.g., a Second range of address are Specified 
from Start address S, to end address ez. It should be under 
stood that for each rule, a Specific Source address and/or one 
or more ranges of Source addresses can be specified. 

The off-line process additionally determines the appli 
cable filter ranges in each of the dimension k=2,3,..., n. 
Thus, for a dimension k=2, representing, for example, IP 
destination addresses for a given router interface (not 
shown), a construction similar to that shown in FIG. 3 will 
be downloaded with the plurality of fields specified corre 
sponding to ranges of destination addresses for each corre 
sponding rule. For each of the remaining dimensions k 
representing, e.g., Source ports, destination ports, protocol 
type, or any other arbitrary combinations, the algorithm 
generates Similar fields. In the non-limiting example as 
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4 
shown in FIG. 3, it is readily determined that each of the 
ranges can overlap resulting in multiple filters f, ...,f, that 
can be potentially applied to a given incoming packet. 

Next, in the off-line process, for each dimension, the 
filtering System proceeds to Specify a plurality of windows, 
w, . . . . that are completely covered by the line segments 
f, . . . .f, shown in the construction of FIG. 3. Specifically, 
each start and termination address points of each filter line 
Segment f,...,f, are projected to create an array of window 
partitions. As may be understood in view of FIG. 3, if there 
are n filterS Specified, there are potentially up to 2n windows 
that can be projected. The main property of each window 
w, . . . , w, is that in a whole window, w, one or more 
Specific filters is(are) covered. Thus, if a packet arrives to the 
router that has in the corresponding field a value that maps 
to a window partition, then all the filters in that window may 
potentially apply to the packet. For example, as shown in 
FIG. 3, the window labeled ws corresponds to four filters 
f, . . . .fs and a packet arriving having a parameter, e.g., 
Source address within the range specified by window we, 
then filters fff and fs may be applied. 

In a preferred embodiment, shown in FIG. 4, the algo 
rithm generates an array 60 containing the window intervals 
or partitions w, . . . .w, with each partition containing 
pointers to the one or more filters f, ...,f associated with 
the window, W. Particularly, a separate array is generated for 
each dimension. 

ASSociated with each partition w, of each array is a 
bit-mapped vector that functions to keep track of the list of 
potential filters f, ...,f associated with that array. Each bit 
vector ranges in length of, for example, 512 bits each, but, 
preferably, is as big as the number of filters that must be 
Supported with each bit corresponding to a filter. Initially, 
each of the bits are set to logic 0 values. When the corre 
sponding windows w, of each array 60 is determined, the bit 
values corresponding to the potential candidate filters for 
that window w are set from logic 0 to logic 1 values, for 
example. As shown in FIG. 5, for the example window 
interval w (FIG. 3) of dimension k=1, corresponding bit 
vector 75a will have bit locations 2.3 and 5 set to logic 1 that 
correspond to potential filters f, f and fs. Likewise, as 
shown in FIG. 5, for example, bit vector 75b corresponding 
to dimension k=2 can have bit locations 1, 2 and 3 Set to 
logic 1 that correspond to potential filters f, f and f. Each 
of the bit-map vectors is Stored in memory and may be 
updated as often as the rules to be implemented in a 
particular router are changed. 

During on-line processing, when the router receives a new 
packet, a comparison is made between each parameter, e.g., 
a Source address, Specified in the received packet header 
with the window intervals W of the particular array corre 
sponding to that dimension, to determine the applicable 
window interval. Consequently, from the bit-map vectors 
Stored in memory the potential filters can be ascertained. 
This may be performed by any Standard technique, Such as 
binary or like Searching mechanism whereby the Source 
address is compared to the window address in the middle of 
the array 60 and a determination is made as to whether the 
address value in the header is greater or less than the, e.g., 
Source address of the window and to move up or down the 
array accordingly until the correct window interval w is 
found. AS known to skilled artisans, Such a technique is 
advantageous in that it can require only up to log(n) opera 
tions. Consequently, once it is determined which window 
applies to the received packet it is automatically known 
which filters should be applied in the router. AS an example, 
as shown in FIG. 3 for dimension k=1, when a packet 20 
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arrives having a Source address in the range covered by 
window interval w, the algorithm determines that filters f, 
f and fs will apply. Thus, in dimension k=2 relating to IP 
destination addresses, for example, the packet 20' may arrive 
with a IP destination address applicable to filters f, f and 
f, for example. 

The process of determining potential filters by compari 
son with the window intervals w are preferably performed 
in parallel, i.e., Simultaneously. Thus, for each dimension k 
Specified in the header, the corresponding bit-maps of all of 
the potential applicable filters is retrieved for each of the 
dimensions. Finally, from each of the bit-map vectors for 
dimensions k=1 through k=n, an interSection operation is 
performed to determine those filters in common, and if any 
common filter(s) is found, applying that rule(s) to determine 
the Suitable action to be taken for that packet. Specifically, 
during on-line processing, to compute the interSection, a 
logical AND operation is performed on the bitmap vectors, 
e.g., bitmap vectors 75a and 75a shown in FIG. 5, and a new 
resultant bit vector 80 is generated having bits set that 
correspond to the interSection of the individual bitmap 
vectors. The logical AND operation is depicted in FIG. 5 as 
AND gate 79. As it is difficult to perform an AND operation 
of 512 bit vectors, it is understood that the AND operations 
can be performed Sequentially, e.g., in 32 or 64bit intervals. 
In the example case of arriving packet 20' (FIG. 3), the bit 
locations 2 and 3 are Set which correspond to common filters 
f and f. Correspondingly, filter rules r and r may be 
applied to the arrived packet, however, the corresponding 
filter that is finally applied is the filter with the highest 
priority. Thus, the filters in the bitmap are ordered in terms 
of Significance, and the first bit of the resultant bitmap vector 
80 that is a 1 will designate the filter that must be applied to 
the packet, for example, filter f, in the example of FIG. 5. 

The router filtering algorithm 100 is now summarized 
with respect to FIG. 7. As indicated at step 105, off-line 
processing is performed, either in parallel or Sequentially, to 
Search though all of the router filter Specifications, and, at 
Step 110, to formulate corresponding arrays containing win 
dow intervals W for each dimension k, each having the 
potential filter candidates. Additionally, during off-line 
processing, a bit-mapped vector is generated for each win 
dow partition of the array containing those potential rules 
that may be applied to an incoming packet. Then, as indi 
cated at Step 120, a determination is made as to whether a 
packet is received. For each packet received, an on-line 
Search proceSS is performed, preferably simultaneously, as 
indicated by parallel processes 125a,..., 125n, to determine 
whether each packet header parameter belongs to a corre 
sponding window(s) partition w, of its corresponding array 
for each dimension k=1 to k=n. Once the window partitions 
are ascertained, at corresponding StepS 130a, ..., 130n, each 
of the potential filters contained in their corresponding 
bitmap vectors associated with the window W, is read from 
the memory. Then, as indicated at Step 135, a determination 
is made as to the interSection of all bitmap vectors corre 
sponding to each of the dimensions to find a resultant vector 
indicating the one or more filters that must be applied to the 
packet. AS mentioned above, this is easily implemented in 
hardware by performing a logical AND operation of the bit 
vectors, either Sequentially or in parallel. Finally, as indi 
cated at Step 140, having ascertained the resultant filters to 
be applied from the resultant bit-map vector, the filter rule of 
the highest priority is invoked. 
AS described, the algorithm for computing the filters is 

largely implemented in hardware and may be manufactured 
in application specific integrated circuit (ASIC) form, or as 
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6 
a field programmable gate array (FPGA) that consequently, 
may operate at very high speed. FIG. 8(a) illustrates the 
hardware device 200 for implementation in a packet for 
warding engine or router, including an input line 205 for 
receiving an incoming packet and a bi-directional CPU 
interface line 210 representing control and timing lines for 
purposes of illustration. The incoming packet is input to a 
pipeline register 225 for temporary Storage and is also input 
to each processing element indicated as elements 250a, ..., 
250n corresponding to each dimension k=1 to k=n. The 
details of each processing element are now described with 
reference to FIG. 8(b). Specifically, as shown in FIG. 8(b), 
a processing element, e.g., element 250a receives the incom 
ing packet and Stores the parameter, e.g., for dimension k=1 
(source address), in a register 276. Under the control of 
operation controller 260 and memory control device 265, 
and associated memory, e.g., 90a, the binary Searching 
method is performed whereby parameter information from 
the window array is input to the register 279 and comparator 
280 performs a comparison to ascertain the correct window 
partition w, to apply to the received packet. After the correct 
window partition is found, its corresponding bitmap vector 
containing potential filter rules is output of register 279 
along line 290. Referring back to FIG. 8(a), once the 
corresponding bitmap vectors are determined from each 
processing element 250a, ..., 250n, for each dimension, the 
vectors are input to logic circuitry 295 for performing the 
interSection, i.e., logical AND operation. From the resultant 
bitmap vector, the CPU will apply the rule of highest 
priority, and performs the action dictated by the rule upon 
the received packet Stored in the pipeline register 225. Thus, 
the packet may be dropped or forwarded to another desti 
nation on output line 215. 
An example memory organization for the System is illus 

trated in FIG. 6, which depicts a plurality of tables 90a-90d 
corresponding to four dimensions associated with the fol 
lowing respective filter parameters: 1) Source address, 2) 
destination addresses, 3) physical interface and Source port, 
and, 4) protocol and destination port. Each table is shown to 
include an array 60a-60d of windows w to be searched as 
described above with reference to FIG. 4, the filter actions 
61a-61d, the filter specifications 62a-62d and finally, the 
bitmap vectors 75a–75d for each dimension. The memory 
organization into these tables 90a-90d facilitate performing 
the binary Search and logical AND operations in parallel. 
Since Support for up to 512 filters is available, reading the 
bitmaps when they are organized as, e.g., 32 or 64bit words 
requires, e.g., 8 or 16 cycles. Reading the Single field filters 
and the filter Specification are each, e.g., another machine 
cycle. All operations are completed in less than 30 machine 
cycles corresponding, e.g., to the forwarding of 1M packets 
per second with a 33 MHZ System clock. 
The foregoing merely illustrates the principles of the 

present invention. Those skilled in the art will be able to 
devise various modifications, e.g., hardware or Software 
implementations, which although not explicitly described or 
shown herein, embody the principles of the invention and 
are thus within its Spirit and Scope. For example, the 
principles of the invention described herein may readily 
apply to other packet routing protocols besides IP. 
Additionally, if FPGA's are used, it may be desirable to 
utilize a 66 MHZ Synchronous SRAMs with binary searches 
being performed in memory on the even machine cycles, for 
example, and the Search through the bitmap being performed 
in odd machine cycles, for example, to provide even greater 
filtering Speeds. 
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What is claimed is: 
1. Apparatus for designating one of a plurality of packet 

filter rules contained in a router for routing a packet of 
information through a network, each packet characterized as 
having parameters, Said apparatus comprising: 
means for generating one or more partitioned sets, each 

partitioned Set associated with a different packet param 
eter with each partition of a Set having at least Zero filter 
rules associated therewith; 

means for generating a vector corresponding to each said 
partition, Said vector defining Structure indicating one 
or more potential filter rules to be applied; 

means for comparing each parameter of a Said received 
packet with each partition of a corresponding parti 
tioned Set to determine a corresponding vector contain 
ing potential filter rules to be applied to Said packet for 
each parameter; 

means for determining from each said vectors one or more 
identical potential filter rules associated with each 
vector, wherein one of Said identical filter rules is 
capable of being applied to Said received packet. 

2. Apparatus for designating packet filter rules as claimed 
in claim 1, wherein Said means for generating one or more 
partitioned sets includes means for Sorting through each of 
Said plurality of filter rules and determining at least one Start 
and Stop address associated with a Said potential filter, each 
Said Start and Stop address of Said potential filter defining a 
partition of a said partitioned Set. 

3. Apparatus for designating packet filter rules as claimed 
in claim 2, wherein one of Said parameters includes at least 
a Source address of Said packet and a destination address 
where Said data packet is to be forwarded, each partitions of 
a said partitioned Set defines ranges of Source addresses. 

4. Apparatus for designating packet filter rules as claimed 
in claim 3, wherein each partitions of a said partitioned Set 
defines ranges of destination addresses. 

5. Apparatus for designating packet filter rules as claimed 
in claim 1, wherein Said means for generating a vector 
includes means for mapping each of Said filter rules asso 
ciated with the parameter of a received packet to a corre 
sponding logical location of Said vector Structure. 

6. Apparatus for designating packet filter rules as claimed 
in claim 5, wherein each said vector containing structure 
includes a bit-mapped memory containing bits in one-to-one 
correspondence with Said packet filter rules, Said mapping 
means Setting each bit Set to indicate presence or absence of 
a potential filter rule. 

7. Apparatus for designating packet filter rules as claimed 
in claim 6, wherein Said means for determining from each 
Said vectors one or more potential filter rules includes means 
for performing an interSection of Said vector Structures. 

8. Apparatus for designating packet filter rules as claimed 
in claim 7, wherein Said means for performing an interSec 
tion of Said vector Structures includes means for applying 
logical AND operation to each of Said bit-mapped gate 
memory Structures to obtain a resultant vector Structure. 

9. Apparatus for designating packet filter rules as claimed 
in claim 7, further including means for ascertaining priority 
of Said one or more identical potential filter rules, and 
applying that potential rule with greatest priority. 

10. Apparatus for designating packet filter rules as 
claimed in claim 2, wherein Said comparing means includes 
means for performing binary Search operation on Said par 
titioned Set to determine from a parameter of a received 
packet one or more potential filter rules to be applied to Said 
received packet. 

11. Apparatus for designating packet filter rules as 
claimed in claim 1, wherein Said parameter includes an 
Internet protocol type. 
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12. Method for designating one of a plurality of packet 

filter rules contained in a router for routing a packet of 
information through a network, each packet characterized as 
having parameters, Said method comprising: 

generating one or more partitioned sets, each partitioned 
Set associated with a different packet parameter, and 
generating for each partition of a partition Set a corre 
sponding vector defining Structure representing one or 
more potential filter rules to be applied to a Said 
received packet; 

comparing each parameter of a Said received packet with 
each partition of a corresponding partitioned Set to 
determine one or more potential filter rules to be 
applied to Said packet for each parameter; 

determining from each said vectors one or more identical 
potential filter rules associated with each vector, one of 
Said identical filter rules capable of being applied to 
Said received packet. 

13. Method for designating one of a plurality of packet 
filter rules as claimed in claim 12, wherein Said Step of 
generating one or more partitioned Sets includes Sorting 
through each of Said plurality of filter rules and determining 
at least one Start and Stop address associated with a Said 
potential filter, each said Start and Stop address of Said 
potential filter defining a partition of a Said partitioned Set. 

14. Method for designating one of a plurality of packet 
filter rules as claimed in claim 12, wherein Said Step of 
generating a corresponding Vector includes mapping each of 
said filter rules associated with the parameter of a received 
packet to a corresponding logical location of Said vector 
Structure. 

15. Method for designating one of a plurality of packet 
filter rules as claimed in claim 14, wherein each Said vector 
Structure includes a bit-mapped memory containing bits in 
one-to-one correspondence with Said potential packet filter 
rules, Said mapping Step Setting each bit Set to indicate 
presence or absence of a potential filter rule. 

16. Method for designating one of a plurality of packet 
filter rules as claimed in claim 12, wherein Said determining 
Step includes performing an interSection of each Said vector 
StructureS. 

17. Method for designating one of a plurality of packet 
filter rules as claimed in claim 16, wherein Said interSection 
is performed by applying a logical AND operation to each of 
Said bit-mapped gate memory Structures to obtain a resultant 
Vector Structure. 

18. Method for designating one of a plurality of packet 
filter rules as claimed in claim 16, further including ascer 
taining priority of Said one or more identical potential filter 
rules, and applying that potential rule with greatest priority 
to Said received packet. 

19. Method for designating one of a plurality of packet 
filter rules as claimed in claim 12, wherein Said Steps of 
generating Said partitioned Sets and Said plurality of vectors 
is performed off-line. 

20. Filter System for a packet router that routes a packet 
of information through a network in accordance with a 
particular packet routing protocol, each packet characterized 
as having parameters, Said filter System comprising: 
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off-line processing means for generating and Storing one means for determining from each said data Structures one 
or more partitioned Sets with each Set associated with a or more identical filter rules capable of being applied to 
different packet parameter, each partition of each Set Said packet. 
having an associated data Structure indicating one or 
more potential filter rules capable of being applied to a 
received packet; 

21. Filter system as claimed in claim 20, wherein each 
packet parameter is defined in a field contained in a packet 
header. 

on-line processing means for determining from one or 
more parameters of a received packet a corresponding 22. Filter system as claimed in claim 20, wherein said data 
partition from its associated partitioned Set, Said on-line Structure is a vector containing digital logic bits mapped in 
processing means outputting a corresponding data 10 accordance With potential filter rules to be applied. 
Structure associated with each determined partition; 
and k . . . . 


