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(57) ABSTRACT

Example embodiments may include a method for configuring
an interface that includes determining information for a con-
figuration of an interface of a first device including a plurality
of SERDES slices having a plurality of connections to a
second device over the interface; and configuring a back
channel layer associated with the first device to form a back
channel path to carry a message between a transmitter and a
receiver of the first device based on the configuration of the
plurality of connections to the second device. The transmitter

Int. CI. can be in a first SERDES slice of the plurality of SERDES

GO6F 13/40 (2006.01) slices and the receiver is in a second SERDES slice of the
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BACK CHANNEL SUPPORT FOR SYSTEMS
WITH SPLIT LANE SWAP

TECHNICAL FIELD

[0001] This disclosure relates in general to communication
networks and, more particularly, to a system and a method for
back channel support in a serializer/deserializer (SERDES)
interface with split lane swaps.

BACKGROUND

[0002] Communication networks generally function to
move data from a source to a destination through a network of
nodes interconnected by point to point links. The links may be
bi-directional communication paths between two connected
nodes within the network. Data may be transmitted in packets
and routed through intermediate nodes (e.g., routers and
switches from a source to a destination in the network). Rout-
ing protocols implemented within the nodes of a network
allow one or more components, devices, or modules of the
node to correctly direct data to its appropriate next destina-
tion.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] To provide a more complete understanding of the
present disclosure and features and advantages thereof, ref-
erence is made to the following description, taken in conjunc-
tion with the accompanying figures, wherein like reference
numerals represent like parts, in which:

[0004] FIG. 1 is a simplified block diagram illustrating an
example system;

[0005] FIG. 2 is a simplified block diagram that illustrates
an example implementation of a port/interface in accordance
with an embodiment of the disclosure;

[0006] FIG.3A isasimplified block diagram illustrating an
example system into which an example embodiment of the
disclosure may be implemented;

[0007] FIG. 3B is a simplified block diagram illustrating an
example crossbar switch into which an example embodiment
of the disclosure may be implemented;

[0008] FIGS. 4A and 4B are simplified block diagrams
illustrating an example implementation of a channel interface
layer in accordance with an embodiment of the disclosure;
[0009] FIG.5A is asimplified block diagram illustrating an
example implementation of a channel interface layer in accor-
dance with another embodiment of the disclosure;

[0010] FIG. 5B is a simplified flow diagram illustrating
example operations that may be associated a channel inter-
face layer in accordance with another embodiment of the
disclosure;

[0011] FIG. 5C is a simplified flow diagram illustrating
example operations that may be associated a channel inter-
face layer in accordance with a further embodiment of the
disclosure.

DETAILED DESCRIPTION OF EXAMPLE
EMBODIMENTS

Overview

[0012] According to example embodiments of the disclo-
sure, a method for configuring an interface that includes
determining (e.g., identifying, evaluating, analyzing, etc.)
information for a configuration of an interface of a first device
including a plurality of serializer/deserializer (SERDES)
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slices having a plurality of connections to a second device
over the interface; and configuring a back channel layer asso-
ciated with the first device to form a back channel path to
carry a message between a transmitter and a receiver of the
first device based on the configuration of the plurality of
connections to the second device. The transmitter can be ina
first SERDES slice of the plurality of SERDES slices and the
receiver can be in a second SERDES slice of the plurality of
SERDES slices.

Example Embodiments

[0013] Exampleembodiments of the present disclosure can
provide a system and method for back channel support for
systems with split lane swap implements a back channel
mechanism for feedback information flow in a serializer/
deserializer (SERDES) device. The system and method can
provide feedback channels on a back channel layer between
the transmitters and the receivers of the SERDES slices of the
first device, and, provides feedback channels on a back chan-
nel layer between the transmitters and receivers of the SER-
DES slices of the second SERDES device, when the first and
second SERDES devices are connected using one or more
split lane swaps. The back channel layer may be any mecha-
nism that allows feedback information to be conveyed
between the SERDES slices. The example embodiments pro-
vide an advantage in that they are fully programmable and can
be changed based on system and/or board configuration. The
example embodiments can also be implemented independent
of'the SERDES device manufacturer and can be implemented
for any back channel communications independent of any
particular protocol.

[0014] In one example embodiment, the system and
method may be implemented using a configurable mapping
scheme in a back channel layer associated with a first SER-
DES interface device including a plurality SERDES slices
communicating with a second SERDES interface device. The
configurable mapping scheme provides a mapping layer that
may be comprised of multiplexer devices. The multiplexer
devices may be configured to allow a transmitter of any SER-
DES slice in the first SERDES interface device to be sent
feedback command messages that are received by the receiver
of any SERDES slice at the first interface device over the
interface from the second SERDES device. The transmitter
receiving the feedback command messages may then adjust
its transmit settings according to the feedback command mes-
sages. The multiplexer devices may also be configured to
allow the transmitter of any SERDES slice in the first SER-
DES device to be sent command and status data from the
receiver of any SERDES slice in the first device and forward
the command and status data to its link partner SEREDES
slice in the second device. The implementation of the config-
urable mapping scheme allows the interface between the first
and second SERDES devices to be routed using split lane
swap connections.

[0015] In another example embodiment, the system and
method may be implemented by a back channel bus in a back
channel layer associated with a first SERDES device includ-
ing a plurality SERDES slices communicating with a second
SERDES device. The backchannel bus provides an interface
layer that may be comprised of a daisy chained back channel
bus. The daisy chained back channel bus may comprise a
plurality of interface layers, each of which are associated with
a SERDES slice in the first SERDES device. The daisy
chained back channel bus may be configured to allow a trans-
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mitter of any SERDES slice in the first SERDES device to be
sent feedback command messages that are received by the
receiver of any SERDES slice in the first SERDES device
over the interface from the second SERDES device. The
transmitter may then adjust transmit settings according to the
feedback command messages. The daisy chained back chan-
nel bus may also be configured to allow the transmitter of any
SERDES slice in the first SERDES device to be sent com-
mand and status data from the receiver of any SERDES slice
in the first SERDES device and forward the command and
status data to its link partner SERDES slice in the second
SERDES device. Each daisy chain back channel interface
layer may be assigned a configurable Lane ID, which identi-
fies the SERDES slice with which it is associated by software
before the device is brought up. Each interface layer may also
be assigned a Recipient Lane ID, which identifies a SERDES
slice to which it should forward messages from the SERDES
slice with which it is associated. If a feedback channel is
contained within a SERDES slice, the Lane ID and the recipi-
ent Lane ID of the interface layer associated with that SER-
DES slice may both identify that SERDES slice. If a feedback
channel is not contained within a SERDES slice, the Lane 1D
and the Recipient ID assigned to an interface layer and asso-
ciated SERDES slice are different. When a backchannel mes-
sage is received at a backchannel bus interface layer of a
SERDES slice from a neighboring SERDES slice on the bus,
the backchannel bus interface layer determines whether to
receive the message or forward it on by comparing its L.ane ID
and the Recipient ID in the message. If the Lane ID and
Recipient ID match, the back channel bus interface layer
receives the message for its associated SERDES slice. When
abackchannel message originates within a SERDES slice, the
bus interface layer will forward the message on after inserting
the appropriate Recipient ID. The implementation of the
daisy chained back channel bus allows the interface between
the first and second SERDES interface devices to be routed
using split lane swap connections.

[0016] Note that a network node typically has input (in-
gress) ports and output (egress) ports and switching circuitry
for switching packet traffic received on the ingress ports to the
appropriate egress ports of the node. The network node may
be configured, for example, to include a number of line cards
configured on the input/output ports of the node where the
line cards interface with one or more crossbar switches in the
node. Each crossbar switch may have multiple interfaces and
be configured to also interface with other crossbar switches
and other components of the node. The configuration of the
line cards and crossbar switches is implemented to allow
routing of packet data traffic that is received at one input port
of the node through the node to an appropriate output port of
the node by switching the packet data traffic on appropriate
paths.

[0017] The interfaces between the various components,
including line cards and crossbar switches, of a networking
node may be implemented as serial interfaces. The various
components may receive packet data over the interfaces seri-
ally and then convert the packet data from serial to parallel
data for processing and/or routing as necessary within the
component. Each component then also may convert the pro-
cessed and/or routed packet data from parallel to serial data
when it is to be sent from the component over an interface.
The interface may include multiple serial links as appropriate.
The receiving and sending may be implemented within each
component for each serial transmission channel using a seri-
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alizer/deserializer (SERDES) device that performs the serial
to parallel and the parallel to serial conversion of the packet
data at the serial channels of the interface. A SERDES device
in one component of the node, for example, a crossbar switch
in an interface card, may communicate with a SERDES
device in another component, for example, a crossbar switch
in the routing fabric of a node, to implement a serial channel.
A SERDES device may comprise a one or more transmitter/
receiver pairs (SERDES slices).

[0018] The Institute of Electrical and Electronic Engineers
(IEEE) standard 802.3ap, “Backplane Ethernet over Printed
Circuit Boards” specifies aspects of serial interfaces that may
be used in a network node. The 802.3ap standard was created
to allow compatibility between components and devices that
must interface with one another over serial interfaces such as
the serial interfaces in a network node. Conformance to the
standard is useful if components are manufactured by differ-
ent manufacturers. The 802.3ap standard includes a back
channel protocol specification that specifies mechanisms by
which a transmitter in a SERDES slice in one device that
transmits data to a receiver in a SERDES slice in a second
device over a link may be tuned to optimize the signals for
data transmission. In this mechanism, the receiver is able to
provide feedback to the transmitter. The feedback is used to
optimize transmit equalization in the transmitter settings to
improve the signal quality as received at the SERDES
receiver. The back channel protocol supports these mecha-
nisms through the continuous exchange of fixed-length train-
ing frames. The training frame is a fixed length structure that
is sent continuously during training. The training frame
includes a control channel and training pattern. To achieve
optimal signal quality on the link, the transmitter and receiver,
which are the link partners over the serial link, have to
exchange information that allows the transmitter to be tuned.
The link partner transmitter and receiver also have to partici-
pate in the exchange of information, which allows the trans-
mitter paired with the link partner receiver in the SERDES
slice containing the receiver to be tuned.

[0019] Referring now to FIG. 1, therein is shown a simpli-
fied block diagram of an example SERDES interface 100.
SERDES interface 100 includes device A 102 which inter-
faces with device B 104 over serial links, link2-link0. Device
A includes SERDES slice 106, which is comprised of trans-
mitter SERDESO TXA, and receiver SERDESO RXA, SER-
DES slice 110 which is comprised of transmitter SERDES1
TXA and receiver SERDES1 RXA, and SERDES slice 114
which is comprised of transmitter SERDES2 TXA and
receiver, SERDES2 RXA. Similarly, device B includes SER-
DES slice 108, which is comprised of transmitter SERDESO
TXB and receiver SERDESO RXB, SERDES slice 112 that is
comprised of transmitter SERDES1 TXB and receiver SER-
DES1 RXB, and SERDES slice 116, which is comprised of
transmitter SERDES2 TXB and receiver SERDES2 RXB.
The feedback mechanism specified by the back channel pro-
tocol specification of 802.3ap utilizes the feedback channels
118-128 shown in each of the SERDES slices 106-116 of
device A and device B to carry the feedback information for
tuning each of the transmitters in device A and B. The back
channel protocol specified in 802.3ap works when the trans-
mit device and the receive device, device A and device B, are
connected as shown in FIG. 1. For example, when SERDES
slice 106 of device A is connected to SERDES slice 108 of
device B, as shown in FIG. 1, feedback channels 118 and 120
function to provide a path for the feedback information to
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SERDESO TXA and SERDESO TXB, respectively. The feed-
back mechanism also functions when the links cross lanes
and the lanes are swapped across SERDES link partners as is
illustrated by the connection of SERDES slice 110 of device
A to SERDES slice 116 of device B over link 1. In this case,
feedback channels 122 and 128 function to provide a path for
the feedback information to SERDES1 TXA and SERDES2
TXB, respectively. Lane swapping, as described above in
connecting one SERDES slice in one device to one SERDES
slice in another device not its link partner, is often used to
efficiently utilize board real estate when routing connections
between devices. With lane swapping, the same ASIC/logic
that forms the feedback channels may be implemented with
different SERDES boards having different lane swap con-
figurations because the feedback channels carry feedback
within a single SERDES slice.

[0020] In order to even further efficiently utilize board real
estate, a routing technique known as a split lane swap could be
used for more flexibility in routing. A split lane swap would
involve splitting a SERDES slice in one device and connect-
ing the SERDES slice to two different SERDES slices on
another device. For example, if a split lane swap was imple-
mented in which SERDESO TXA of SERDES slice 106 was
connected to SERDESO RXB of SERDES slice 108in FIG. 1,
and SERDES1 RXA of SERDES slice 110 was connected to
SERDESO TXB of SERDES slice 108, in FIG. 1 a feedback
channel for SERDESO TXA would not exist. This is because
the transmitter and receiver, SERDESO TXA and SERDES1
RXA, are split across the lanes defined by slices 106 and 110
on device A and the feedback channel 118 cannot be utilized
to provide feedback between SERDES1 RXA and SERDESO
TXA. Unlike routing limited to conventional lane swapping
where the existing feedback channels can be used, routing
using a split lane swap on an interface between two devices
cannot be done if it is desired to use the feedback mechanism
to tune the SERDES transmitters. Because the routing is not
known beforehand, the feedback channels cannot be config-
ured when the SERDES devices are manufactured. It would
provide an advantage therefore to have a system and method
for providing back channel support for systems with split lane
swaps that overcame these problems and provided other
advantages.

[0021] Referring now to FIG. 2, FIG. 2 is simplified block
diagram illustrating an example implementation of a fabric
port device 200 in accordance with an embodiment of the
disclosure. FIG. 2 shows fabric port device 200 comprising
Stripe Box 218, encoder 214, scrambler 212 logical to Physi-
cal Layer Lane Swap Block 206, Physical To Logic Layer
Reverse Lane Swap Block 208, Descrambler 210 Decoder
216, SERDES Macro 202, Back Channel Mapping layer 204,
and links (0-7). SERDES macro 202 comprises SERDES
slices SERDESO-SERDES7. Each of link0-Link7 in FIG. 2
represents a link comprising a separate output and input link
of'each of SERDESO-SERDES?7, respectively. Each of SER-
DES slices SERDESO-SERDES7 in SERDES Macro 202
may comprise a transmitter/receiver (Tx/Rx) pair, where the
Tx transmits on the output link and the Rx receives on the
input of link of the SERDES slice. For example, SERDES
slice (0) comprises a Tx that transmits and a Rx that receives,
respectively, on output link0 and input link0. While fabric
port device 200 shows eight SERDES slices, SERDESO-
SERDES7, a SERDES device according to the example
embodiment may implement any number of SERDES slice.
In operation, fabric port device 200 receives parallel data at
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input 222. The parallel data is encoded at encoder 214,
scrambled by scrambler 212, the data traffic logical layer is
mapped to the physical layer for lane swaps at block 206 and
the data is input to SERDES Macro 202. SERDES macro 202
converts the parallel data to serial data and transmits the serial
data on the serial outputs of Link0-Link7. Serial data received
on the serial inputs of Link0-Link7 is converted to parallel
data, the physical layer is mapped to the logical layer for
reverse lane swap at block 208, the data is descrambled at
descrambler 210, decoded at decoder 216, and output on bus
222 at stripe box 218. Back channel mapping layer 204 com-
prises circuitry, which may be for example, an application
specific integrated circuit (ASIC), that according to an
example embodiment of the disclosure is configurable to
provide feedback channels between the transmitters and
receivers of SERDEO-SERDES7. Back channel mapping
layer 204 may be controlled and configured by control func-
tions implemented in one or more processors or circuits, such
as application specific circuits (ASICs), that may be imple-
mented within hardware circuitry or software or, a combina-
tion of hardware and software, within fabric port device 200,
or that may be implemented separately within the system in
which fabric port device 200 is implemented. The control
functions may also be distributed and shared between back
channel mapping layer 204 and the one or more processors.
The control and configuration of back channel mapping layer
204 may be done based on appropriate information deter-
mined about the configuration of the interface to which the
input and output links, Link0-Link7, are connected. The con-
trol functions may determine the interface configuration
information by any of various methods, including automated
or manual methods. Determining as used in this disclosure
includes operations of receiving, calculating, retrieving, etc,
or any other way of conveying the configuration information.
Configuring as used in this disclosure includes any method or
implementation for creating feedback paths or channels on a
back channel layer. The example implementation of fabric
port device 200 may used to implement serial data transmis-
sion over interfaces to send to and receive data from other
SERDES devices according to the embodiments of the dis-
closure.

[0022] Referring now to FIG. 3A, therein is illustrate a
simplified block diagram of an example system 300 into
which the example implementation of fabric port device 200
may be implemented. System 300 includes line cards 314 and
316, and spines 302a-302f. Line card 314 may be imple-
mented to include application specific integrated circuits
ASIC1-ASIC12, crossbar switches (XBARs) 310a and 3105,
and connectors 3064-306f. Line card 316 may be imple-
mented to include application specific integrated circuits
ASIC13-ASIC24, crossbar switches (XBARs) 3124 and
3125, and connectors 308a-3087. Spine 302¢ may be imple-
mented to include XBARs 330a-333a. Each of the other
spines may also be implemented to include corresponding
XBARs. In an embodiment of the disclosure, serial interfaces
between the ASIC1-ASIC12 and XBARs 310aq and 3105,
within the line card 314, and serial interfaces between
ASIC13-ASIC24 and XBARs 312¢ and 3124, within line
card 216, may be implemented using SERDES devices hav-
ing back channel support for split lane swap such as fabric
port device 200 of FIG. 2 configured within the appropriate
components. The interfaces between spines 302¢-302f and
lines cards 314 and 316 may also be implemented using
SERDES devices, such as SERDES device 200. For example,
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FIG. 3 shows the serial interfaces between XBARS 330a-
333a of spine 302a and XBARs 3104, 3105, 312a and 3125 of
line cards 314 and 316, which may also be implemented using
SERDES devices implemented such as fabric port 200 of
FIG. 2. Each of the other spines 30256-302fhas connections to
corresponding xbars through connectors 3085-308f, respec-
tively, in line cards 314 and 316. In operation system 300
receives data traffic on input ports connected to one of ASIC1 -
ASIC24. The data is then switched and routed through the
line cards, XBAR switches and spines as necessary to route
the data traffic to an appropriate output port which is con-
nected to one of ASIC1-ASIC24. System 300 may be imple-
mented as a node in a telecommunications network and func-
tion as a switch/router to receive and direct data traffic to and
from other network nodes and devices to implement data
transmission in the network. System 300 may be any type of
router, switch or system that handles data traffic. In accor-
dance with one example embodiment, for example, a switch
such as Cisco® Nexus 7000 or MDS 9000 may be used to
implement system 300. FIG. 3B illustrates a simplified block
diagram of an example crossbar switch into which an
example embodiment of the disclosure may be implemented.
Crossbar switch 300 comprises switch portion 350, input
ports 352(0)-352(n), output ports 354(0)-354(») and SER-
DES TXs 366(0)-366(z), SERDES RXs 368(0)-368(n). A
SERDES Device such as SERDES device 200 of the example
embodiment of FIG. 2, may be used to implement the SER-
DES RX and TX for each input/output port pair. For example,
input port 0 and output port 0 may be implemented using
SERDES device 200 of FIG. 2 to provide the ability to allow
split lane swap connections while supporting a back channel
protocol for the SERDEs devices on the interface between the
components of a system such as system 300.

[0023] Referring now to FIGS. 4A and 4B, therein are
illustrated simplified block diagrams illustrating an example
implementation of a SERDES interface in accordance with an
embodiment of the disclosure. FIGS. 4A and 4B illustrate an
example embodiment of a SERDES interface 400 having
SERDES devices, Device A 402 and Device B 404. Device A
comprises SERDES slices 410, 414 and 418. Device B com-
prises SERDES slices 412, 416 and 420. In the example
implementation, each of Device A and Device B may be
implemented according to the example embodiment of SER-
DES device 200 of FIG. 2, with the exception that each
SERDES device in FIGS. 4A and 4B is shown with three
SERDES slices instead of eight. It will be understood that
while the example implementation of FIGS. 4A and 4B shows
three SERDES slices in each of Device A and Device B,
SERDES devices, such as Device A and Device B, according
to the disclosure may be implemented with any number of
SERDES slices to form an interface such as shown in FIGS.
4A and 4B. The communication protocol used for the inter-
face may be any suitable protocol such, for example, as 10G-
KR, peripheral component interconnect express(PCIE)Gen-
eration 1, 2 or 3.

[0024] SERDES slice 410 of Device A includes transmitter
SERDESO TXA and receiver SERDESO RXA, SERDES
slice 414 includes transmitter SERDES1 TXA and receiver
SERDES1 RXA, and SERDES slice 418 includes transmitter
SERDES2 TXA and receiver SERDES 2 RXA. Similarly, in
Device B, SERDES slice 412 includes transmitter SERDESO
TXB and receiver SERDESO RXB, SERDES slice 416
includes transmitter SERDES1 TXB and receiver SERDES1
RXB, and SERDES slice 420 includes transmitter SERDES2

Jan. 8, 2015

TXB and receiver SERDES2 RXB. Each of the SERDES
slices sends and receives serial data. In the example embodi-
ment, an interface may be configured by coupling the receiv-
ers and transmitters of the SERDES slices of Device A to the
receivers and transmitters of the SERDES slices of Device B.
Each of Device A and Device B also includes a back channel
layer implemented as a Mapping Layer that is shown In FIG.
4A for each device, as Mapping Layer 406 and Mapping
Layer 408, respectively. According to the example embodi-
ment, the Mapping Layers 406 and 408 may be configured to
provide programmable feedback channels for use in a back
channel protocol mechanism for tuning the transmitters of the
interface. FIG. 4B shows a possible configuration of pro-
grammed feedback channels 434, 436, 438 in mapping Layer
406 of Device A and feedback channels 440,442,444 on Map-
ping Layer 408 of Device B. Each feedback channel realizes
alink to carry feedback messages across slices from an RX of
one slice to a TX of another slice on the same device. For,
example, feedback channel 434 carries feedback messages to
SERDSO TXA from SERDES] RXA.

[0025] According to the example embodiment, the Map-
ping Layers 406 and 408 allow Device A and Device B to be
configured with no constraints against using split lane swap
connections across the interface 400. Each feedback channel
may be configured after routing is completed and the inter-
connections between Devices A and B are known. Inresponse
to the requirements of a back channel protocol tuning process,
the appropriate feedback channel connection can be config-
ured.

[0026] For example, in FIGS. 4A and 4B, for slice 410,
SERDESO TXA transmits serial data to SERDESO RXB on
link 422 and SERDESO RXA receives serial data from SER-
DES1 TXB on link 426. For slice 414 SERDES1 TXA trans-
mits serial data to SERDES2 RXB on link 428 and SERDESI1
RXA receives serial data from SERDESO TXB on link 424.
For Slice 418 SERDES2 TXA transmits serial data to SER-
DES1 RXB on link 430 and SERDES2 RXA receives serial
data from SERDES2 TXB onlink 432. For Device A, itcan be
seen that slice 410 is transmitting to slice 412 and receiving
from a different slice 416 of Device B. Also, slice 414 on
Device A is transmitting to slice 420 and receiving from a
different slice 412 of Device B and slice 418 on Device A is
transmitting to slice 416 and receiving from a different slice
420 of Device B. In the example of FIGURES A and B, there
are then split lane swap connections for each slice in Device
A

[0027] Referring to FIG. 4B, in the example embodiment,
the transmitter tuning process requires exchange of informa-
tion. For example, in the equalization tuning process for
SERDESO TXA, SERDESO TXA transmits a training frame
that is a fixed length structure that is sent continuously during
training. In response, SERDESO RXB should send com-
mands back to SERDESO TXA to adjust its certain transmis-
sion parameters, for example, such as precursor, postcursor,
or amplitude. For example, SERDESO RXB may need to tell
SERDESO TXA to increment, decrement or not change cer-
tain equalization parameters for the training frame transmis-
sion. SERDESO TXA responds to the commands with status
messages that may for example, indicate to SERDESO RXB
that the transmitter can still adjust certain parameters, that the
transmitter has reached a high limit for certain parameter, or
has reached a low limit for certain parameters. The training
frame transmission and feedback is used to tune SERDESO
TXA and the other transmitters in each slice of FIGS. 4A and
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4B. The conventional SERDES device that provides a feed-
back channel only between a receiver and transmitter within
the same slice of a SERDES device would not function to
allow tuning in the example embodiment of interface 400 of
FIGUREs A and B having split lane swaps. The example
implementations of Device A and Device B in interface 400
according to the embodiments of the disclosure allow the
implementation of interface 400 including split lane swaps. In
the embodiment of interface 400 of FIGS. 4A and 4B, the
configurations of Mapping Layer 406 and Mapping Layer
408 may be implemented so that messages only should move
between the slices of one of Device A or Device B. In other
words, with the appropriate configuration of Mapping Layer
406 of Device A, the Mapping Layer 408 of Device B may be
configured so that messages are sent from each receiver of a
slice of Device B only to the transmitter in that same slice. For
the example embodiment of FIGS. 4A and 4B, feedback
channels 440, 442 and 444 may be implemented in Mapping
Layer 408 so that the feedback channels carry feedback com-
mands between the receiver and transmitter within each of
slices 412, 416 and 420, respectively, while the Mapping
layer 406 of Device A is configured with the feedback chan-
nels that carry messages between slices 410, 414 and 418. In
alternative embodiments for example, this would require that
only Device A have Mapping Layer configuration imple-
mented and Device B could be implemented as a conventional
device.

[0028] Referring again to FIG. 4B, the feedback channels
434, 436, 438 on mapping Layer 406 of Device A are config-
ured to allow the required exchange of information and mes-
sages for the transmitter tuning process for each transmitter
on the interface 400. For example, feedback channel 434 is
configured in Mapping Layer 406 based on the connections
between Device A and Device B on interface 400. In the
tuning process of transmitter SERDESO TXA, SERDESO
RXB receives a training pattern from SERDESO TXA. Based
on the received training pattern, SERDESO RXB will return
command messages to SERDESO TXA through feedback
channel 440 to SERDESO TXB, which transmits the mes-
sages over link 424. The command messages are received by
SERDES1 RXA on link 424. SERDES1 RXA then sends the
command messages on feedback channel 434 to SERDESO
TXA. SERDESO TXA can then transmit status messages in
response to the command messages received from SERDESO
RXA and the tuning process can be performed for SERDESO
RXA.

[0029] Feedback channel 434 may also be used to carry
command messages that SERDES1 RXA should send to
SERDESO TXB in the tuning process of SERDESO TXB. In
this case feedback channel 434 may be utilized carry the
command messages to SERDESO TX A which then transmits
the command message originated at SERDES1 RXA over
link 422 to SERDESO RXB which relays the command mes-
sages over feedback channel 440 to SERDESO TXB. During
the tuning process SERDESO TXB may transmit status mes-
sages to SERDES1 RXA over link 424. Similarly, feedback
channel 436 of Mapping Layer 406 may be utilized in the
tuning process of SERDES2 TXA and SERDES1 TXB and
feedback channel 438 of Mapping Layer 406 may be utilized
in the tuning process of SERDES1 TXA and SERDES2 TXB.
[0030] Mapping Layer 406 may comprise multiplexing cir-
cuitry that, for example, includes a multiplexer for each trans-
mitter that is configurable to receive feedback command mes-
sages received on the interface 400 by any receiver in Device
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A. Mapping Layer 406 may also comprise a multiplexer for
each transmitter that is configurable to receive command/
status messages from any receiver in Device A directed to the
receiver in the slice in which the transmitter is implemented.
The multiplexing circuitry may be statically programmed by
software based on the configuration of the interface 400 that
is implemented. The software may program the configuration
before the channels are brought up for transmitter tuning.
[0031] Referring now to FIG. 5A, therein is a simplified
block diagram illustrating an example implementation of a
SERDES interface 500 in accordance with another embodi-
ment of the disclosure. FIG. 5A illustrates an example
embodiment of a SERDES interface 500 having SERDES
devices, Device A 502 and Device B 504. Device A comprises
SERDES slices 510, 514 and 518. Device B comprises SER-
DES slices 512,516 and 520. In the example implementation,
each of Device A and Device B may be implemented accord-
ing to the example implementation of SERDES device 200 of
FIG. 2, with the exception that each SERDES device in FIG.
5A is shown with three SERDES slices instead of eight. It will
beunderstood that while the example implementation of F1G.
5A shows three SERDES slices in each of Device A and
Device B, SERDES devices, such as Device A and Device B,
according to the disclosure may be implemented having any
number of SERDES slices to form an interface such as shown
in FIG. 5A with any number of serial links.

[0032] SERDES slice 510 of Device A includes transmitter
SERDESO TXA and receiver SERDESO RXA, SERDES
slice 514 includes transmitter SERDES1 TXA and receiver
SERDES1 RXA, and SERDES slice 518 includes transmitter
SERDES2 TXA and receiver SERDES 2 RXA. Similarly, in
Device B, SERDES slice 512 includes transmitter SERDESO
TXB and receiver SERDESO RXB, SERDES slice 516
includes transmitter SERDES1 TXB and receiver SERDES1
RXB, and SERDES slice 520 includes transmitter SERDES2
TXB and receiver SERDES2 RXB. Each of the SERDES
slices sends and receives serial data. In the example embodi-
ment, an interface may be configured by coupling the receiv-
ers and transmitters of the SERDES slices of Device A to the
receivers and transmitters of the SERDES slices of Device B.
Each of Device A and Device B also includes a back channel
layer implemented as a back channel bus that is shown In FIG.
5A in each device as back channel bus 506 and back channel
bus 508, respectively. According to the example embodiment,
the back channel buses 506 and 508 may be configured to
provide feedback channels for use in a back channel protocol
mechanism for tuning the transmitters of the interface.
[0033] According to the example embodiment, the back
channel buses 506 and 508 allow Device A and Device B to be
configured with no constraints against using split lane swap
connections across the interface 500. Each feedback channel
may be configured after routing is completed and the inter-
connections between Devices A and B are known. Inresponse
to the requirements of a back channel protocol tuning process,
the appropriate feedback channel connections can be config-
ured.

[0034] For example, in FIG. 5A, for slice 510, SERDESO
TXA transmits serial data to SERDESO RXB on link 522 and
SERDESO RX A receives serial data from SERDES1 TXB on
link 526. For slice 514 SERDES1 TXA transmits serial data
to SERDES2 RXB on link 528 and SERDES1 RXA receives
serial data from SERDESO TXB on link 524. For Slice 518
SERDES2 TXA transmits serial data to SERDES1 RXB on
link 530 and SERDES2 RXA receives serial data from SER-
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DES2 TXB on link 532. For Device A, it can be seen that slice
510 is transmitting to slice 512 and receiving from a different
slice 516 of Device B. Also, slice 514 on Device A is trans-
mitting to slice 520 and receiving from a different slice 512 of
Device B and slice 518 on Device A is transmitting to slice
516 and receiving from a different slice 520 of Device B. In
the example of FIG. 5A, there are then split lane swap con-
nections for each slice in Device A.

[0035] In the example embodiment of FIG. 5A, the trans-
mitter tuning process requires exchange of information. For
example, in the equalization tuning process for SERDESO
TXA in slice 510, SERDESO TXA transmits a training frame
that is a fixed length structure that is sent continuously during
training. In response, SERDESO RXB should send com-
mands back to SERDESO TXA to adjust its certain transmis-
sion parameters. For example, SERDESO RXB may need to
tell SERDESO TXA to increment, decrement or not change
certain equalization parameters for the training frame trans-
mission. SERDESO TXA responds to the commands with
status messages that may for example, indicate to SERDESO
RXB the transmitter can still adjust certain parameters, that
the transmitter has reached a high limit for certain parameter,
or has reached a low limit for certain parameters. The training
frame transmission and feedback is used to tune SERDESO
TXA and the other transmitters in each slice of FIG. 5A. The
conventional SERDES device that provides a feedback chan-
nel only between a receiver and a transmitter within the same
slice of a SERDES device would not function to allow tuning
in the example embodiment of interface 500 of FIG. 5A
having split lane swaps. The example implementations of
Device A and Device B in interface 500 according to the
embodiments of the disclosure allow the implementation of
interface 500 including split lane swaps.

[0036] Back channel bus interface 506 of Device A may be
configured to selectively allow the required exchange of
information and messages for the transmitter tuning process
between the transmitters and receivers of Device A. For
example, the back channel bus interface 506 may be config-
ured in a daisy chained back channel bus implementation that
allows messages to get from a receiver of Device A to a
transmitter of Device A. The daisy chain configuration of
back channel bus 506 may include a back channel bus inter-
face layer 534 that interfaces the back channel bus to SER-
DES slice 510, a back channel bus interface layer 536 that
interfaces the back channel bus to SERDES slice 514 and a
back channel bus interface layer 538 that interfaces the back
channel bus to SERDES slice 518. Similarly, back channel
bus interface 508 of Device B may be configured to allow the
required exchange of information and messages for the trans-
mitter tuning process for each of the transmitters and receiv-
ers of Device B. For example, the back channel bus interface
506 may be configured in a daisy chained back channel bus
implementation that allows messages to get from a receiver of
Device B to a transmitter of Device B. The daisy chain con-
figuration of back channel bus 508 may include a back chan-
nel bus interface layer 540 that interfaces the back channel
bus to SERDES slice 512, a back channel bus interface layer
542 that interfaces the back channel bus to SERDES slice 516
and a back channel bus interface layer 544 that interfaces the
back channel bus to SERDES slice 520.

[0037] Inthe example implementation the daisy chain back
channel bus interface of FIG. 5A, each back channel bus
interface layer is assigned a configurable Lane ID before the
port is brought up. Each interface layer is also assigned a
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Recipient Lane ID. The Lane ID and Recipient Lane ID are
then associated with the slice that the back channel bus inter-
face connects to the back channel bus. For Example, interface
layer 534 of Device A would be assigned a Lane ID and a
Recipient ID and the Lane ID and Recipient ID assigned to
layer 534 would be associated with slice 510. Similarly, inter-
face layer 536 would be assigned a Lane ID and a Recipient
Lane ID which would be associated with slice 514 and inter-
face layer 538 would be assigned a Lane ID and a Recipient
Lane ID which would be associated with slice 518. Lane IDs
and Recipient Lane IDs may also be assigned to the interface
layers of Device B in a similar manner. The daisy chain back
channel buses 506 and 508 may be implemented in a combi-
nation of hardware and software functioning in each SER-
DES Device 504 and 506, respectively. In the embodiment of
interface 500 of FIG. 5A, the configurations of back channel
bus 506 and back channel bus 508 may be implemented so
that messages only need to move between the slices of one of
Device A or Device B to create the required paths for com-
mand message flow. In other words, with the appropriate
configuration of the back channel bus 506 of Device A, the
back channel bus of Device B may be configured so that
messages are sent from each receiver of a slice of Device B
only to the transmitter in that same slice. This can be done by
having the Lane ID assigned to each slice the same as the
Recipient Lane ID assigned to the slice. In alternative
embodiments, for example, this would require that only
Device A have the back channel bus configuration imple-
mented and Device B could be implemented as a conventional
SEREDES device.

[0038] The Lane IDs and Recipient lane IDs may be pro-
grammed into the daisy chain backchannel bus before the port
in which the devices are included is brought up, but after
determination of the interface connections between Device A
and Device B. The Lane ID and Recipient Lane ID are con-
figured to provide the appropriate feedback paths for trans-
mitter tuning based on the connections between Device A and
Device B oninterface 500. In the tuning process of transmitter
SERDESO TXA, SERDESO RXB in Device B receives a
training pattern over link 522 from SERDESO TXA. Based on
the received training pattern, SERDESO RXB will return
command messages to SERDESO TXA by sending the mes-
sages through the back channel bus 508 to SERDESO TXB,
which transmits the messages over link 524. In the embodi-
ment of FIG. 5A, since SERDES0O RXB is sending the mes-
sage to SERDESO TXB which is within its own slice, inter-
face layer 540 determines the recipient Lane ID is the same as
its own Lane ID and sends the message to SERDESO TXB.
SERDESO TXB then transmits the command messages over
link 524 to SERDES1 RXA. The command messages are
received by SERDES1 RXA on link 524. SERDES1 RXA
then sends the command messages to interface layer 536.
Since the message originates on the interface bus at slice 514,
which is the slice associated with interface layer 536, inter-
face layer 536 inserts a Recipient Lane 1D, which would be
the Lane ID of slice 510, in the command message and sends
the message on the back channel bus 506. The command
message then moves on the back channel bus to interface
layer 538. Interface layer 538 looks at the Recipient Lane ID
in the command message and determine the message is not
directed to slice 518 but should be forwarded further on back
channel bus 506. The command message then moves to inter-
face layer 534 and Interface 534 looks at the Recipient Lane
ID. Interface layer 534 determines that the Recipient Lane ID
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matches the Lane ID of slice 510, which contains the com-
mand message recipient SERDESO TXA. Interface layer 534
then sends the command message to SERDESO TXA. SER-
DESO TXA can then transmit status messages in response to
the command messages received from SERDESO RXB and
the tuning process can be performed for SERDESO RXA.

[0039] The back channel interface bus 506 may also be
used to carry command messages that SERDES1 RXA
should send to SERDESO TXB in the tuning process of SER-
DESO TXB, which is the transmitter SEREDES1 RXA is
receiving from on the interface 500. In this case SERDESI1
RXA sends the command messages intended for SERDESO
TXB to interface layer 536. Since the command message
originates on the interface bus at slice 514, which is the slice
associated with interface layer 536, interface layer 536 inserts
aRecipient Lane ID, which would be the Lane ID of'slice 510,
in the command message and sends the message on the back
channel bus 506. The command message then moves on the
back channel bus to interface layer 538. Interface layer 538
looks at the Recipient Lane ID in the command message and
determine the message is not directed to slice 518 but should
be forwarded further on back channel bus 506. The command
message then moves to interface layer 534 and Interface 534
looks at the Recipient Lane ID. Interface layer 534 deter-
mines that the Recipient Lane ID matches the Lane ID of slice
510. Interface layer 534 then sends the command message
slice to 510 and the message is sent by SERDESO TXA over
link 522 to SERDESO RXB. The massage is then passed
within slice 512 to SERDESO TXB.SERDES TXB can then
adjust its transmission parameters and transmit status mes-
sages in response to the command messages received from
SERDES1 RX A and the tuning process can be performed for
SERDESO TXB.

[0040] Referring now to FIG. 5B, therein is illustrated a
simplified flow diagram illustrating example operations that
may be associated a SERDES interface in accordance with
the embodiment of FIG. 5A. The example operations of F1G.
5B may be executed upon initialization of the interface port
with which device A is associated, and after the connections
between the slices of Device A and Device B are configured.
FIG. 5B illustrates an example process that applies to each of
the individual slices in Device in FIG. SA. The process begins
at 552 where a slice and interface layer associated with the
slice is assigned a Lane ID. The Lane ID identifies the slice
itself. Then, at 554 a Recipient Lane ID is assigned to the slice
and interface layer based on the connections that are config-
ured between Device A and in Device B. The Recipient 1D
identifies the slice that messages sent from the slice assigned
the Recipient ID are to be sent to on the bus. For example, in
the example embodiment of FIG. 5A, slice 514 would be
assigned a Recipient ID that was matched with the Lane ID of
slice 510. The assignments of the Lane IDs and Recipient
Lane IDs for each slice may be allocated so that messages sent
on the back channel interface 506 will reach the appropriate
destination slice and transmitter for each message in the
transmitter tuning process as described previously for FIG.
5A.

[0041] The process then moves to 558 where, after the
system input/output ports are brought up and during opera-
tion of the interface 500, an interface layer of a slice receives
a message on the back channel bus. At 558, if the message
originated within the slice associated with the interface layer,
the process moves to 560 and the interface layer inserts the
Recipient ID assigned to the interface layer and slice into the
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message and sends the message on the back channel interface
where it is directed to its recipient. Otherwise, the message
has been received on the back channel bus from another slice
and the process moves from 558 to 562 and the interface layer
determines if the Recipient ID in the received message
received on the back channel bus is the same as the Lane ID
assigned to the interface layer and its associated slice. If it is
determined, at 562, that the Recipient ID is not the same as the
Lane ID assigned to the interface layer and it associated slice,
the process moves to 564 and the message is forwarded
onward on the back channel bus. If, however, at 562 it is
determined that the Recipient ID in the message is the same as
the Lane ID assigned to the interface layer and its associated
slice, the process moves to 566 and the interface layer
receives the message for its associated slice. The process then
returns to 556 where other messages received at the interface
layer are processed in the same manner.

[0042] Referring now to FIG. 5C, therein is illustrated a
simplified flow diagram illustrating example operations that
may be associated a SERDES interface in accordance with
the example embodiments of the disclosure. FIG. 5C shows
generally how the example embodiments may be utilized
within a system such the embodiment of system 300 in FIG.
3 that utilizes SERDES devices on serial interfaces having
split lane swap connections. At operation 570, information
about the routing configuration of an interface is received at a
SERDES device at which the interface is implemented. Pro-
cess operation 570 may be implemented, for example, in
processing circuitry controlling a SERDES device such as
SERDES 200 of FIG. 2. Next, at 572 the back channel of the
SERDES device is configured based on the routing configu-
ration of the interface. The process operation 572 may be
implemented, for example, by the programming of'a mapping
layer implemented as mapping layer 406 of in SERDES
Device A FIGS. 4A and 4B, or, in an alternative embodiment,
by the programming and assigning of the Lane IDs and
Recipient IDs for a back channel bus implemented as daisy
chain bus 506 of SERDES Device A of FIG. 5A, where the
programming may be performed by the processing circuitry
of the SERDES device. Next, at 574, the transmitters of the
SERDES device are tuned according to a backchannel proto-
col. This may be done for example, according to the 802.3ap
back channel test pattern procedure.

[0043] While this disclosure has illustrated the method and
apparatus according to example embodiments, the disclosed
embodiments are not meant to be construed as limiting and
the various aspects of the disclosure may be implemented in
any other form or manner that accomplishes the purposes of
the disclosure.

[0044] Note that in this Specification, references to various
features (e.g., elements, structures, modules, components,
steps, operations, characteristics, etc.) included in “one
embodiment”, “example embodiment”, “an embodiment”,
“another embodiment”, “some embodiments”, “various
embodiments”, “other embodiments”, “alternative embodi-
ment”, and the like are intended to mean that any such fea-
tures are included in one or more embodiments of the present
disclosure, but may or may not necessarily be combined in the
same embodiments. Note also that an ‘application’ as used
herein this Specification, can be inclusive of an executable file
comprising instructions that can be understood and processed
on a computer, and may further include library modules
loaded during execution, object files, system files, hardware

logic, software logic, or any other executable modules.
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[0045] Inexample implementations, at least some portions
of the activities outlined herein may be implemented in soft-
ware. In some embodiments, one or more of these features
may be implemented in hardware, provided external to these
elements, or consolidated in any appropriate manner to
achieve the intended functionality. The various network ele-
ments may include software (or reciprocating software) that
can coordinate in order to achieve the operations as outlined
herein. In still other embodiments, these clements may
include any suitable algorithms, hardware, software, compo-
nents, modules, interfaces, or objects that facilitate the opera-
tions thereof.

[0046] Furthermore, the embodiments may also include
suitable interfaces for receiving, transmitting, and/or other-
wise communicating data or information in a network envi-
ronment. Additionally, some of the processors and memory
elements associated with the various nodes may be removed,
or otherwise consolidated such that a single processor and a
single memory element are responsible for certain activities.
In a general sense, the arrangements depicted in the FIG-
URES may be more logical in their representations, whereas
a physical architecture may include various permutations,
combinations, and/or hybrids of these elements. It is impera-
tive to note that countless possible design configurations can
be used to achieve the operational objectives outlined here.
Accordingly, the associated infrastructure has a myriad of
substitute arrangements, design choices, device possibilities,
hardware configurations, software implementations, equip-
ment options, etc.

[0047] In some of example embodiments, one or more
memory elements can store data used for the operations
described herein. This includes the memory element being
able to store instructions (e.g., software, logic, code, etc.) in
non-transitory media, such that the instructions are executed
to carry out the activities described in this Specification. A
processor can execute any type of instructions associated with
the data to achieve the operations detailed herein in this
Specification. In another example, the activities outlined
herein may be implemented with fixed logic or program-
mable logic (e.g., software/computer instructions executed
by a processor) and the elements identified herein could be
some type of a programmable processor, programmable digi-
tal logic (e.g., a field programmable gate array (FPGA), an
erasable programmable read only memory (EPROM), an
electrically erasable programmable read only memory (EE-
PROM)), an ASIC that includes digital logic, software, code,
electronic instructions, flash memory, optical disks,
CD-ROMs, DVD ROMs, magnetic or optical cards, other
types of machine-readable mediums suitable for storing elec-
tronic instructions, or any suitable combination thereof.

[0048] These devices may further keep information in any
suitable type of non-transitory storage medium (e.g., random
access memory (RAM), read only memory (ROM), field pro-
grammable gate array (FPGA), erasable programmable read
only memory (EPROM), electrically erasable programmable
ROM (EEPROM), etc.), software, hardware, or in any other
suitable component, device, element, or object where appro-
priate and based on particular needs. The information being
tracked, sent, received, or stored in communication system 10
could be provided in any database, register, table, cache,
queue, control list, or storage structure, based on particular
needs and implementations, all of which could be referenced
in any suitable timeframe. Any of the memory items dis-
cussed herein should be construed as being encompassed
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within the broad term ‘memory element.” Similarly, any of the
potential processing elements, modules, and machines
described in this Specification should be construed as being
encompassed within the broad term ‘processor.”

[0049] It is also important to note that the operations
described with reference to the preceding FIGURES illustrate
only some of the possible scenarios that may be executed by,
or within, the system. Some of these operations may be
deleted or removed where appropriate, or may be changed,
modified or changed considerably without departing from the
scope of the discussed concepts. In addition, the timing of
these operations relative to one another may be altered con-
siderably and still achieve the results taught in this disclosure.
The preceding operational flows have been offered for pur-
poses of example and discussion. Substantial flexibility is
provided by the system in that any suitable arrangements,
chronologies, configurations, and timing mechanisms may be
provided without departing from the teachings of the dis-
cussed concepts.

[0050] Although the present disclosure has been described
in detail with reference to particular arrangements and con-
figurations, these example configurations and arrangements
may be changed significantly without departing from the
scope of the present disclosure. Moreover, although the
example embodiments have been illustrated with reference to
particular elements and operations that facilitate the commu-
nication process, these elements, and operations may be
replaced by any suitable architecture or process that achieves
the intended functionality of example embodiments.

[0051] Numerous other changes, substitutions, variations,
alterations, and modifications may be ascertained to one
skilled in the art and it is intended that the present disclosure
encompass all such changes, substitutions, variations, alter-
ations, and modifications as falling within the scope of the
appended claims. In order to assist the United States Patent
and Trademark Office (USPTO) and, additionally, any read-
ers of any patent issued on this application in interpreting the
claims appended hereto, Applicant wishes to note that the
Applicant: (a) does not intend any of the appended claims to
invoke paragraph six (6) of 35 U.S.C. section 112 as it exists
on the date of the filing hereof unless the words “means for”
or “step for” are specifically used in the particular claims; and
(b) does not intend, by any statement in the specification, to
limit this disclosure in any way that is not otherwise reflected
in the appended claims.

What is claimed is:
1. A method for configuring an interface, comprising:

determining information for a configuration of an interface
of a first device including a plurality of SERDES slices
having a plurality of connections to a second device over
the interface; and

configuring a back channel layer associated with the first
device to form a back channel path to carry a message
between a transmitter and a receiver of the first device
based on the configuration of the plurality of connec-
tions to the second device, wherein the transmitter is in
a first SERDES slice of the plurality of SERDES slices
and the receiver is in a second SERDES slice of the
plurality of SERDES slices.

2. The method of claim 1, wherein the plurality of connec-
tions to the second device over the interface includes a split
lane swap between the first and second SERDES slices of the
plurality of SERDES slices.
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3. The method of claim 1 further comprising:

tuning the transmitter by receiving a command forwarded

from the receiver over the back channel path.

4. The method of claim 1, wherein the transmitter com-
prises a first transmitter and the receiver comprises a first
receiver, and wherein the first transmitter and the first receiver
are coupled to second receiver and a second transmitter,
respectively, over the interface, the second receiver and sec-
ond transmitter being in the same SERDES slice ofthe second
device, and wherein the method further comprises:

receiving a message sent by the second transmitter over the

interface at the first receiver, wherein the message com-
prises a command message generated by the second
receiver; and

sending the message from the first receiver to the first

transmitter over the back channel path.

5. The method of claim 1, wherein the configuring com-
prises configuring a back channel mapping layer to form a
back channel path to carry messages between the transmitter
and the receiver.

6. The method of claim 1, wherein the configuring com-
prises configuring a back channel bus by assigning a lane 1D
to the first SERDES slice and a recipient ID to the second
SERDES slice, wherein the lane ID and the recipient 1D
identify the first SERDES slice.

7. The method of claim 1 wherein the information for the
configuration of the interface comprises information indicat-
ing that the first device comprises a first SERDES slice
including a first transmitter and a second SERDES slice com-
prising a first receiver, and that the second device comprises a
third SERDES slice including a second transmitter and a
second receiver, the information further indicating that the
second transmitter and second receiver are coupled to the first
receiver and first transmitter.

8. The method of claim 1, wherein the configuring a back
channel layer of the first device to form a back channel path
comprises configuring a daisy chain back channel bus.

9. An apparatus for configuring an interface, comprising:

a back channel layer coupled to each of a plurality of

SERDES slices in a SERDES device and configured to
selectively couple a transmitter of a first slice of the
plurality of SERDES slices to a receiver of one of the
other slices of the plurality of SERDES slices to form a
back channel path to carry a message from the receiver
to the transmitter of the first slice.

10. The apparatus of claim 9, wherein the back channel
layer comprises a mapping layer.

11. The apparatus of claim 10, wherein the mapping layer
comprises a programmable multiplexing layer.

12. The apparatus of claim 9, wherein the back channel
layer comprises a daisy chain back channel bus.

13. The apparatus of claim 12, wherein the daisy chain
back channel bus comprises an a plurality of interface layers
coupled together in a daisy chain configuration, wherein each
of'the plurality of interface layers is coupled to a correspond-
ing SERDES slice of the plurality of SERDES slices.

14. The apparatus of claim 13, wherein each of the plurality
of interface layers and its corresponding SERDES slice is
associated with a lane ID and a recipient ID.

15. The apparatus of claim 9, wherein the SERDES device
comprises a first SERDES device and the transmitter of the
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first SERDES slice of the plurality of SERDES slices com-
prises a first transmitter, and wherein the first SERDES device
further comprises a first receiver, the first receiver being in a
second SERDES slice of the plurality of SERDES slices, and
the first transmitter and first receiver are coupled to a second
receiver and a second transmitter, respectively, of a second
SERDES device over an interface, the second receiver and
second transmitter being in the same SERDES slice of the
second SERDES device.

16. The apparatus of claim 15, wherein the message com-
prises acommand message from the second receiver directed
to the first transmitter, wherein the message is received by the
first receiver over the interface and sent to the first transmitter
over the back channel path.

17. The apparatus of claim 9, wherein the apparatus is
further configured to:

determine information for the configuration of the inter-
face, wherein the plurality of SERDES slices have a
plurality of connections to a second device SERDES
device over the interface; and

configure the back channel layer to form a back channel
path to carry a message between a transmitter and a
receiver of the first device based on the configuration of
the plurality of connections to the second device,
wherein the transmitter is in a first SERDES slice of the
plurality of SERDES slices and the receiver is in a sec-
ond SERDES slice of the plurality of SERDES slices.

18. Non-transitory media encoded in logic that includes
instructions for execution and when executed by a processor,
is operable to perform operations comprising:

determining information for a configuration of an interface
of a first device including a plurality of SERDES slices
having a plurality of connections to a second device over
the interface; and

configuring a back channel layer of the first device to form
a back channel path to carry messages between a trans-
mitter and a receiver of the first device based on the
configuration of the plurality of connections to the sec-
ond device, wherein the transmitter is in a first SERDES
slice of the plurality of SERDES slices and the receiver
is in a second SERDES slice of the plurality of SERDES
slices.

19. The media of claim 18, wherein the operations further
comprise:

configuring a back channel layer by configuring a back
channel mapping layer to form a back channel path to
carry the messages between the transmitter and the
receiver.

20. The media of claim 18, wherein the operations further
comprise:

configuring a back channel layer by configuring a back
channel bus and assigning a lane ID to the first SERDES
slice and a recipient ID to the second SERDES slice,
wherein the lane ID and the recipient ID identify the first
SERDES slice.



