a2 United States Patent

US010199045B2

ao) Patent No.: US 10,199,045 B2

Lee et al. 45) Date of Patent: *Feb. 5, 2019
(54) BINAURAL RENDERING METHOD AND Jul. 25,2014 (KR) coveieeee 10-2014-0094746
APPARATUS FOR DECODING MULTI
CHANNEL AUDIO (51) Imt.CL
. . L GI0L 19/008 (2013.01)
(71) Applicant: ERlectronl:cIs a:;l'(ti "tfel(gommunllg;tlons FH04S 700 (2006.01)
esearch Institute, Daejeon (KR) (52) US. CL
(72) Inventors: Yong Ju Lee, Daejeon (KR); Jeong Il CPC ...ccccee. GI10L 19/008 (2013.01); H04S 7/00
Seo, Daejeon (KR); Jae Hyoun Yoo, (2013.01); HO4S 7/30 (2013.01); HO4S
Daejeon (KR); Seung Kwon Beack, 2400/01 (2013.01); H04S 2400/03 (2013.01)
Seoul (KR); Jong Mo Sung, Daejeon (58) Field of Classification Search
(KR); Tae Jin Lee, Dagjeon (KR); CPC oo G10L 19/008; H04S 7/00
Kyeong Ok Kang, Daejeon (KR); Jin Continued
Woong Kim, Daejeon (KR); Tae Jin (Continued)
Parl.(, Daejeon (KR); Dae Young Jang, (56) References Cited
Daejeon (KR); Keun Woo Choi,
Daejeon (KR) U.S. PATENT DOCUMENTS
(73) Assignee: Electronics and Telecommunications 5,436,975 A 7/1995 Lowe et al.
Research Institute, Dagjeon (KR) 5,596,644 A /1997 Abel et al.
(Continued)
(*) Notice: Subject to any disclaimer, the term of this
patent is extended or adjusted under 35 FOREIGN PATENT DOCUMENTS
U.S.C. 154(b) by 0 days.
CN 101809654 A 8/2010
This patent is subject to a terminal dis- TP 2012227647 A 112012
claimer. (Continued)
(21) Appl No.: 15/838.031 Primary Examiner — Gerald Gauthier
. No.: X
(74) Attorney, Agent, or Firm — William Park &
(22) Filed: Dec. 11, 2017 Associates Ltd.
(65) Prior Publication Data (57) ABSTRACT
US 2018/0102131 Al Apr. 12, 2018 Disclosed is a binaural rendering method and apparatus for
Related U.S. Application Data fiecodlng a multlch?lnnel audio mgngl. The binaural rend@r-
ing method may include: extracting an early reflection
(63) Continuation of application No. 15/131,623, filed on component and a late reverberation component from a
Apr. 18, 2016, now Pat. No. 9,842,597, which is a binaural filter; generating a stereo audio signal by perform-
(Continued) ing binaural rendering of a multichannel audio signal base
on the early reflection component; and applying the late
(30) Foreign Application Priority Data reverberation component to the generated stereo audio sig-
nal.
Jul. 25,2013 (KR) .ceovevcrrecrencienen 10-2013-0087919
Sep. 2, 2013 (KR) .eoevcrvecrenienee 10-2013-0104913 12 Claims, 13 Drawing Sheets
Time slots

Nrierfk)

Keony-1

QMF band, k

Kaax-1

* No processing

63




US 10,199,045 B2

Page 2
Related U.S. Application Data 2011/0135098 Al 6/2011 Kuhr et al.
o o 2011/0158416 Al  6/2011 Yuzuriha
continuation of application No. 14/341,554, filed on 2011/0170721 Al*  7/2011 Dickins .......cccooevennen HO04S 7/306
Jul. 25, 2014, now Pat. No. 9,319,819. § 381/309
(58) Field of Classification Search 2011/0211702 AL* 92011 Mundt oo Hoas 3001
USPC ... 84/630; 381/17, 23, 61, 63, 309, 1, 22, 2011/0264456 Al 10/2011 Koppens et al.
381/303; 704/231 2012/0093323 Al 4/2012 Lee et al.
See application file for complete search history. 2013/0202125 A1* 82013 De Sena ............... GIOK%IS; é§
. 2013/0216059 Al 82013 Yoo
(56) References Cited 2013/0268280 Al 10/2013 Galdo et al.
2013/0272527 Al 10/2013 Oomen et al.
U.S. PATENT DOCUMENTS 2014/0037094 Al 2/2014 Ma et al.
. 2014/0072126 Al 3/2014 Uhle et al.
6,180,866 Bl * 1/2001 Kitamura ............. G10H 1/0091 2014/0153727 Al 6/2014 Walsh et al.
84/630 2014/0169568 Al 6/2014 Li et al.
6,970,569 Bl* 11/2005 Yamada 2014/0270216 Al 9/2014 Tsilfidis et al.
7,099,482 B1* 82006 Jot .....cocovcoviiinninns GIO0K 15/12 2014/0348354 Al  11/2014 Christoph et al.
381/17 2014/0355794 Al* 12/2014 Morrell ................... HO04S 7/305
7,215,782 B2 5/2007 Chen 381/303
8,081,762 B2* 12/2011 Ojala .....cccoocnernce. G10L 19/008 2014/0355796 Al  12/2014 Xiang et al.
381/1 2015/0030160 Al*  1/2015 Lee ..ocovovceiinreriennns HO04S 7/00
9,319,819 B2* 4/2016 Lee .ooocovvvvorece... G10L 19/008 381/17
9,842,597 B2* 12/2017 Lee .....cccevvvnnnne. G10L 19/008 2015/0125010 Al 5/2015 Yang et al.
2002/0122559 Al 9/2002 Fay et al. 2015/0199973 Al 7/2015 Borsum et al.
2007/0133831 Al 6/2007 Kim et al. 2015/0256956 Al 9/2015 Jensen et al.
2007/0140498 Al ~ 6/2007 Moon et al. 2015/0350801 Al  12/2015 Koppens et al.
2007/0160219 Al1*  7/2007 Jakka ........cc..cc...... HO04S 3/004 2016/0088407 Al 3/2016 Elmedyb et al.
381/22 2016/0142854 Al 52016 Fueg et al.
2007/0172086 Al 7/2007 Dickins et al. 2016/0232902 Al 82016 Lee et al.
2008/0031462 A1 2/2008 Walsh et al. 2018/0102131 Al*  4/2018 Lee ..cocoovvviinrciriennns HO04S 7/30
2008/0273708 Al1* 11/2008 Sandgren ............... G10K 15/08
381/63
2008/0306720 Al 12/2008 Nicol et al. FOREIGN PATENT DOCUMENTS
2009/0043591 Al 2/2009 Breebaart et al.
2009/0129601 Al 5/2009 Ojala et al. Eﬁ 1020(1)28(7)33%(7) il gggg;
2009/0144063 Al 6/2009 Beack et al. KR 1020100106193 A 10/2010
2009/0281804 Al* 11/2009 Watanabe ............ G10L 19/008 KR 1020110039545 A 49011
704/231
KR 1020130004373 A 1/2013
2010/0094631 Al  4/2010 Engdegard et al. WO 9914983 Al 3/1999
2010/0223061 A1 9/2010 Ojanpera WO 9949574 Al 9/1999
2010/0246832 Al* 9/2010 Villemoes ............ G10L 19/008

381/17

* cited by examiner



U.S. Patent Feb. 5, 2019 Sheet 1 of 13 US 10,199,045 B2

FIG. 1
v 101
Stemo
audio signal
—_— =~ Left channel
Multichannel Binaural
audio signal renderer
R T . »1 Right channel




U.S. Patent Feb. 5, 2019 Sheet 2 of 13 US 10,199,045 B2

FIG. 2

"
/~01

Binaural
renderer

Stereo
audio signal

Left channel

Multichannel Binaural
audio signal renderer
]
Right channel
Binaural
renderer '

Y

202
//

Binaural
filter storage




U.S. Patent Feb. 5, 2019

Sheet 3 of 13

Multichannel

audio signal

Y

302
L

Binaural
filter storage

¥

Binaural
renderer

US 10,199,045 B2

Stereo
audio signal

-~ Right channel

Left channel




US 10,199,045 B2

Sheet 4 of 13

Feb. 5, 2019

U.S. Patent

fouuryd Y3y

[euuRyd 13|

jeudis opne
021315

I2I0pURI
[eaneuigy

* & s @

JOXIW-UMOP
[euuey)

4

20y~

(SpeuuByd )

[eusIs oipne 7
[oUURYD NN 1oy

v "OIA

® & = =

(speuueyo N)
jeudis orpne
JPUUBYOIN A



US 10,199,045 B2

Sheet 5 of 13

Feb. 5, 2019

U.S. Patent

juouoduiod HoURIGIIAII MB7]

jusuodwos
UOHOS[JaL Afiey

Jajapuss

NEIRERY (b
oy
feIneuig

£0¢ %

jerneurg

Idiapualr

jraneurg

- e jouuRyd Iy
sordde
UOTIRIDGIOADN
ey
S [ouuRyd PJory
t0S J jeuds orpne

02131

I0JOpudl

[eIneuIg

<08 J

feudis oipne
JouuBIRINEy

odei0s 3931}
jerneurg




US 10,199,045 B2

Sheet 6 of 13

Feb. 5, 2019

U.S. Patent

usuodwon TOI3819GI0A21 967

susuodiuos

UoHoe(ial ALie

1udde
UOIBIOGIOADT
oje]

- fouueyd Iy fe -

fouuRyD 1397

$09 J

jeudis oipne
021215

J2I2AU00

281038 104y

Ty
jeaneurg

feaneuig

P09 /

€09 J

113puol
[eIneuLg

Y

I0IOpUAI
[eanguig

A e * & a

IONTW-TAOP
[ouuRy.)

JoJopUAL
Jerneurg

L A

atneoenncnncne

|-

<09 %

9 'O

Mow\

reudrs ompne
BLUCHRTTTAY



U.S. Patent Feb. 5, 2019 Sheet 7 of 13 US 10,199,045 B2

Early reflection
— component for
each channel
Binaural Binaural
e

filter filter converter
Late reverberation
component
(applied to stereo
audio signal)




US 10,199,045 B2

Sheet 8 of 13

Feb. 5, 2019

U.S. Patent

€9
Burssoaosd oN -
ﬁ - %QNQM
M - >QQQ.VM
Burssan0lg
qiasayboig
vd
0
(N
e T mosowny T o
8 "Old

¥ ‘pueq JWO



US 10,199,045 B2

Sheet 9 of 13

Feb. 5, 2019

U.S. Patent

spueq AINO +9
‘Spuueyd

IDUIGUIO.)
29 IOXIN

3

ﬂmﬁ.ﬁﬁ@ h:\/wo A?ﬂoov‘\ml Xmﬁch

‘S[ouneyd 7

(1Q.LO) Sutssaoord AL

4

spueq JNQ ANOIY
,mwucaﬁﬂo (4

|

506~

spueq JINO ANOIY
‘SppuuRyd 7

SHBI0FS03 JIOA

urwop JINO -
S w
06 .
3eT TALO |
wen TY.LON N |
(MA4S) Jojes0qianal ...tsam\.t.,
Asuanbay aosredg -
€06~ N
»UM,HZ«.Q@FMH m “
< BUE QM § GQNM m m
(410A) HONN[OAUOD 188] B
urRwop NG w
206~ :

1
i
i
i
g N o,w.wmz ¢ .55&2 X
1
i
1
i

vonezialowered Yryyg

{06

6 OId

sjeudrs indui

— grewop JINO
‘Sppuueyd N

H
kS

sdrdd

e WIELIOP S}

‘sjouuRyd N



U.S. Patent Feb. 5, 2019 Sheet 10 of 13 US 10,199,045 B2

FIG. 10
1001 1002
10 p
Qp— HOA to loud- WspeARER . \Q{gg(\;giﬁ‘ W
; speaker conversion bin:a %ral) - W, »
D
FIG. 11
1101
4

H2B W
(HOA to binaural) ~ WLR




U.S. Patent Feb. 5, 2019 Sheet 11 of 13 US 10,199,045 B2

FI1G. 12

6.15 ~ .

01 -

&
o]
&
T
)

%{WﬁWﬁ%ﬁ%ﬂﬂ%i}%mmmmwmmwmr: A AR B o

Amplitude

-0.05

-0.15 i E

1 H L i 3 H i H 1 1 3
500 1000 1500 2000 2500 3000 3500 4000 4500 35000 5500 6000
Time (ms)




U.S. Patent Feb. 5, 2019 Sheet 12 of 13 US 10,199,045 B2

FIG. 13

0.15

0.1

ol
<
(941

{

|
i WAA, 2
P !.4’*\{\'

i Ly b . )
R

Amplitude
<
[

1
&
oo
hn
{

-0.15 -
§ ] !

£ H : i 1 f
100 2006 300 400 300 600 700 800G 900 1000
Time {ms)




Feb. 35,2019

U.S. Patent

US 10,199,045 B2

Sheet 13 of 13

FIG. 14

098¢

A mpmudeo & 2
< > ; o ’ .
o o i

t‘ T

=
3]
T

<
-
Y

600

! 4

i

‘ .
800 1000 1200 1400
Time (mS)

l

1600

i

1800 2000

ool
<

200 400



US 10,199,045 B2

1
BINAURAL RENDERING METHOD AND
APPARATUS FOR DECODING MULTI
CHANNEL AUDIO

CROSS REFERENCES TO RELATED
APPLICATION

The present application is a continuation of U.S. appli-
cation Ser. No. 15/131,623, filed on Apr. 18, 2016 which is
a continuation of U.S. application Ser. No. 14/341,554 filed
on Jul. 25, 2014, and the present application claims priority
under 35 U.S.C. § 119(a) to Korean application numbers
10-2013-0087919 filed on Jul. 25, 2013, 10-2013-0104913
filed on Sep. 2, 2013, and 10-2014-0094746 filed Jul. 25,
2014, in the Korean Intellectual Property Office, which is
incorporated herein by reference in its entirety.

TECHNICAL FIELD

Embodiments of the following description relate to a
binaural rendering method and apparatus for binaural ren-
dering a multichannel audio signal, and more particularly, to
a binaural rendering method and apparatus that may main-
tain the quality of a multichannel audio signal.

BACKGROUND ART

Currently, with the enhancement in the quality of multi-
media content, content including a multichannel audio sig-
nal having a relatively large number of channels compared
to a 5.1-channel audio signal, such as a 7.1-channel audio
signal, a 10.2-channel audio signal, a 13.2-channel audio
signal, and a 22.2-channel audio signal is increasingly used.
For example, there have been attempts to use a multichannel
audio signal such as a 13.2-channel audio signal in the
movie field and to use a multichannel audio signal such as
a 10.2-channel audio signal and a 22.2-channel audio signal
in a high quality broadcasting field such as an ultra high
definition television (UHDTV).

However, user terminals of individual users may play
back a stereotype audio signal such as a stereo speaker or a
headphone. Accordingly, a high quality multichannel audio
signal needs to be converted to a stereo audio signal that can
be processed at a user terminal.

A down-mixing technology may be utilized for such a
conversion process. Here, the down-mixing technology
according to the related art generally down-mixes a 5.1-
channel or 7.1 channel audio signal to a stereo audio signal.
To this end, by making an audio signal pass a filter such as
a head-related transfer function (HRTF) and a binaural room
impulse response (BRIR) for each channel, a stereotype
audio signal may be extracted.

However, the number of filters increases according to an
increase in the number of channels and, in proportion
thereto, a calculation amount also increases. In addition,
there is a need to effectively apply a channel-by-channel
feature of a multichannel audio signal.

DESCRIPTION OF INVENTION
Subjects

The present invention provides a method and apparatus
that may reduce a calculation amount used for binaural
rendering by optimizing the number of binaural filter when
performing binaural rendering of a multichannel audio sig-
nal.
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2

The present invention also provides a method and appa-
ratus that may minimize a degradation in the sound quality
of a multichannel audio signal and may also reduce a
calculation amount used for binaural rendering, thereby
enabling a user terminal to perform binaural rendering in
real time and to reduce an amount of power used for binaural
rendering.

Solutions

According to an aspect of the present invention, there is
provided a binaural rendering method, including: extracting
an early reflection component and a late reverberation
component from a binaural filter; generating a stereo audio
signal by performing binaural rendering of a multichannel
audio signal base on the early reflection component; and
applying the late reverberation component to the generated
stereo audio signal.

The generating of the stereo audio signal may include
generating the stereo audio signal by performing binaural
rendering of a multichannel audio signal of M channels
down-mixed from a multichannel audio signal of N chan-
nels.

The generating of the stereo audio signal may include
performing binaural rendering of the multichannel audio
signal by applying the early reflection component for each
channel of the multichannel audio signal.

The generating of the stereo audio signal may include
independently performing binaural rendering on each of a
plurality of monotype audio signals constituting the multi-
channel audio signal.

The extracting of the early reflection component and the
late reverberation component may include extracting the
early reflection component and the late reverberation com-
ponent from the binaural filter by analyzing a binaural room
impulse response (BRIR) for binaural rendering.

The extracting of the early reflection component and the
late reverberation component may include extracting the
early reflection component and the late reverberation com-
ponent frequency-dependently transited by analyzing a late
reverberation time based on a BRIR of the stereo audio
signal generated from the multichannel audio signal.

According to another aspect of the present invention,
there is provided a binaural rendering method, including:
extracting an early reflection component and a late rever-
beration component from a binaural filter; down-mixing a
multichannel audio signal of N channels to a multichannel
audio signal of M channels; generating a stereo audio signal
by applying the early reflection component for each of M
channels of the down-mixed multichannel audio signal and
thereby performing binaural rendering; and applying the late
reverberation component to the generated stereo audio sig-
nal.

The generating of the stereo audio signal may include
independently performing binaural rendering on each of a
plurality of monotype audio signals constituting the multi-
channel audio signal of M channels.

The extracting of the early reflection component and the
late reverberation component may include extracting the
early reflection component and the late reverberation com-
ponent from the binaural filter by analyzing a BRIR for
binaural rendering.

The extracting of the early reflection component and the
late reverberation component may include extracting the
early reflection component and the late reverberation com-
ponent frequency-dependently transited by analyzing a late
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reverberation time based on a BRIR of the stereo audio
signal generated from the multichannel audio signal.

According to still another aspect of the present invention,
there is provided a binaural rendering apparatus, including:
a binaural filter converter configured to extract an early
reflection component and a late reverberation component
from a binaural filter; a binaural renderer configured to
generate a stereo audio signal by performing binaural ren-
dering of a multichannel audio signal base on the early
reflection component; and a late reverberation applier con-
figured to apply the late reverberation component to the
generated stereo audio signal.

The binaural renderer may generate the stereo audio
signal by performing binaural rendering of a multichannel
audio signal of M channels down-mixed from a multichan-
nel audio signal of N channels.

The binaural renderer may perform binaural rendering of
the multichannel audio signal by applying the early reflec-
tion component for each channel of the multichannel audio
signal.

The binaural renderer may independently perform binau-
ral rendering on each of a plurality of monotype audio
signals constituting the multichannel audio signal.

The binaural filter converter may extract the early reflec-
tion component and the late reverberation component from
the binaural filter by analyzing a BRIR for binaural render-
ing.

The binaural filter converter may extract the early reflec-
tion component and the late reverberation component fre-
quency-dependently transited by analyzing a late reverbera-
tion time based on a BRIR of the stereo audio signal
generated from the multichannel audio signal.

The binaural rendering apparatus may further include a
binaural filter storage configured to store the binaural filter
for binaural rendering.

Effects of the Invention

According to embodiments of the present invention it is
possible to reduce a calculation amount used for binaural
rendering by optimizing the number of binaural filter when
performing binaural rendering of a multichannel audio sig-
nal.

According to embodiments of the present invention it is
possible to minimize a degradation in the sound quality of a
multichannel audio signal and to reduce a calculation
amount used for binaural rendering, thereby enabling a user
terminal to perform binaural rendering in real time and to
reduce an amount of power used for binaural rendering.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 illustrates a binaural rendering apparatus for ren-
dering a multichannel audio signal to a stereo audio signal
according to an embodiment.

FIG. 2 illustrates a binaural rendering apparatus employ-
ing a binaural filter according to an embodiment.

FIG. 3 illustrates a binaural rendering apparatus employ-
ing a binaural filter according to another embodiment.

FIG. 4 illustrates a binaural rendering apparatus for down-
mixing and then performing binaural rendering of a multi-
channel audio signal according to an embodiment.

FIG. 5 illustrates a binaural rendering apparatus for apply-
ing a late reverberation component extracted from a binaural
filter according to an embodiment.
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FIG. 6 illustrates a binaural rendering apparatus for apply-
ing a late reverberation component extracted from a binaural
filter according to an embodiment.

FIG. 7 illustrates a detailed operation of a binaural filter
converter according to an embodiment.

FIG. 8 illustrates a binaural rendering processing area in
a frequency domain according to an embodiment.

FIG. 9 illustrates an example of performing binaural
rendering in a frequency domain according to an embodi-
ment.

FIG. 10 illustrates an example of performing binaural
rendering in a time domain according to an embodiment.

FIG. 11 illustrates another example of performing binau-
ral rendering in a time domain according to an embodiment.

FIG. 12 is a graph showing an output result of a binaural
filter according to an embodiment.

FIG. 13 is a graph showing an early reflection component
according to an embodiment.

FIG. 14 is a graph showing a late reverberation compo-
nent according to an embodiment.

DETAILED DESCRIPTION TO CARRY OUT
THE INVENTION

Hereinafter, embodiments will be described with refer-
ence to the accompanying drawings.

A binaural rendering apparatus described with reference
to FIGS. 1 through 10 may be included in a decoder
configured to process a multichannel audio signal. The
decoder may correspond to a playback device configured to
play back the multichannel audio signal or may be included
in the playback device. Meanwhile, when the binaural
rendering apparatus performs binaural rendering of a mul-
tichannel audio signal and thereby generates a stereo audio
signal, the stereo audio signal may be played back through
a 2-channel speaker or headphone.

FIG. 1 illustrates a binaural rendering apparatus for ren-
dering a multichannel audio signal to a stereo audio signal
according to an embodiment.

Referring to FIG. 1, a multichannel audio signal of N
channels may be input to a binaural renderer 101. The
binaural renderer 101 may generate a stereo audio signal by
performing binaural rendering of the multichannel audio
signal. The binaural renderer 101 may perform binaural
rendering of the multichannel audio signal of N channels as
is or may perform binaural rendering of a multichannel
audio signal of M channels down-mixed from the multi-
channel audio signal of N channels. Here, the binaural
renderer 101 may generate the stereo audio signal by apply-
ing a binaural filter to the multichannel audio signal.

The binaural renderer 101 may perform binaural render-
ing in a time domain, a frequency domain, or a quadrature
mirror filter (QMF) domain. The binaural renderer 101 may
apply a binaural filter to each of a plurality of mono audio
signals constituting the multichannel audio signal. Here, the
binaural renderer 101 may generate a stereo audio signal for
each channel using a binaural filter corresponding to a
playback location of each channel-by-channel audio signal.

FIG. 2 illustrates a binaural rendering apparatus employ-
ing a binaural filter according to an embodiment.

Referring to FIG. 2, the binaural rendering apparatus may
include a plurality of binaural renderers 201 and a binaural
filter storage 202. Here, each of the plurality of binaural
renderers 201 may generate a stereo audio signal for each
channel by applying a binaural filter for each channel of a
multichannel audio signal.
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Here, a binaural filter may be extracted from the binaural
filter storage 202. The binaural rendering apparatus may
generate a final stereo audio signal by separating and thereby
mixing the generated stereo audio signal for a left channel
and a right channel.

FIG. 3 illustrates a binaural rendering apparatus employ-
ing a binaural filter according to another embodiment.

Referring to FIG. 3, the binaural rendering apparatus may
include a binaural renderer 301 and a binaural filter storage
302. The binaural renderer 301 may generate a stereo audio
signal by applying a binaural filter to a multichannel audio
signal.

That is, the binaural rendering apparatus of FIG. 2 may
generate a stereo audio signal for each channel by process-
ing a multichannel audio signal for each channel and then
separate and thereby mix the generated stereo audio signal
for a left channel and a right channel. Meanwhile, the
binaural rendering apparatus of FIG. 3 may generate a single
stereo audio signal by processing a multichannel audio
signal with respect to the entire channels.

FIG. 4 illustrates a binaural rendering apparatus for down-
mixing and then performing binaural rendering of a multi-
channel audio signal according to an embodiment.

Referring to FIG. 4, the binaural rendering apparatus may
include a channel down-mixer 401 and a binaural renderer
402. The channel down-mixer 401 may generate a multi-
channel audio signal of M channels by down-mixing a
multichannel audio signal of N channels. For example, when
N=22.2, M may be 10.2 or 8.1.

The binaural renderer 402 may generate a stereo audio
signal by applying a binaural filter to the down-mixed
multichannel audio signal of M channels. Here, the binaural
renderer 402 may perform binaural rendering using a con-
volution method in a time domain, a fast Fourier transform
(FFT) calculation method in a frequency domain, and a
calculation method in a QMF domain.

FIG. 5 illustrates a binaural rendering apparatus for apply-
ing a late reverberation component extracted from a binaural
filter according to an embodiment.

Referring to FIG. 5, the binaural rendering apparatus may
include a plurality of binaural renderers 501, a binaural filter
storage 502, a binaural filter converter 503, and a late
reverberation applier 504.

The plurality of binaural renderers 501 may perform
binaural rendering of a multichannel audio signal. Here, the
plurality of binaural renderers 501 may perform binaural
rendering for each channel of the multichannel audio signal.
For example, the plurality of binaural renderers 501 may
perform binaural rendering using an earl reflection compo-
nent for each channel, transferred from the binaural filter
converter 503.

The binaural filter storage 502 may store a binaural filter
for binaural rendering of the multichannel audio signal. The
binaural filter converter 503 may generate a binaural filter
including an early reflection component and a late rever-
beration component by converting the binaural filter trans-
ferred from the binaural filter storage 502. Here, the early
reflection component and the late reverberation component
may correspond to a filter coefficient of the converted
binaural filter.

The early reflection component may be used when the
binaural renderer 501 performs binaural rendering of the
multichannel audio signal. The late reverberation applier
504 may apply, to a finally generated stereo audio signal, the
late reverberation component generated by the binaural filter
converter 503, thereby providing a three-dimensional (3D)
effect such as a space sense to the stereo audio signal.
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In this instance, the binaural filter converter 503 may
analyze the binaural filter stored in the binaural filter storage
502 and thereby generate a converted binaural rendering
filter capable of minimizing an effect against the sound
quality of the multichannel audio signal and reducing a
calculation amount using the binaural filter.

As an example, the binaural filter converter 503 may
convert a binaural filter by analyzing the binaural filter, by
extracting data having a valid meaning and data having an
invalid meaning from perspective of the multichannel audio
signal, and then by deleting the data having the invalid
meaning. As another example, the binaural filter converter
503 may convert a binaural filter by controlling a reverbera-
tion time.

Consequently, the binaural rendering apparatus of FIG. 5
may separate a binaural filter into an early reflection com-
ponent and a late reverberation component by analyzing a
BRIR for binaural rendering of a multichannel audio signal.
In this case, the binaural rendering apparatus may apply the
early reflection component for each channel of the multi-
channel audio signal when performing binaural rendering.
The binaural rendering apparatus may apply the late rever-
beration component to the stereo audio signal generated
through binaural rendering.

Accordingly, since only the early reflection component
extracted from the binaural filter is used to perform binaural
rendering, a calculation amount used for binaural rendering
may be reduced. The late reverberation component extracted
from the binaural filter is applied to the stereo audio signal
generated through binaural rendering and thus, a space sense
of the multichannel audio signal may be maintained.

FIG. 6 illustrates a binaural rendering apparatus for apply-
ing a late reverberation component extracted from a binaural
filter according to an embodiment.

Referring to FIG. 6, the binaural rendering apparatus may
include a channel down-mixer 601, a plurality of binaural
renderers 602, a binaural filter storage 603, a binaural filter
converter 604, and a late reverberation applier 605.

The binaural rendering apparatus of FIG. 6 includes the
channel down-mixer 601, which differs from the binaural
rendering apparatus of FIG. 5, and a remaining configuration
is identical. The channel down-mixer 601 may generate a
multichannel audio signal of M channels by down-mixing a
multichannel audio signal of N channels. Here, N>M. The
remaining configuration of the binaural rendering apparatus
of FIG. 6 may refer to the description of FIG. 5.

FIG. 7 illustrates a detailed operation of a binaural filter
converter according to an embodiment.

A binaural filter converter 701 may separate a binaural
filter into an early reflection component and a late rever-
beration component by analyzing the binaural filter. The
early reflection component may be applied for each channel
of the multichannel audio signal and used when performing
binaural rendering. Meanwhile, the late reverberation com-
ponent may be applied to a stereo audio signal generated
through binaural rendering and thus, the stereo audio signal
may provide a 3D effect such as a space sense of the
multichannel audio signal.

FIG. 8 illustrates a binaural rendering processing area in
a frequency domain according to an embodiment.

According to an embodiment, it is possible to generate a
stereo audio signal capable of providing a surround sound
effect through a 2-channel headphone by performing binau-
ral rendering in the frequency domain. A multichannel audio
signal corresponding to a QMF domain may be input to
binaural rendering that operates in the frequency domain. A
BRIR may be converted to complex QMF domain filters.
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Referring to FIG. 8, a binaural renderer operating in the
frequency domain may include three detailed constituent
elements. The binaural renderer may perform binaural ren-
dering using a variable order filtering in frequency domain
(VOFF), a sparse frequency reverberator (SFR), and a QMF
domain Tapped-Delay Line (QTDL).

Referring to FIG. 8, in an initial stage, the VOFF and the
SFR are performed based on N, (k). In a subsequent
stage, RT4,(k) of late reverberation operates and the SFT
partially operates. Although the QTDL operates over the
entire time, the QTDL is performed only in a predetermined
QMF band (k).

FIG. 9 illustrates an example of performing binaural
rendering in a frequency domain according to an embodi-
ment.

Referring to FIG. 9, a multichannel audio signal of N
channels may be input to a binaural renderer. Here, the
multichannel audio signal corresponds to a QMF domain.
Also, a BRIR of N channels corresponding to the time
domain may be input. The BRIR may be parameterized
through BRIR parameterization 901, and may be used to
perform a VOFF 902, an SFR 903, and a QTDL 904.

Referring to FIG. 9, the VOFF 902 may perform fast
convolution in a QMF domain. A BRIR of the QMF domain
may include a direct sound and an early reflection sound.
Here, it may be determined that the initial reflection sound
is transited to a late reverberation N, through a bandwise
reverberation time analysis. An audio signal of the QMF
domain and the direct sound and the early reflection sound
of the QMF domain may be processed according to a
bandwise partitioned fast convolution for binaural render-
ing. A filter order of the BRIR of the QMF domain is
frequency-dependent and may be expressed using the VOFF
902.

The SFR 903 may be used to generate a late reverberation
component of the QMF domain of 2 channels. A waveform
of the late reverberation component is based on a stereo
audio signal down-mixed from the multichannel audio sig-
nal, and an amplitude of the late reverberation component
may be adaptively scaled based on a result of analyzing the
multichannel audio signal. The SFR 903 may output the late
reverberation component based on an input signal of the
QMF domain in which a signal frame of the multichannel
audio signal is down-mixed to a stereo type, a frequency-
dependent reverberation time, and an energy value induced
from BRIR meta information.

The SFR 903 may determine that the late reverberation
component is frequency-dependently transited from the
early reflection component by analyzing a late reverberation
time of a BRIR of a stereo audio signal. To this end, an
attenuation in energy of a BRIR obtained in a complex-
valued QMF domain may be induced from a late reverbera-
tion time in which transition from the early reflection
component to the late reverberation component is analyzed.

The VOFF 902 and the SFR 903 may operate ink__,,, of
a frequency band. The QTDL 904 may be used to process a
frequency band higher than a high frequency band. In a
frequency band (k,,..—k..,,) in which the QTDL 904 is
used, the VOFF 902 and a QMF domain reverberator may be
turned off

Processing results of the VOFF 902, the SFR 903, and the
QTDL 904 may be mixed and be coupled for the respective
2 channels through a mixer and combiner 905. Accordingly,
a stereo audio signal having 2 channels is generated through
binaural rendering of FIG. 9, and the generated stereo audio
signal has 64 QMF bands.
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Each of constituent elements described with reference to
FIG. 9 may be processed by a single processor, or may be
processed by a plurality of processors corresponding to each
constituent element.

FIG. 10 illustrates an example of performing binaural
rendering in a time domain according to an embodiment.

Performing binaural rendering in a time domain may be
used to generate a 3D audio signal for a headphone. A
process of performing binaural rendering in the time domain
may indicate a process of converting a loudspeaker signal
W, eater 10 @ stereo audio signal W, .

Here, binaural rendering in the time domain may be
performed based on a binaural parameter individually
induced from a BRIR with respect to each loudspeaker
location €,z

Referring to FIG. 10, in operation 1001, a high order
Ambisonics (HOA) signal C may be converted to the
loudspeaker signal W, .., based on a HOA rendering
matrix D. The loudspeaker signal W, ., may be converted
to the stereo audio signal W using a binaural filter.

Transition from an initial reflection component to a late
reverberation component may occur based on a predeter-
mined number of QMF bands. Also, frequency-dependent
transmission from the initial reflection component to the late
reverberation component may occur in the time domain.

FIG. 11 illustrates another example of performing binau-
ral rendering in a time domain according to an embodiment.

Referring to FIG. 11, binaural rendering in the time
domain may indicate a process of converting a HOA signal
C to a stereo audio signal W, based on a binaural param-
eter.

FIG. 12 is a graph showing an output result of a binaural
filter according to an embodiment.

FIG. 13 is a graph showing an early reflection component
according to an embodiment.

FIG. 14 is a graph showing a late reverberation compo-
nent according to an embodiment.

A result of FIG. 12 may be induced by combining results
of FIGS. 13 and 14.

According to an embodiment, when performing binaural
rendering of a multichannel audio signal available in a
personal computer (PC), a digital multimedia broadcasting
(DMB) terminal, a digital versatile disc (DVD) player, and
a mobile terminal, the binaural rendering may be performed
by separating an initial reflection component and a late
reverberation component from a binaural filter and then
using the initial reflection component. Accordingly, it is
possible to achieve an effect in reducing a calculation
amount used when performing binaural rendering without
nearly affecting the sound quality of the multichannel audio
signal. Since the calculation amount used for binaural ren-
dering decreases, a user terminal may perform binaural
rendering of the multichannel audio signal in real time. In
addition, when the user terminal performs binaural render-
ing, an amount of power used at the user terminal may also
be reduced.

The units described herein may be implemented using
hardware components and software components. For
example, the hardware components may include micro-
phones, amplifiers, band-pass filters, audio to digital con-
vertors, and processing devices. A processing device may be
implemented using one or more general-purpose or special
purpose computers, such as, for example, a processor, a
controller and an arithmetic logic unit, a digital signal
processor, a microcomputer, a field programmable array, a
programmable logic unit, a microprocessor or any other
device capable of responding to and executing instructions
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in a defined manner. The processing device may run an
operating system (OS) and one or more software applica-
tions that run on the OS. The processing device also may
access, store, manipulate, process, and create data in
response to execution of the software. For purpose of
simplicity, the description of a processing device is used as
singular; however, one skilled in the art will appreciated that
a processing device may include multiple processing ele-
ments and multiple types of processing elements. For
example, a processing device may include multiple proces-
sors or a processor and a controller. In addition, different
processing configurations are possible, such a parallel pro-
Cessors.

The software may include a computer program, a piece of
code, an instruction, or some combination thereof, to inde-
pendently or collectively instruct or configure the processing
device to operate as desired. Software and data may be
embodied permanently or temporarily in any type of
machine, component, physical or virtual equipment, com-
puter storage medium or device, or in a propagated signal
wave capable of providing instructions or data to or being
interpreted by the processing device. The software also may
be distributed over network coupled computer systems so
that the software is stored and executed in a distributed
fashion. The software and data may be stored by one or more
non-transitory computer readable recording mediums.

The above-described embodiments of the present inven-
tion may be recorded in non-transitory computer-readable
media including program instructions to implement various
operations embodied by a computer. The media may also
include, alone or in combination with the program instruc-
tions, data files, data structures, and the like. Examples of
non-transitory computer-readable media include magnetic
media such as hard disks, floppy disks, and magnetic tape;
optical media such as CD ROM disks and DVDs; magneto-
optical media such as floptical disks; and hardware devices
that are specially configured to store and perform program
instructions, such as read-only memory (ROM), random
access memory (RAM), flash memory, and the like.
Examples of program instructions include both machine
code, such as produced by a compiler, and files containing
higher level code that may be executed by the computer
using an interpreter. The described hardware devices may be
configured to act as one or more software modules in order
to perform the operations of the above-described embodi-
ments of the present invention, or vice versa.

A number of examples have been described above. Nev-
ertheless, it should be understood that various modifications
may be made. For example, suitable results may be achieved
if the described techniques are performed in a different order
and/or if components in a described system, architecture,
device, or circuit are combined in a different manner and/or
replaced or supplemented by other components or their
equivalents. Accordingly, other implementations are within
the scope of the following claims.

EXPLANATION OF SYMBOLS

501: binaural renderer

502: binaural filter storage

503: binaural filter converter

504: late reverberation applier

What is claimed is:

1. A binaural renderer in time domain, comprising:

one or more processor configured to:

identify an early reflection and a late reverberation for a
binaural rendering;
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perform binaural rendering to convert a multichannel
signal to a stereo signal based on the early reflection
and the late reverberation,

wherein the binaural rendering for a frequency-domain is

performed using a variable order filtering in frequency
domain (VOFF), a sparse frequency reverberator
(SFR), and a quadrature mirror filter (QMF) domain
Tapped-Delay Line (QTDL).

2. The binaural renderer of claim 1, wherein the binaural
rendering is performed based on binaural parameter with
respect to each loudspeaker location of the multichannel
signal.

3. The binaural renderer of claim 1, wherein the binaural
rendering is performed by applying the late reverberating
after applying the early reflection into the multichannel
signal.

4. The binaural renderer of claim 1, wherein the late
reverberation is extracted based on a binaural room impulse
response (BRIR) for binaural rendering.

5. A binaural renderer in frequency domain, comprising:

one or more processor configured to:
determine an early reflection and a late reverberation for
a binaural rendering;

convert a multichannel audio signal to a stereo audio
signal by performing binaural rendering for the multi-
channel audio signal,

wherein the binaural rendering is performed based on

early reflection and late reverberation,
wherein the binaural rendering for a frequency-domain is
performed using a variable order filtering in frequency
domain (VOFF), a sparse frequency reverberator
(SFR), and a quadrature mirror filter (QMF) domain
Tapped-Delay Line (QTDL).
6. The binaural renderer of claim 5, wherein the early
reflection is processed based on bandwise partitioned con-
volution for binaural rendering.
7. The binaural renderer of claim 5, wherein the early
reflection is determined based on a binaural room impulse
responses (BRIR) in the frequency domain.
8. The method of claim 5, wherein the late reverberation
is scaled based on a result of the analyzing the multichannel
audio signal.
9. A binaural rendering in time domain, comprising:
determining an early reflection and a late reverberation for
a binaural rendering;

converting a multichannel audio signal to a stereo audio
signal by performing binaural rendering for the multi-
channel audio signal,

wherein the binaural rendering is performed based on

early reflection and late reverberation,

wherein the binaural rendering for a frequency-domain is

performed using a variable order filtering in frequency
domain (VOFF), a sparse frequency reverberator
(SFR), and a quadrature mirror filter (QMF) domain
Tapped-Delay Line (QTDL).

10. The binaural rendering method of claim 9, wherein the
early reflection is processed based on bandwise partitioned
convolution for binaural rendering.

11. The binaural rendering method of claim 9, wherein the
early reflection is determined based on a binaural room
impulse responses (BRIR) in the frequency domain.

12. The binaural rendering method of claim 9, wherein the
late reverberation is scaled based on a result of the analyzing
the multichannel audio signal.
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