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(57) ABSTRACT

An image classification method is provided. The method
includes: inputting a to-be-classified image into a plurality
of neural network models; obtaining data output by multiple
non-input layers specified by each neural network model to
generate a plurality of image features corresponding to the
plurality of neural network models; respectively inputting
the plurality of corresponding image features into linear
classifiers, each of the linear classifiers being trained by one
of the plurality of neural network models for determining
whether an image belongs to a preset class; obtaining, using
each neural network model, a corresponding probability that
the to-be-classified image comprises an object image of the
preset class; and determining, according to each obtained
probability, whether the to-be-classified image includes the
object image of the preset class.

202
A

Input a to-be-classified image into a plurality of different neural
network models, to obtain data output by a plurality of non-input
layers specified by each neural network model to generate a
plurality of corresponding image features

A

204
P

Separately input the plurality of image features into a linear
classifier, configured to determine a preset class, corresponding to
each neural network model, to obtain a corresponding probability

that the to-be-classified image includes an object image of the
preset class, the linear classifier being obtained by training
according to a feature extracted by a corresponding neural
network model from a corresponding training image

206
L

Determine, according to cach obtained probability, whether the to-
be-classified image includes the object image of the preset class
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Input a to-be-classified image into a plurality of different neural
network models, to obtain data output by a plurality of non-input
layers specified by each neural network model to generate a
plurality of corresponding image features

l 204

Scparatcly input the plurality of image features into a lincar
classifier, configured to determine a preset class, corresponding to
each neural network model, to obtain a corresponding probability

that the to-be-classified image includes an object image of the
preset class, the linear classifier being obtained by training
according to a [eature extracted by a corresponding neural
network model from a corresponding training image
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Determine, according to each obtained probability, whether the to-
be-classitied image includes the object image of the presct class

FIG. 2
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J 502

Input a to-be-classified image into each neural network
model

+ 504

Obtain vectors output by a plurality of layers specified in an
intermediate layer and an output layer of each neural
network model

+ 306

Stitch vectors of different layers of each neural network
model to obtain a plurality of image features separately
corresponding to each neural network model
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702

Traverse a to-be-classified image by using a window to extract window
images and scale the window images to a same size

Input each window image into a retrained neural network model and obtain
data output by a non-input layer to generate a window image feature

v 706

Separately input each window image feature into a linear classifier,
configured to determine a preset class, corresponding to the retrained
neural network model and obtain, according to a result output by the
corresponding linear classifier, a probability that each window image

includes an object image of the preset class

I 708

Select a first probability with a maximum value from probabilities
corresponding to the window images

v 710

Select a second probability with a maximum value trom the selected first
probability and a probability corresponding to an original neural network
model

v T2

Calculate a weighted average of the selected second probability and the
probability corresponding to the retrained neural network model

v P 714

Determine, according to a relationship between the weighted average and a
probability threshold corresponding to the preset class, whether the to-be-
classified image includes the object image of the preset class.

FI1G. 7
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IMAGE CLASSIFICATION METHOD,
ELECTRONIC DEVICE, AND STORAGE
MEDIUM

CROSS-REFERENCES TO RELATED
APPLICATIONS

[0001] This application is a continuation application of
PCT Patent Application No. PCT/CN2016/083064, filed on
May 23, 2016, which claims priority to Chinese Patent
Application No. 201510921073.9, entitled “IMAGE CLAS-
SIFICATION METHOD AND APPARATUS” filed with the
Patent Office of China on Dec. 11, 2015, the entire contents
of both of which are incorporated herein by reference.

FIELD OF THE TECHNOLOGY

[0002] The present disclosure relates to the field of com-
puter visual technologies, and in particular, to an image
classification method, an electronic device, and a storage
medium.

BACKGROUND OF THE DISCLOSURE

[0003] An image classification method is an image pro-
cessing method for distinguishing objects of different classes
according to different features reflected in image informa-
tion and specifically, is using a computer to perform quan-
titative analysis on an image to classifying the image or each
pixel or region in the image into one of several classes to
replace visual interpretation of a person. After the image is
classified, various applications, such as image retrieval,
video surveillance, and image-related semantic analysis,
may be further performed according to a classification result.
[0004] Currently, a neural network model may be used to
implement relatively accurate image classification. How-
ever, with continuous expansion and refinement of image
classification applications, requirements on accuracy of
image classification are continuously raised. Therefore, how
to improve accuracy of image classification is an important
problem that needs to be resolved currently.

SUMMARY

[0005] According to various embodiments of the present
application, an image classification method capable of
improving accuracy of image classification, an electronic
device, and a storage medium are provided.

[0006] An image classification method includes: inputting
a to-be-classified image into a plurality of neural network
models; obtaining data output by multiple non-input layers
specified by each neural network model to generate a
plurality of image features corresponding to the plurality of
neural network models; respectively inputting the plurality
of corresponding image features into linear classifiers, each
of the linear classifiers being trained by one of the plurality
of neural network models for determining whether an image
belongs to a preset class; obtaining, using each neural
network model, a corresponding probability that the to-be-
classified image comprises an object image of the preset
class; and determining, according to each obtained prob-
ability, whether the to-be-classified image includes the
object image of the preset class.

[0007] An electronic device includes a memory and a
processor, the memory storing instructions, which, when
being executed by the processor, cause the processor to
perform the following steps: inputting a to-be-classified
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image into a plurality of neural network models; obtaining
data output by multiple non-input layers specified by each
neural network model to generate a plurality of image
features corresponding to the plurality of neural network
models; respectively inputting the plurality of corresponding
image features into linear classifiers, each of the linear
classifiers being trained by one of the plurality of neural
network models for determining whether an image belongs
to a preset class; obtaining, using each neural network
model, a corresponding probability that the to-be-classified
image comprises an object image of the preset class; and
determining, according to each obtained probability,
whether the to-be-classified image includes the object image
of the preset class.

[0008] A computer readable non-volatile storage mediums
store computer readable instructions, which, when being
executed by one or more processors, cause the one or more
processors to perform the following steps: inputting a to-be-
classified image into a plurality of neural network models;
obtaining data output by multiple non-input layers specified
by each neural network model to generate a plurality of
image features corresponding to the plurality of neural
network models; respectively inputting the plurality of cor-
responding image features into linear classifiers, each of the
linear classifiers being trained by one of the plurality of
neural network models for determining whether an image
belongs to a preset class; obtaining, using each neural
network model, a corresponding probability that the to-be-
classified image comprises an object image of the preset
class; and determining, according to each obtained prob-
ability, whether the to-be-classified image includes the
object image of the preset class.

[0009] Details of one or more embodiments of the present
disclosure are provided below in the accompanying draw-
ings and descriptions. Other features, objectives, and advan-
tages of this disclosure become apparent with reference to
the specification, the accompanying drawings, and the
claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] To describe the technical solutions of the embodi-
ments of the present disclosure or the existing technology
more clearly, the following briefly introduces the accompa-
nying drawings required for describing the embodiments or
the existing technology. Apparently, the accompanying
drawings in the following description show only some
embodiments of the present disclosure, and a person of
ordinary skill in the art may still derive other drawings from
these accompanying drawings without creative efforts.
[0011] FIG. 1 is a schematic structural diagram of an
electronic device for implementing an image classification
method in an embodiment;

[0012] FIG. 2 is a flowchart of an image classification
method in an embodiment;

[0013] FIG. 3 is a schematic structural diagram of a
simplified neural network model in a specific instance;
[0014] FIG. 4 is a schematic diagram of a curve of a
mapping function in an embodiment;

[0015] FIG. 5 is a flowchart of a step of inputting a
to-be-classified image into a plurality of different neural
network models to obtain data output by a plurality of
non-input layers specified by each neural network model to
generate a plurality of corresponding image features;
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[0016] FIG. 6 is a schematic diagram of outputting a
probability matrix when inputting a training image larger
than a standard size during retraining a neural network
model in an embodiment;

[0017] FIG. 7 is a flowchart of determining whether a
to-be-classified image includes an object image of a preset
class according to each obtained probability in an embodi-
ment;

[0018] FIG. 8is a structural block diagram of an electronic
device in an embodiment;

[0019] FIG. 9 is a structural block diagram of an image
feature extraction module of an electronic device in an
embodiment;

[0020] FIG. 10 is a structural block diagram of an elec-
tronic device in another embodiment;

[0021] FIG. 11 is a structural block diagram of a deter-
mining module of an electronic device in an embodiment.

DESCRIPTION OF EMBODIMENTS

[0022] To make the objectives, technical solutions, and
advantages of the present disclosure more comprehensible,
the present disclosure is described below in further detail
with reference to the accompanying drawings and embodi-
ments. It should be understood that the specific embodi-
ments described therein are merely used for explaining the
present disclosure instead of limiting the present disclosure.
[0023] As shown in FIG. 1, in an embodiment, an elec-
tronic device for implementing an image classification
method is provided, including a processor, a non-volatile
storage medium, and an internal memory that are connected
through a system bus. The processor has a calculation
function and a function of controlling the electronic device
to work, and the processor is configured to execute an image
classification method. The non-volatile storage medium
includes at least one of a magnetic storage medium, an
optical storage medium, and a flash storage medium, and the
non-volatile storage medium stores an operating system.
The non-volatile storage medium and the internal memory
may store a computer readable instruction, and when
executed by the processor, the computer readable instruction
may cause the processor to execute an image classification
method.

[0024] As shown in FIG. 2, in an embodiment, an image
classification method is provided. In this embodiment,
applying the method to the electronic device shown in FIG.
1 is used as an example for description. The method spe-
cifically includes the following steps:

[0025] Step 202: Input a to-be-classified image into a
plurality of different neural network models, to obtain data
output by a plurality of non-input layers specified by each
neural network model to generate a plurality of correspond-
ing image features.

[0026] The to-be-classified image is an image that needs to
be classified and may be carried in a picture preset format,
and for example, the preset format may be the JPEG format,
the PNG format, the BMP format, GIF format, or the like.
The neural network model, also referred to as Artificial
Neural Networks (ANNs), is a machine learning model
simulating a brain structure. In the field of machine learning,
a neural network is usually used to model a relatively
complex task. Dimensions, including a depth and a width, of
the neural network are all adjustable and depend on an
application field and the scale of the problem. Because of a
powerful expression capability, the neural network is widely
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used in application fields such as voice recognition, image
classification, facial recognition, natural language process-
ing, and advertising.

[0027] In the simplified neural network model as shown in
FIG. 3, a structure of the neural network model includes a
plurality of layers, the first layer is an input layer, the last
layer is an output layer, there is no intermediate layer or a
plurality of intermediate layers in the middle and each layer
includes one or more nodes. Dimensions of the input layer
depend on a quantity of input variables, and dimensions of
the output layer depend on a quantity of classification
classes. An implicit layer includes a plurality of neurons, and
complexity and an expression capability of the neural net-
work model may be adjusted by adjusting a quantity of
neurons. Generally, a wider and/or deeper neural network
has a stronger modeling capability.

[0028] A plurality of neural network models includes at
least two neural network models, different neural network
models are mainly trained by using different training sets,
and the different training sets indicate that training images in
the training sets are different. Certainly, existence of a small
number of same training images in different training sets is
also acceptable. The training image is an image whose class
is known. Non-output layers of different neural network
models may have a uniform architecture, and specifically,
the non-output layers may include a same quantity of layers
and have a same width. The architecture herein does not
include a coefficient for connecting different layers. The
non-output layer indicates an input layer and an intermediate
layer, and the non-input layer indicates an intermediate layer
and an output layer. The output layer includes a plurality of
nodes.

[0029] Preferably, the neural network model may be a
convolutional neural network model. In the convolutional
neural network model, a connection relationship between
neurons of two adjacent layers changes from original full
connection to connection between each neuron and only a
few neurons, and a connection coefficient (or referred to as
a weight) is the same between neurons and is referred to as
a shared convolution kernel or a shared weight. Such a
connection manner similar to a convolution can greatly
reduce a quantity of learned parameters, by means of which
some features with invariance are learned, is very suitable
for processing image data, and is used to further improve
classification accuracy during image classification.

[0030] A to-be-classified image is input into output layers
of a plurality of different neural network models to obtain
data output by at least one layer in an intermediate layer and
an output layer of each neural network model, preferably,
data output by at least two layers in an intermediate layer
and an output layer of each neural network model may be
obtained, and a plurality of image features having one-to-
one correspondence with each neural network model is
generated according to the obtained data. An output layer of
a neural network model may output a probability that a
to-be-classified image belongs to a preset class, and each
node of the output layer represents a preset class.

[0031] When data output by a non-input layer is obtained,
the non-input layer is preferably selected in a direction from
an output layer to an input layer, for example, the output
layer and the last-but-one are selected, or the output layer,
the last-but-one layer, and the last-but-two layer are selected.
[0032] Step 204: Respectively input the plurality of image
features into linear classifiers, to obtain a corresponding
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probability that the to-be-classified image includes an object
image of the preset class, each of the linear classifiers being
trained by one of the plurality of neural network models for
determining whether an image belongs to a preset class.
[0033] Specifically, for each preset class, each neural
network model separately trains a linear classifier configured
to determine the corresponding preset class, the linear clas-
sifier of the preset class is obtained, according to a training
image whose true probability of including an object image
of the preset class is known, after the neural network model
corresponding to the linear classifier extracts image features.
During image feature extraction, if it is needed to determine
whether a to-be-classified image includes an object image of
a specific preset class, a plurality of image features may be
separately input to a linear classifier, configured to deter-
mine a specific preset class, corresponding to each neural
network model; if it is needed to determine which preset
class or preset classes are included by a to-be-classified
image, a plurality of image features may be separately input
into all linear classifiers corresponding to each neural net-
work model, and each linear classifier is configured to
determine a preset class. Including an object image of a
preset class is, for example, including an image of a televi-
sion, including an image of a dog, including an image of
human, or the like.

[0034] A result output by a linear classifier may be a real
number range, and a mapping function whose independent
variable is a real number set and whose dependent variable
is [0, 1] may be used for mapping the result output by the
linear classifier into a probability that a to-be-classified
image includes an object image of a preset class. The linear
classifier is a linear classifier based on a Support Vector
Machine (SVM). The dependent variable of the mapping
function is positively correlated to the independent variable
of the mapping function, that is, the dependent variable
increases as the independent variable increases and
decreases as the independent variable decreases. For
example, a Sigmoid function may be used as the mapping
function, and the Sigmoid function is specifically

SW= T

where e is a natural base number, x is an independent
variable, S(x) is a dependent variable. A curve of the
Sigmoid function is shown in FIG. 4. The mapping function
may be integrated into the linear classifier to enable the
linear classifier to directly output a probability that a to-be-
classified image includes an object image of a preset class.
[0035] Step 206: Determine, according to each obtained
probability, whether the to-be-classified image includes the
object image of the preset class.

[0036] Specifically, an average or a weighted average may
be obtained from probabilities obtained in step 204 to obtain
a comprehensive probability, so as to determine whether the
comprehensive probability is greater than or equal to a
probability threshold of the corresponding preset class. If the
comprehensive probability is greater than or equal to the
probability threshold, it is determined that the to-be-classi-
fied image includes the object image of the preset class; if
the comprehensive probability is less than the probability
threshold, it is determined that the to-be-classified image
does not include the object image of the preset class. For a
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weight of each probability when the weight average is
calculated, several weight combinations may be prepared in
advance, image classification accuracy under each weight
combination is verified by using a validation set, and a
weight combination with the highest image classification
accuracy is selected as a weight of each probability when the
weight average is calculated.

[0037] In the foregoing image classification method, fea-
tures of a to-be-classified image are extracted by using data
output by a plurality of non-input layers of a neural network
model, so as to express the features of the image more
accurately. The image features are further input into a
corresponding linear classifier, configured to determine a
preset class, corresponding to a neural network model, and
a probability obtained by using a result output by the linear
classifier can more accurately reflect a probability that the
to-be-classified image includes an object image of the preset
class. Accuracy of image classification may be further
improved by integrating probabilities corresponding to lin-
ear classifiers, configured to determine preset classes,
respectively corresponding to different neural network mod-
els.

[0038] As shown in FIG. 5, in an embodiment, step 202
specifically includes the following steps:

[0039] Step 502: Input a to-be-classified image into each
neural network model.

[0040] In an embodiment, step 502 includes: separately
inputting a to-be-classified image into each neural network
model according to a plurality of sizes. Images of the
plurality of sizes are all obtained by scaling up or down the
to-be-classified image at a same aspect ratio. For example,
the to-be-classified image may be scaled down or up into
images of three sizes, whose shorter sides are 256, 384, and
512, which are separately input into each neural network
model.

[0041] Step 504: Obtain vectors output by a plurality of
layers specified in an intermediate layer and an output layer
of each neural network model.

[0042] A plurality of layers specified in an intermediate
layer and an output layer of each neural network model
indicates that at least two layers that are specified in advance
are selected from a set of layers constituted by the interme-
diate layer and the output layer. For example, vectors output
by the output layer, the last-but-one layer, and the last-but-
two layer of each neural network model may be obtained. A
vector output by each layer is a vector with a fixed length.

[0043] Step 506: Stitch vectors of different layers of each
neural network model to obtain a plurality of image features
separately corresponding to each neural network model. As
used herein stitching vectors may refer to combining or
merging vectors.

[0044] Specifically, according to a predetermined stitching
sequence, vectors of different layers of each neural network
model are stitched to obtain image features having one-to-
one correspondence with neural network models. A quantity
of the obtained image features is consistent with a quantity
of the neural network models.

[0045] In an embodiment, step 506 specifically includes:
stitching vectors of different layers corresponding to images
of a same size of each neural network model and averaging
vectors corresponding to images of different sizes, to obtain
a plurality of image features separately corresponding to
each neural network model.
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[0046] Specifically, after images of different sizes are
input into a neural network model, vectors output by a same
layer of each neural network model have a fixed length, and
features of the images of different sizes may be integrated in
a manner of obtaining an average. Moreover, vectors output
by different layers of each neural network model usually
have different lengths, and features of images of different
layers may be integrated in a stitching manner. Vectors of
different layers corresponding to images of a same size of
each neural network model are stitched, and vectors corre-
sponding to images of different sizes are averaged, which
can be implemented without defining a sequential order. The
image features obtained finally can accurately express the
features of the to-be-classified image.

[0047] Inthis embodiment, vectors output by a plurality of
layers in the non-input layer of the neural network model are
used to generate image features, so that the image features
can better express features of the to-be-classified image,
which is beneficial to obtaining better accuracy of classifi-
cation.

[0048] Inan embodiment, the image classification method
further includes: clearing up a coefficient of an output layer
of an original neural network model trained by using a
training set, adjusting the output layer to adapt to another
training set, and performing retraining, by using the another
training set, to obtain a retrained neural network model.
[0049] A training set is a training set that is used when an
original neural network model is trained and includes sev-
eral training image whose true probabilities of including an
object image of the preset class are known. Another training
set is a training set different from the training set is used
when an original neural network model is trained. Different
training sets have different quantities of preset classes.
Therefore, it is needed to adjust nodes of the output layer
according to a quantity of preset classes of another training
set and clear up the coefficient of the output layer to perform
retraining.

[0050] A neural network model that is trained by using an
ImageNet training set and that is published by the VGG
laboratory of University of Oxford may be used as the
original neural network model. In another embodiment,
another open neural network model, such as an open-source
neural network model of the Google Company, may also be
used. ImageNet is a computer visual system recognition
project, is established by computer scientists in the U.S.A by
simulating the recognition system of human, and is config-
ured to establish a depth learning model of recognizing an
object from a picture.

[0051] The ImageNet training set used for training the
original neural network model has 1000 classes, and the
scale of the output layer coefficient is 4096*1000 (4096 is an
output quantity of the last-but-one layer). Another data set
does not necessarily include 1000 classes. Assuming that
there are 20 classes, the scale of the coefficient of the output
layer is 4096*20. Therefore, the output layer should be
adjusted to adapt to another training set to perform retrain-
ing. During retraining, the Fully Convolutional Networks
(FCN) (refer to Fully Convolutional Networks for Semantic
Segmentation, arxiv:1411.4038v2) algorithm may be used
for retraining.

[0052] In an embodiment, when the neural network model
is retrained, the coefficient of the output layer of the neural
network model whose output layer has been adjusted is
initialized, each training image in a corresponding training
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set is scaled into a same size to be input into the neural
network model, and the output layer outputs a probability of
including the object image of the preset class. The true
probability may be a proportion of the object image of the
preset class to the corresponding training image. The output
probability is compared with the true probability of the
training image to adjust the coefficient of the retrained neural
network model, so that a difference between the probability
output by the output layer and the corresponding true
probability is reduced, and the training is finally completed.
[0053] When each training image in the corresponding
training set is scaled into a same size to be input into the
neural network model, if the aspect ratios are different, the
scaled image is traversed by using a square with a shorter
side as a side length to obtain a sub-image to input it into the
neural network model until all pixels of the scaled image are
traversed. For example, the training image may be scaled to
256 according to the shorter side, and according to the size
of the longer side, sub-images of 256%256 are input multiple
times at an interval of 16 pixels each time until all pixels of
the scaled image are traversed.

[0054] In an embodiment, when a neural network model is
retrained, density probability spatial distribution of an object
image of each preset class of a training image may be
obtained based on the OverFeat algorithm. True density
probability spatial distribution may be calculated according
to a true position of the object image in the training image.
The back propagation gradient may be calculated according
to the density probability spatial distribution obtained by
using the OverFeat algorithm and the true density probabil-
ity spatial distribution, so as to adjust a coefficient of the
retrained neural network model according to the back propa-
gation gradient, so that the difference between the probabil-
ity output by the output layer and the corresponding true
probability is reduced.

[0055] For example, assuming that the coeflicient of the
retrained neural network model is a vector X, the input
training image is I, the probability output by the output layer
is y(X, 1), y can be calculated if X and I are given, and the
true probability y' is known, it is needed to adjust the vector
X to make y close to y' as much as possible. Hence, X is
optimized to minimize the cost function E=ly-y'I*>. For E, a
partial derivative about X is obtained, to obtain a gradient
direction AX, and a value of X is adjusted in a direction —~AX
opposite to the gradient direction AX, to reduce E.

[0056] Assuming that a standard size of the input image of
the retrained neural network model is 224%224, if a training
image larger than the standard size is input, the output layer
outputs a probability matrix of the corresponding step class.
For example, if an image of 256%256 is input, a probability
matrix of 2*2 is obtained, and each probability in the matrix
corresponds to a sub-image of the input training image. As
shown in FIG. 6, a value on the upper left corner of the
probability matrix only depends on a sub-image of a size of
224%224 on the upper left corner of the training image. The
probability in the probability matrix may be a proportion of
a part of the object image of the preset class in a corre-
sponding sub-image to the entire object image. For example,
a triangle in a sub-image of a size of 224%224 on the upper
left corner of FIG. 6 is completely located inside the
sub-image, and a corresponding probability is 1; a penta-
gram is not in the sub-image, so that a corresponding
probability is 0; a half of a circle is in the sub-image, so that
a corresponding probability is 0.5.
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[0057] In this embodiment, by adjusting and retraining an
existing neural network model, a neural network model
needed for image classification may be obtained by rapid
training, so that the time needed for training is greatly saved.
[0058] As shown in FIG. 7, in an embodiment, step 206
specifically includes the following steps:

[0059] Step 702: Traverse the to-be-classified image by
using a window to extract window images and scale the
window images to a same size.

[0060] Specifically, a Selective Search algorithm is
applied to the to-be-classified image to extract 100 window
images from the to-be-classified image, and the 100 window
images are uniformly scaled to a size of 256*256. The scaled
size should satisfy the size required for the input image of
the neural network model.

[0061] Step 704: Input each window image into a retrained
neural network model and obtain data output by the non-
input layer to generate a window image feature.

[0062] Specifically, each window image may be input into
the retrained neural network model, vectors output by a
plurality of layers specified in the intermediate layer and the
output layer may be obtained, and vectors of different layers
are stitched to obtain a window image feature.

[0063] In an embodiment, window images may be sepa-
rately input into the retrained neural network model accord-
ing to a plurality of sizes, vectors of different layers corre-
sponding to images of a same size are stitched, and vectors
corresponding to images of different sizes are averaged, so
as to obtain a window image feature.

[0064] Step 706: Separately input each window image
feature into a linear classifier, configured to determine a
preset class, corresponding to the retrained neural network
model and obtain, according to a result output by the
corresponding linear classifier, a probability that each win-
dow image includes an object image of the preset class.
[0065] Step 708: Select a first probability with a maximum
value from probabilities corresponding to the window
images. Specifically, herein, a maximum probability
selected from probabilities corresponding to the window
images is recorded as P3, a probability corresponding to the
original neural network model is recorded as P2, and a
probability corresponding to the retrained neural network
model is P1.

[0066] Step 710: Select a second probability with a maxi-
mum value from the selected first probability and a prob-
ability corresponding to an original neural network model.
Specifically, a maximum probability selected from P2 and
P3 is recorded as max(P2, P3).

[0067] Step 712: Calculate a weighted average of the
selected second probability and the probability correspond-
ing to the retrained neural network model.

[0068] Specifically, a weighted average of P1 and max(P2,
P3) is calculated. The weight of P1 and max(P2, P3) may be
determined by verifying image classification accuracy by
using a validation set. Specifically, several weight combi-
nations, such as 0.1 and 0.9, 0.2 and 0.8, as well as 0.3 and
0.7, may be prepared in advance, and image classification
accuracy under different weight combinations is verified by
using a validation set, so as to select a weight combination
having the highest image classification accuracy as the
weight combination in step 712 for calculating a weighted
average. The validation set includes several sets of images
whose true probabilities of including an object image of a
preset class are known.
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[0069] Step 714: Determine, according to a relationship
between the weighted average and a probability threshold
corresponding to the preset class, whether the to-be-classi-
fied image includes the object image of the preset class.
[0070] Specifically, the weighted average is compared
with a probability threshold of the preset class, and if the
weighted average is greater than or equal to the probability
threshold of the preset class, it is determined that the
to-be-classified image includes an object image of the preset
class; and if the weighted average is less than the probability
threshold of the preset class, it is determined that the
to-be-classified image does not include an object image of
the preset class. For example, the probability threshold may
be 0.5.

[0071] In an embodiment, when the size of the to-be-
classified image is greater than the size of the training image,
the to-be-classified image may be divided into several
sub-images that can partially overlap, and a weighted aver-
age of each sub-image is obtained separately through step
202, step 204, and step 702 to step 712, the weighted average
indicates a comprehensive probability of each neural net-
work model, and the comprehensive probability of each
sub-image constitutes probability spatial distribution. A
maximum probability passing through the probability spatial
distribution may present a probability that the whole to-be-
classified image includes the object image of the preset
class, and object images of which preset classes are included
by the to-be-classified image can be determined by using
maximum probabilities of different preset classes.

[0072] In this embodiment, it is considered that determi-
nation of some classes depends on context information, for
example, the sea as a background is usually needed to
determine a boat, so that a value of the corresponding P2 is
greater than that of P3. Moreover, determination of some
classes does not depend on the context information, so that
a value of P3 is greater than that of P2. Moreover, if an
object image of the preset class is not included, both P2 and
P3 are relatively low. Therefore, as long as either P2 or P3
is very high, it could be basically determined that the
possibility that the to-be-classified image includes an object
image of the preset class is very high, so that image
classification accuracy may be further improved.

[0073] As shown in FIG. 8, in an embodiment, an elec-
tronic device 800 is provided, and an internal structure of the
electronic device 800 may correspond to a structure of the
electronic device as shown in FIG. 1, and all or some of the
modules below may be implemented by using software,
hardware, or a combination thereof. The electronic device
800 includes an image feature extraction module 810, a
linear classifier classification module 820, and a determining
module 830.

[0074] The image feature extraction module 810 is con-
figured to input a to-be-classified image into a plurality of
different neural network models, to obtain data output by a
plurality of non-input layers specified by each neural net-
work model to generate a plurality of corresponding image
features.

[0075] The to-be-classified image is an image that needs to
be classified and may be carried in a picture preset format,
and for example, the preset format may be the JPEG format,
the PNG format, the BMP format, GIF format, or the like.
The neural network model, also referred to as Artificial
Neural Networks (ANNs), is a machine learning model
simulating a brain structure. In the field of machine learning,
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a neural network is usually used to model a relatively
complex task. Dimensions, including a depth and a width, of
the neural network are all adjustable and depend on an
application field and the scale of the problem. Because of a
powerful expression capability, the neural network is widely
used in application fields such as voice recognition, image
classification, facial recognition, natural language process-
ing, and advertising.

[0076] In the simplified neural network model as shown in
FIG. 3, a structure of the neural network model includes a
plurality of layers, the first layer is an input layer, the last
layer is an output layer, there is no intermediate layer or a
plurality of intermediate layers in the middle and each layer
includes one or more nodes. Dimensions of the input layer
depend on a quantity of input variables, and dimensions of
the output layer depend on a quantity of classification
classes. An implicit layer includes a plurality of neurons, and
complexity and an expression capability of the neural net-
work model may be adjusted by adjusting a quantity of
neurons. Generally, a wider and/or deeper neural network
has a stronger modeling capability.

[0077] A plurality of neural network models includes at
least two neural network models, different neural network
models are mainly trained by using different training sets,
and the different training sets indicate that training images in
the training sets are different. Certainly, existence of a small
number of same training images in different training sets is
also acceptable. The training image is an image whose class
is known. Non-output layers of different neural network
models may have a uniform architecture, and specifically,
the non-output layers may include a same quantity of layers
and have a same width. The architecture herein does not
include a coefficient for connecting different layers. The
non-output layer indicates an input layer and an intermediate
layer, and the non-input layer indicates an intermediate layer
and an output layer. The output layer includes a plurality of
nodes.

[0078] Preferably, the neural network model may be a
convolutional neural network model. In the convolutional
neural network model, a connection relationship between
neurons of two adjacent layers changes from original full
connection to connection between each neuron and only a
few neurons, and a connection coefficient is the same
between neurons and is referred to as a shared convolution
kernel or a shared weight. Such a connection manner similar
to a convolution can greatly reduce a quantity of learned
parameters, by means of which some features with invari-
ance are learned, is very suitable for processing image data,
and is used to further improve classification accuracy during
image classification.

[0079] The image feature extraction module 810 is con-
figured to input a to-be-classified image into output layers of
a plurality of different neural network models to obtain data
output by at least one layer in an intermediate layer and an
output layer of each neural network model, where prefer-
ably, data output by at least two layers in an intermediate
layer and an output layer of each neural network model may
be obtained, and a plurality of image features having one-
to-one correspondence with each neural network model is
generated according to the obtained data. An output layer of
a neural network model may output a probability that a
to-be-classified image belongs to a preset class, and each
node of the output layer represents a preset class.
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[0080] When data output by a non-input layer is obtained
by the image feature extraction module 810, the non-input
layer is preferably selected in a direction from an output
layer to an input layer, for example, the output layer and the
last-but-one are selected, or the output layer, the last-but-one
layer, and the last-but-two layer are selected.

[0081] The linear classifier classification module 820 is
configured to separately input the plurality of image features
into a linear classifier, configured to determine a preset class,
corresponding to each neural network model, to obtain a
corresponding probability that the to-be-classified image
includes an object image of the preset class, the linear
classifier being obtained by training according to a feature
extracted by a corresponding neural network model from a
corresponding training image.

[0082] Specifically, for each preset class, each neural
network model separately trains a linear classifier configured
to determine the corresponding preset class, the linear clas-
sifier of the preset class is obtained, according to a training
image whose true probability of including an object image
of the preset class is known, after the neural network model
corresponding to the linear classifier extracts image features.
If it is needed to determine whether a to-be-classified image
includes an object image of a specific preset class, a plurality
of image features may be separately input to a linear
classifier, configured to determine a specific preset class,
corresponding to each neural network model; if it is needed
to determine which preset class or preset classes are
included by a to-be-classified image, a plurality of image
features may be separately input into all linear classifiers
corresponding to each neural network model, and each linear
classifier is configured to determine a preset class. Including
an object image of a preset class is, for example, including
an image of a television, including an image of a dog,
including an image of human, or the like.

[0083] A result output by a linear classifier may be a real
number range, and a mapping function whose independent
variable is a real number set and whose dependent variable
is [0, 1] may be used for mapping the result output by the
linear classifier into a probability that a to-be-classified
image includes an object image of a preset class. The
dependent variable of the mapping function is positively
correlated to the independent variable of the mapping func-
tion, that is, the dependent variable increases as the inde-
pendent variable increases and decreases as the independent
variable decreases. For example, an Sigmoid function may
be used as the mapping function, and the Sigmoid function
is specifically

S(x) =

ex+1°

where e is a natural base number, x is an independent
variable, S(x) is a dependent variable. The mapping function
may be integrated into the linear classifier to enable the
linear classifier to directly output a probability that a to-be-
classified image includes an object image of a preset class.
[0084] The determining module 830 is configured to deter-
mine, according to each obtained probability, whether the
to-be-classified image includes the object image of the
preset class.

[0085] Specifically, an average or a weighted average may
be obtained from probabilities obtained by the linear clas-
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sifier classification module 820 to obtain a comprehensive
probability, so as to determine whether the comprehensive
probability is greater than or equal to a probability threshold
of the corresponding preset class. If the comprehensive
probability is greater than or equal to the probability thresh-
old, it is determined that the to-be-classified image includes
the object image of the preset class; if the comprehensive
probability is less than the probability threshold, it is deter-
mined that the to-be-classified image does not include the
object image of the preset class. For a weight of each
probability when the weight average is calculated, several
weight combinations may be prepared in advance, image
classification accuracy under each weight combination is
verified by using a validation set, and a weight combination
with the highest image classification accuracy is selected as
a weight of each probability when the weight average is
calculated.

[0086] The electronic device 800 extracts features of a
to-be-classified image by using data output by a plurality of
non-input layers of a neural network model, so as to express
the features of the image more accurately. The image fea-
tures are further input into a corresponding linear classifier,
configured to determine a preset class, corresponding to a
neural network model, and a probability obtained by using
a result output by the linear classifier can more accurately
reflect a probability that the to-be-classified image includes
an object image of the preset class. Accuracy of image
classification may be further improved by integrating prob-
abilities corresponding to linear classifiers, configured to
determine preset classes, respectively corresponding to dif-
ferent neural network models.

[0087] As shown in FIG. 9, in an embodiment, the image
feature extraction module 810 includes an input module 811,
a vector obtaining module 812, and an image feature gen-
eration module 813.

[0088] The input module 811 is configured to input a
to-be-classified image into each neural network model.

[0089] The vector obtaining module 812 is configured to
obtain vectors output by a plurality of layers specified in an
intermediate layer and an output layer of each neural net-
work model.

[0090] A plurality of layers specified in an intermediate
layer and an output layer of each neural network model
indicates that at least two layers that are specified in advance
are selected from a set of layers constituted by the interme-
diate layer and the output layer. For example, vectors output
by the output layer, the last-but-one layer, and the last-but-
two layer of each neural network model may be obtained. A
vector output by each layer is a vector with a fixed length.

[0091] The image feature generation module 813 is con-
figured to stitch vectors of different layers of each neural
network model to obtain a plurality of image features
separately corresponding to each neural network model.

[0092] Specifically, the image feature generation module
813 is configured to stitch, according to a predetermined
stitching sequence, vectors of different layers of each neural
network model to obtain image features having one-to-one
correspondence with neural network models. A quantity of
the obtained image features is consistent with a quantity of
the neural network models.

[0093] Inthis embodiment, vectors output by a plurality of
layers in the non-input layer of the neural network model are
used to generate image features, so that the image features

Jan. 11, 2018

can better express features of the to-be-classified image,
which is beneficial to obtaining better accuracy of classifi-
cation.

[0094] In an embodiment, the input module 811 is spe-
cifically configured to separately input a to-be-classified
image into each neural network model according to a
plurality of sizes. Images of the plurality of sizes are all
obtained by scaling up or down the to-be-classified image at
a same aspect ratio. For example, the to-be-classified image
may be scaled down or up into images of three sizes, whose
shorter sides are 256, 384, and 512, which are separately
input into each neural network model.

[0095] The image feature generation module 813 is spe-
cifically configured to stitch vectors of different layers
corresponding to images of a same size of each neural
network model and average vectors corresponding to images
of different sizes, to obtain a plurality of image features
separately corresponding to each neural network model.
[0096] Specifically, after images of different sizes are
input into a neural network model, vectors output by a same
layer of each neural network model have a fixed length, and
features of the images of different sizes may be integrated in
a manner of obtaining an average. Moreover, vectors output
by different layers of each neural network model usually
have different lengths, and features of images of different
layers may be integrated in a stitching manner. Vectors of
different layers corresponding to images of a same size of
each neural network model are stitched, and vectors corre-
sponding to images of different sizes are averaged, which
can be implemented without defining a sequential order. The
image features obtained finally can accurately express the
features of the to-be-classified image.

[0097] As shown in FIG. 10, in an embodiment, the
electronic device 800 further includes a training module
840, configured to clear up a coeflicient of an output layer of
an original neural network model trained by using a training
set, adjust the output layer to adapt to another training set,
and perform retraining, by using the another training set, to
obtain a retrained neural network model.

[0098] A training set is a training set that is used when an
original neural network model is trained and includes sev-
eral training image whose true probabilities of including an
object image of the preset class are known. Another training
set is a training set different from the training set is used
when an original neural network model is trained. Different
training sets have different quantities of preset classes.
Therefore, it is needed to adjust nodes of the output layer
according to a quantity of preset classes of another training
set and clear up the coefficient of the output layer to perform
retraining.

[0099] A neural network model that is trained by using an
ImageNet training set and that is published by the VGG
laboratory of University of Oxford may be used as the
original neural network model. In another embodiment,
another open neural network model, such as an open-source
neural network model of the Google Company, may also be
used. ImageNet is a computer visual system recognition
project, is established by computer scientists in the U.S.A by
simulating the recognition system of human, and is config-
ured to establish a depth learning model of recognizing an
object from a picture.

[0100] The ImageNet training set used for training the
original neural network model has 1000 classes, and the
scale of the output layer coefficient is 4096*1000 (4096 is an
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output quantity of the last-but-one layer). Another data set
does not necessarily include 1000 classes. Assuming that
there are 20 classes, the scale of the coefficient of the output
layer is 4096*20. Therefore, the output layer should be
adjusted to adapt to another training set to perform retrain-
ing. During retraining, the FCN (Fully Convolutional Net-
works for Semantic Segmentation) algorithm may be used
for retraining.

[0101] In an embodiment, when retraining the neural
network model, the training module 840 may initialize the
coeflicient of the output layer of the neural network model
whose output layer has been adjusted, and scale each train-
ing image in a corresponding training set into a same size to
input it into the neural network model, where the output
layer outputs a probability of including the object image of
the preset class. The true probability may be a proportion of
the object image of the preset class to the corresponding
training image. The output probability is compared with the
true probability of the training image to adjust the coefficient
of the retrained neural network model, so that a difference
between the probability output by the output layer and the
corresponding true probability is reduced, and the training is
finally completed.

[0102] When scaling each training image in the corre-
sponding training set into a same size to input it into the
neural network model, the training module 840, if the aspect
ratios are different, traverses the scaled image by using a
square with a shorter side as a side length to obtain a
sub-image to input it into the neural network model until all
pixels of the scaled image are traversed. For example, the
training image may be scaled to 256 according to the shorter
side, and according to the size of the longer side, sub-images
of 256%256 are input multiple times at an interval of 16
pixels each time until all pixels of the scaled image are
traversed.

[0103] In an embodiment, when retraining a neural net-
work model, the training module 840 may obtain density
probability spatial distribution of an object image of each
preset class of a training image based on the OverFeat
algorithm. True density probability spatial distribution may
be calculated according to a true position of the object image
in the training image. The back propagation gradient may be
calculated according to the density probability spatial dis-
tribution obtained by using the OverFeat algorithm and the
true density probability spatial distribution, so as to adjust a
coeflicient of the retrained neural network model according
to the back propagation gradient, so that the difference
between the probability output by the output layer and the
corresponding true probability is reduced.

[0104] For example, assuming that the coefficient of the
retrained neural network model is a vector X, the input
training image is 1, the probability output by the output layer
is y(X, I), y can be calculated if X and I are given, and the
true probability y' is known, it is needed to adjust the vector
X to make y close to y' as much as possible. Hence, X is
optimized to minimize the cost function E=ly-y'I*>. For E, a
partial derivative about X is obtained, to obtain a gradient
direction AX, and a value of X is adjusted in a direction —~AX
opposite to the gradient direction AX, to reduce E.

[0105] Assuming that a standard size of the input image of
the retrained neural network model is 224%224, if a training
image larger than the standard size is input, the output layer
outputs a probability matrix of the corresponding step class.
For example, if an image of 256%256 is input, a probability
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matrix of 2*2 is obtained, and each probability in the matrix
corresponds to a sub-image of the input training image. As
shown in FIG. 6, a value on the upper left corner of the
probability matrix only depends on a sub-image of a size of
224%224 on the upper left corner of the training image. The
probability in the probability matrix may be a proportion of
a part of the object image of the preset class in a corre-
sponding sub-image to the entire object image. For example,
a triangle in a sub-image of a size of 224%224 on the upper
left corner of FIG. 6 is completely located inside the
sub-image, and a corresponding probability is 1; a penta-
gram is not in the sub-image, so that a corresponding
probability is 0; a half of a circle is in the sub-image, so that
a corresponding probability is 0.5.

[0106] In this embodiment, by adjusting and retraining an
existing neural network model, a neural network model
needed for image classification may be obtained by rapid
training, so that the time needed for training is greatly saved.
[0107] As shown in FIG. 11, in an embodiment, the
determining module 830 includes: a window image extrac-
tion module 831, a window image feature generation mod-
ule 832, a probability obtaining module 833, a probability
filtering module 834, a calculation module 835 and an
execution module 836.

[0108] The window image extraction module 831 is con-
figured to traverse the to-be-classified image by using a
window to extract window images and scale the window
images to a same size.

[0109] Specifically, the a window image extraction mod-
ule 831 may be configured to apply the Selective Search
algorithm to the to-be-classified image to extract 100 win-
dow images from the to-be-classified image, and uniformly
scale the 100 window images to a size of 256%256. The
scaled size should satisfy the size required for the input
image of the neural network model.

[0110] The window image feature generation module 832
is configured to input each window image into the retrained
neural network model and obtain data output by the non-
input layer to generate a window image feature.

[0111] Specifically, the window image feature generation
module 832 may input each window image into the retrained
neural network model, obtain vectors output by a plurality of
layers specified in the intermediate layer and the output
layer, and stitch vectors of different layers to obtain a
window image feature.

[0112] In an embodiment, the window image feature gen-
eration module 832 may separately input window images
into the retrained neural network model according to a
plurality of sizes, stitch vectors of different layers corre-
sponding to images of a same size, and average vectors
corresponding to images of different sizes, so as to obtain a
window image feature.

[0113] The probability obtaining module 833 is configured
to separately input each window image feature into a linear
classifier, configured to determine a preset class, corre-
sponding to the retrained neural network model and obtain,
according to a result output by the corresponding linear
classifier, a probability that each window image includes an
object image of the preset class.

[0114] The probability filtering module 834 is configured
to select a probability with a maximum value from prob-
abilities corresponding to the window images, and select a
probability with a maximum value from the selected prob-
ability and a probability corresponding to an original neural
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network model. Specifically, herein, a maximum probability
selected from probabilities corresponding to the window
images is recorded as P3, a probability corresponding to the
original neural network model is recorded as P2, and a
probability corresponding to the retrained neural network
model is P1. Specifically, a maximum probability selected
from P2 and P3 is recorded as max(P2, P3).

[0115] The calculation module 835 is configured to cal-
culate a weighted average of the selected probability and the
probability corresponding to the retrained neural network
model.

[0116] Specifically, a weighted average of P1 and max(P2,
P3) is calculated. The weight of P1 and max(P2, P3) may be
determined by verifying image classification accuracy by
using a validation set. Specifically, several weight combi-
nations, such as 0.1 and 0.9, 0.2 and 0.8, as well as 0.3 and
0.7, may be prepared in advance, and image classification
accuracy under different weight combinations is verified by
using a validation set, so as to select a weight combination
having the highest image classification accuracy as the
weight combination in step 712 for calculating a weighted
average. The validation set includes several sets of images
whose true probabilities of including an object image of a
preset class are known.

[0117] The execution module 836 is configured to deter-
mine, according to a magnitude relationship between the
weighted average and a probability threshold corresponding
to the preset class, whether the to-be-classified image
includes the object image of the preset class.

[0118] Specifically, the execution module 836 compares
the weighted average with a probability threshold of the
preset class, if the weighted average is greater than or equal
to the probability threshold of the preset class, determine
that the to-be-classified image includes an object image of
the preset class; and if the weighted average is less than the
probability threshold of the preset class, determine that the
to-be-classified image does not include an object image of
the preset class. For example, the probability threshold may
be 0.5.

[0119] In this embodiment, it is considered that determi-
nation of some classes depends on context information, for
example, the sea as a background is usually needed to
determine a boat, so that a value of the corresponding P2 is
greater than that of P3. Moreover, determination of some
classes does not depend on the context information, so that
a value of P3 is greater than that of P2. Moreover, if an
object image of the preset class is not included, both P2 and
P3 are relatively low. Therefore, as long as either P2 or P3
is very high, it could be basically determined that the
possibility that the to-be-classified image includes an object
image of the preset class is very high, so that image
classification accuracy may be further improved.

[0120] A person of ordinary skill in the art may understand
that, all or a part of the processes of the foregoing method
embodiments may be implemented by a computer program
instructing relevant hardware. The foregoing program may
be stored in a computer readable storage medium. When the
program runs, the steps of the foregoing method embodi-
ments are performed. The storage medium may be a non-
volatile storage medium, such as a magnetic disk, an optical
disc, or a read-only memory (ROM), a random access
memory (RAM), or the like.

[0121] Technical features of the foregoing embodiments
may be combined randomly. To make descriptions brief, not
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all possible combinations of technical features in the
embodiments are described. Therefore, as long as there is no
contradiction between the combinations of technical fea-
tures, they should all be considered as scopes disclosed in
this description.

[0122] The foregoing embodiments only describe several
implementation manners of the present disclosure, and their
description is specific and detailed, but cannot therefore be
understood as a limitation to the patent scope of the present
disclosure. It should be noted that a person of ordinary skill
in the art may further make variations and improvements
without departing from the conception of the present dis-
closure, and these all fall within the protection scope of the
present disclosure. Therefore, the patent protection scope of
the present disclosure should be subject to the appended
claims.

What is claimed is:

1. An image classification method, comprising:

inputting a to-be-classified image into a plurality of neural

network models;

obtaining data output by multiple non-input layers speci-

fied by each neural network model to generate a
plurality of image features corresponding to the plu-
rality of neural network models;
respectively inputting the plurality of corresponding
image features into linear classifiers, each of the linear
classifiers being trained by one of the plurality of neural
network models for determining whether an image
belongs to a preset class;
obtaining, using each neural network model, a corre-
sponding probability that the to-be-classified image
comprises an object image of the preset class; and

determining, according to each obtained probability,
whether the to-be-classified image comprises the object
image of the preset class.
2. The method according to claim 1, wherein generating
the plurality of corresponding image features further com-
prises:
obtaining vectors outputted by the multiple non-input
layers specified among one or more intermediate layer
and an output layer of each neural network model; and

combining vectors of the multiple non-input layers of
each neural network model to obtain the plurality of
image features corresponding to the plurality of the
neural network model.

3. The method according to claim 2, wherein:

inputting the to-be-classified image into the plurality of

neural network model comprises: respectively input-
ting the to-be-classified image in multiple scales into
each neural network model; and

combining the vectors of the multiple non-input layers

further comprises:

respectively combining the vectors of the multiple non-

input layers of one of the neural network models
corresponding to the to-be-classified image at each
scale to obtain combined vectors corresponding to the
multiple scales; and

averaging the combined vectors corresponding to the

multiple scales, to obtain one of the plurality of image
features corresponding to one of the plurality of the
neural network models.

4. The method according to claim 1, further comprising:

clearing up a coeflicient of an output layer of a first neural

network model trained by using a first training set,
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adjusting the output layer to adapt to a second training
set, and performing retraining, by using the second
training set, to obtain a retrained neural network model.

5. The method according to claim 4, wherein obtaining the
corresponding probability that the to-be-classified image
comprises the object image of the preset class further
comprises:

traversing the to-be-classified image by using a window to

extract window images and scaling the window images
to a same size;

inputting each window image into the retrained neural

network model and obtaining data output by the non-
input layers to generate a window image feature;

separately inputting each window image feature into a

linear classifier corresponding to the retrained neural
network model for determining the preset class; and
obtaining, according to a result output by the correspond-
ing linear classifier, a probability that each window
image comprises the object image of the preset class.
6. The method according to claim 5, wherein determining,
according to each obtained probability, whether the to-be-
classified image comprises the object image of the preset
class further comprises:
selecting a first probability with a maximum value from
probabilities corresponding to the window images;

selecting a second probability with a maximum value
from the first probability and a probability correspond-
ing to the first neural network model;

calculating a weighted average of the second probability

and the probability corresponding to the retrained neu-
ral network model; and

determining, according to a relationship between the

weighted average and a probability threshold corre-
sponding to the preset class, whether the to-be-classi-
fied image comprises the object image of the preset
class.

7. An electronic device, comprising a memory and a
processor, the memory storing instructions, which, when
being executed by the processor, cause the processor to
perform the following steps:

inputting a to-be-classified image into a plurality of neural

network models;

obtaining data output by multiple non-input layers speci-

fied by each neural network model to generate a
plurality of image features corresponding to the plu-
rality of neural network models;
respectively inputting the plurality of corresponding
image features into linear classifiers, each of the linear
classifiers being trained by one of the plurality of neural
network models for determining whether an image
belongs to a preset class;
obtaining, using each neural network model, a corre-
sponding probability that the to-be-classified image
comprises an object image of the preset class; and

determining, according to each obtained probability,
whether the to-be-classified image comprises the object
image of the preset class.

8. The electronic device according to claim 7, wherein
generating the plurality of corresponding image features
further comprises:

obtaining vectors outputted by the multiple non-input

layers specified among one or more intermediate layer
and an output layer of each neural network model; and
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combining vectors of the multiple non-input layers of
each neural network model to obtain the plurality of
image features corresponding to the plurality of the
neural network model.

9. The electronic device according to claim 8, wherein:

inputting the to-be-classified image into the plurality of

neural network model comprises:
respectively inputting the to-be-classified image in multiple
scales into each neural network model; and

combining the vectors of the multiple non-input layers

further comprises:

respectively combining the vectors of the multiple non-

input layers of one of the neural network models
corresponding to the to-be-classified image at each
scale to obtain combined vectors corresponding to the
multiple scales; and

averaging the combined vectors corresponding to the

multiple scales, to obtain one of the plurality of image
features corresponding to one of the plurality of the
neural network models.

10. The electronic device according to claim 7, wherein
when being executed by the processor, the instructions
further cause the processor to perform the following step:

clearing up a coeflicient of an output layer of a first neural

network model trained by using a first training set,
adjusting the output layer to adapt to a second training
set, and performing retraining, by using the second
training set, to obtain a retrained neural network model.

11. The electronic device according to claim 10, wherein
obtaining the corresponding probability that the to-be-clas-
sified image comprises the object image of the preset class
further comprises:

traversing the to-be-classified image by using a window to

extract window images and scaling the window images
to a same size;

inputting each window image into the retrained neural

network model and obtaining data output by the non-
input layers to generate a window image feature;

separately inputting each window image feature into a

linear classifier corresponding to the retrained neural
network model for determining the preset class; and
obtaining, according to a result output by the correspond-
ing linear classifier, a probability that each window
image comprises the object image of the preset class.
12. The electronic device according to claim 11, wherein
determining, according to each obtained probability,
whether the to-be-classified image comprises the object
image of the preset class further comprises:
selecting a first probability with a maximum value from
probabilities corresponding to the window images;

selecting a second probability with a maximum value
from the first probability and a probability correspond-
ing to the first neural network model;

calculating a weighted average of the second probability

and the probability corresponding to the retrained neu-
ral network model; and

determining, according to a relationship between the

weighted average and a probability threshold corre-
sponding to the preset class, whether the to-be-classi-
fied image comprises the object image of the preset
class.

13. A computer readable non-volatile storage mediums
storing computer readable instructions, which, when being
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executed by one or more processors, cause the one or more
processors to implement an image classification method, the
method comprising:

inputting a to-be-classified image into a plurality of neural

network models;

obtaining data output by multiple non-input layers speci-

fied by each neural network model to generate a
plurality of image features corresponding to the plu-
rality of neural network models;
respectively inputting the plurality of corresponding
image features into linear classifiers, each of the linear
classifiers being trained by one of the plurality of neural
network models for determining whether an image
belongs to a preset class;
obtaining, using each neural network model, a corre-
sponding probability that the to-be-classified image
comprises an object image of the preset class; and

determining, according to each obtained probability,
whether the to-be-classified image comprises the object
image of the preset class.
14. The computer readable non-volatile storage medium
according to claim 13, wherein generating the plurality of
corresponding image features further comprises:
obtaining vectors outputted by the multiple non-input
layers specified among one or more intermediate layer
and an output layer of each neural network model; and

combining vectors of the multiple non-input layers of
each neural network model to obtain the plurality of
image features corresponding to the plurality of the
neural network model.

15. The computer readable non-volatile storage medium
according to claim 14, wherein:

inputting the to-be-classified image into the plurality of

neural network model comprises:
respectively inputting the to-be-classified image in multiple
scales into each neural network model; and

combining the vectors of the multiple non-input layers

further comprises:

respectively combining the vectors of the multiple non-

input layers of one of the neural network models
corresponding to the to-be-classified image at each
scale to obtain combined vectors corresponding to the
multiple scales; and

averaging the combined vectors corresponding to the

multiple scales, to obtain one of the plurality of image
features corresponding to one of the plurality of the
neural network models.
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16. The computer readable non-volatile storage medium
according to claim 13, wherein when being executed by one
or more processors, the computer readable instructions fur-
ther cause the one or more processors to perform the
following step:

clearing up a coeflicient of an output layer of a first neural

network model trained by using a first training set,
adjusting the output layer to adapt to a second training
set, and performing retraining, by using the second
training set, to obtain a retrained neural network model.

17. The computer readable non-volatile storage medium
according to claim 16, wherein obtaining the corresponding
probability that the to-be-classified image comprises the
object image of the preset class further comprises:

traversing the to-be-classified image by using a window to

extract window images and scaling the window images
to a same size;

inputting each window image into the retrained neural

network model and obtaining data output by the non-
input layer to generate a window image feature;

separately inputting each window image feature into a

linear classifier corresponding to the retrained neural
network model for determining the preset class; and
obtaining, according to a result output by the correspond-
ing linear classifier, a probability that each window
image comprises the object image of the preset class.
18. The computer readable non-volatile storage medium
according to claim 17, wherein determining, according to
each obtained probability, whether the to-be-classified
image comprises the object image of the preset class further
comprises:
selecting a first probability with a maximum value from
probabilities corresponding to the window images;

selecting a second probability with a maximum value
from the first probability and a probability correspond-
ing to the first neural network model;

calculating a weighted average of the second probability

and the probability corresponding to the retrained neu-
ral network model; and

determining, according to a relationship between the

weighted average and a probability threshold corre-
sponding to the preset class, whether the to-be-classi-
fied image comprises the object image of the preset
class.



