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(57) ABSTRACT

A LIDAR unit includes a housing defining a cavity. The
LIDAR unit further include a plurality of emitters disposed
on a circuit board within the cavity. Each of the emitters
emits a laser beam along a transmit path. The LIDAR system
further includes a first telecentric lens assembly positioned
within the cavity and along the transmit path such that the
laser beam emitted from each of the plurality of emitters
passes through the first telecentric lens assembly. The
LIDAR further includes a second telecentric lens assembly
positioned within the cavity and along a receive path such
that a plurality of reflected laser beams entering the cavity
pass through the second telecentric lens assembly. The first
telecentric lens assembly and the second telecentric lens
assembly each include a field flattening lens and at least one
other lens.
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MULTI-CHANNEL LIGHT DETECTION AND
RANGING (LIDAR) UNIT HAVING A
TELECENTRIC LENS ASSEMBLY AND
SINGLE CIRCUIT BOARD FOR EMITTERS
AND DETECTORS

RELATED APPLICATION

[0001] The present application is based on and claims
benefit of U.S. Provisional Patent Application No. 63/059,
190 having a filing date of Jul. 31, 2020, which is incorpo-
rated by reference herein.

FIELD
[0002] The present disclosure relates generally to LIDAR
systems.
BACKGROUND
[0003] LIDAR systems use lasers to create three-dimen-

sional representations of surrounding environments. A
LIDAR system includes at least one emitter paired with a
receiver to form a channel, though an array of channels may
be used to expand the field of view of the LIDAR system.
During operation, each channel emits a laser beam into the
environment. The laser beam reflects off of an object within
the surrounding environment, and the reflected laser beam is
detected by the receiver. A single channel provides a single
point of ranging information. Collectively, channels are
combined to create a point cloud that corresponds to a
three-dimensional representation of the surrounding envi-
ronment. The LIDAR system also includes circuitry to
measure the time-of-flight (that is, the elapsed time from
emitting the laser beam to detecting the reflected laser
beam). The time-of-flight measurement is used to determine
the distance of the LIDAR system to the object.

SUMMARY

[0004] Aspects and advantages of embodiments of the
present disclosure will be set forth in part in the following
description, or may be learned from the description, or may
be learned through practice of the embodiments.

[0005] In one example aspect, a LIDAR system is pro-
vided. The LIDAR system includes a plurality of LIDAR
units. Each of the plurality of LIDAR units includes a
housing defining a cavity. Each of the plurality of LIDAR
units further includes a plurality of emitters disposed within
the cavity. Each of the plurality of emitters is configured to
emit a laser beam. The LIDAR system includes a first optic
comprising a prism disk rotatable about a first axis at a first
rotational speed. The prism disk is positioned relative to the
plurality of LIDAR units such that a plurality of laser beams
exiting each of the plurality of LIDAR units pass through the
prism disk. The prism disk can be configured to refract the
plurality of laser beams. The LIDAR system includes a
second optic rotatable about a second axis at a second
rotational speed that is faster than the first rotational speed.
The second optic is positioned relative to the first optic such
that each of a plurality of refracted laser beams exiting the
prism disk reflect off of the second optic.

[0006] In another example aspect, an autonomous vehicle
is provided. The autonomous vehicle includes a LIDAR
system coupled to a vehicle body of the autonomous vehicle.
The LIDAR system includes a plurality of LIDAR units.
Each of the plurality of LIDAR units includes a housing
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defining a cavity. Each of the plurality of LIDAR units
further includes a plurality of emitters disposed within the
cavity. Each of the plurality of emitters is configured to emit
a laser beam. The LIDAR system includes a prism disk
rotatable about a first axis at a first rotational speed. The
prism disk is positioned relative to the plurality of LIDAR
units such that a plurality of laser beams exiting each of the
plurality of LIDAR units pass through the prism disk. The
prism disk is configured to refract the plurality of laser
beams. The LIDAR system includes a mirror rotatable about
a second axis at a second rotational speed that is faster than
the first rotational speed. The mirror is positioned relative to
the prism disk such that each of a plurality of refracted laser
beams exiting the prism disk reflect off of the mirror.

[0007] In yet another example aspect, a LIDAR system is
provided. The LIDAR system includes a first LIDAR unit
and a second LIDAR unit. The first LIDAR unit and the
second LIDAR unit each include a housing defining a cavity.
The first LIDAR unit and the second LIDAR unit each
further include a plurality of emitters disposed within the
cavity. Each of the plurality of emitters is configured to emit
a laser beam. The LIDAR system includes a first prism disk
rotatable about a first axis at a first rotational speed. The first
prism disk is positioned relative to the first LIDAR unit such
that a plurality of laser beams emitted from the first LIDAR
unit pass through the first prism disk. The first prism disk is
configured to refract the plurality of laser beams. The
LIDAR system includes a second prism disk rotatable about
the first axis at the first rotational speed. The second prism
disk is positioned relative to the second LIDAR unit such
that a plurality of laser beams emitted from the second
LIDAR unit pass through the second prism disk. The second
prism disk is configured to refract the plurality of laser
beams emitted from the second LIDAR unit. The LIDAR
system includes a mirror rotatable about a second axis at a
second rotational speed that is faster than the first rotational
speed. The mirror is positioned relative to the first prism disk
and the second prism disk such that a plurality of refracted
laser beams exiting each of the first prism disk and the
second prism disk reflect off of the mirror.

[0008] Other example aspects of the present disclosure are
directed to other systems, methods, vehicles, apparatuses,
tangible non-transitory computer-readable media, and
devices for motion prediction and/or operation of a device
including a LIDAR system having a rotatable prism disk for
beam steering of lasers.

[0009] In one example aspect, a LIDAR unit is provided.
The LIDAR unit includes a housing defining a cavity. The
LIDAR unit includes a plurality of emitters disposed on a
surface of a circuit board positioned within the cavity. Each
of' the plurality of emitters is configured to emit a laser beam
along a transmit path. The LIDAR unit includes a first
telecentric lens assembly positioned within the cavity and
along the transmit path such that the laser beam emitted from
each of the plurality of emitters passes through the first
telecentric lens assembly. The first telecentric lens assembly
includes a first field flattening lens and at least one other
lens. The LIDAR unit includes a second telecentric lens
assembly positioned within the cavity and along a receive
path such that a plurality of reflected laser beams entering
the cavity pass through the second telecentric lens assembly.
The second telecentric lens assembly includes a second field
flattening lens and at least one other lens. The LIDAR unit
includes a plurality of detectors disposed on the surface of
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the circuit board. Each of the plurality of detectors is spaced
apart from a corresponding emitter of the plurality of
emitters. Each of the plurality of detectors is configured to
detect one or more of the plurality of reflected laser beams.

[0010] In another example aspect, an autonomous vehicle
is provided. The autonomous vehicle includes one or more
LIDAR units coupled to a vehicle body of the autonomous
vehicle. The one or more LIDAR units include a housing
defining a cavity. The one or more LIDAR units further
include a plurality of emitters disposed on a surface of a
circuit board positioned within the cavity. Each of the
plurality of emitters includes a laser diode configured to emit
a laser beam such that the laser beam is substantially
perpendicular to the circuit board. Each of the plurality of
emitters further include a collimation lens positioned rela-
tive to the laser diode such that the laser beam emitted from
the laser diode reflects off of the collimation lens and along
a transmit path. The one or more LIDAR units include a first
telecentric lens assembly positioned within the cavity and
along the transmit path such that the laser beam emitted from
each of the plurality of emitters passes through the first
telecentric lens assembly. The first telecentric lens assembly
includes a first field flattening lens and at least one other
lens. The one or more LIDAR units include a second
telecentric lens assembly positioned within the cavity and
along a receive path such that a plurality of reflected laser
beams entering the cavity pass through the second telecen-
tric lens assembly. The second telecentric lens assembly
includes a second field flattening lens and at least one other
lens. The one or more LIDAR units include a plurality of
detectors disposed on the surface of the circuit board. Each
of the plurality of detectors is spaced apart from a corre-
sponding emitter of the plurality of emitters. Each of the
plurality of detectors is configured to detect one or more of
the plurality of reflected laser beams.

[0011] In yet another example aspect, a computing system
is provided. The computing system includes one or more
processors. The computing system further includes one or
more tangible, non-transitory, computer readable media that
collectively store instructions that, when executed by the
one or more processors, cause the computing system to
perform operations. The operations include obtaining sensor
data via a LIDAR system. The LIDAR system includes a
LIDAR unit. The LIDAR unit includes a housing defining a
cavity. The LIDAR unit includes one or more emitters
positioned within the cavity. The one or more emitters are
configured to emit one or more laser beams along a transmit
path. The LIDAR unit includes a first telecentric lens
assembly along the transmit path and a second telecentric
lens assembly along a receive path. The LIDAR unit
includes one or more detectors configured to detect one or
more reflected laser beams entering the cavity. The opera-
tions further include determining an object within a field of
view of the LIDAR system based at least in part on the
sensor data. The operations even further include determining
one or more future locations of the object and determining
an action for an autonomous vehicle based at least in part on
the one or more future locations of the object

[0012] Other example aspects of the present disclosure are
directed to other systems, methods, vehicles, apparatuses,
tangible non-transitory computer-readable media, and
devices for motion prediction and/or operation of a device
including a LIDAR system having a telecentric lens assem-
bly and single circuit board for both emitters and detectors.
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[0013] The autonomous vehicle technology described
herein can help improve the safety of passengers of an
autonomous vehicle, improve the safety of the surroundings
of the autonomous vehicle, improve the experience of the
rider and/or operator of the autonomous vehicle, as well as
provide other improvements as described herein. Moreover,
the autonomous vehicle technology of the present disclosure
can help improve the ability of an autonomous vehicle to
effectively provide vehicle services to others and support the
various members of the community in which the autono-
mous vehicle is operating, including persons with reduced
mobility and/or persons that are underserved by other trans-
portation options. Additionally, the autonomous vehicle of
the present disclosure may reduce traffic congestion in
communities as well as provide alternate forms of transpor-
tation that may provide environmental benefits.

[0014] These and other features, aspects and advantages of
various embodiments will become better understood with
reference to the following description and appended claims.
The accompanying drawings, which are incorporated in and
constitute a part of this specification, illustrate embodiments
of the present disclosure and, together with the description,
serve to explain the related principles.

BRIEF DESCRIPTION OF THE DRAWINGS

[0015] Detailed discussion of embodiments directed to
one of ordinary skill in the art are set forth in the specifi-
cation, which makes reference to the appended figures, in
which:

[0016] FIG. 1 depicts a block diagram of an example
system for controlling the computational functions of an
autonomous vehicle according to example embodiments of
the present disclosure.

[0017] FIG. 2 depicts a LIDAR system according to
example embodiments of the present disclosure.

[0018] FIG. 3 depicts a cross-sectional view of a LIDAR
system according to example embodiments of the present
disclosure.

[0019] FIG. 4 depicts spacing between a plurality of laser
beams exiting a LIDAR unit according to example embodi-
ments of the present disclosure.

[0020] FIG. 5 depicts spacing between a plurality of laser
beams exiting a first optic of a LIDAR system according to
example embodiments of the present disclosure.

[0021] FIG. 6 depicts a top-view of a first optic of a
LIDAR system according to example embodiments of the
present disclosure.

[0022] FIG. 7 depicts a cross-sectional view of a wedge of
a first optic of a LIDAR system according to example
embodiments of the present disclosure.

[0023] FIG. 8 depicts a side view of a plurality of laser
beams exiting each of a first LIDAR unit and a second
LIDAR unit pass through a first optic of a LIDAR system
according to example embodiments of the present disclo-
sure.

[0024] FIG. 9 depicts a front view of FIG. 12 according to
example embodiments of the present disclosure.

[0025] FIG. 10 depicts a LIDAR system according to
example embodiments of the present disclosure.

[0026] FIG. 11 depicts a perspective view of the LIDAR
system of FIG. 10 according to example embodiments of the
present disclosure.
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[0027] FIG. 12 depicts another perspective view of the
LIDAR system of FIG. 10 according to example embodi-
ments of the present disclosure.

[0028] FIG. 13 depicts a top view of the LIDAR system of
FIG. 10 according to example embodiments of the present
disclosure.

[0029] FIG. 14 depicts spacing between a plurality of laser
beams exiting a LIDAR unit of the LIDAR system of FIG.
10 according to example embodiments of the present dis-
closure.

[0030] FIG. 15 depicts spacing between a plurality of laser
beams exiting a first prism disk or a second prism disk of the
LIDAR system of FIG. 10 according to example embodi-
ments of the present disclosure

[0031] FIG. 16 depicts an exploded view of a LIDAR unit
of a LIDAR system according to example embodiments of
the present disclosure.

[0032] FIG. 17 depicts a cross-sectional view of a LIDAR
unit of a LIDAR system according to example embodiments
of the present disclosure.

[0033] FIG. 18 depicts an emitter of the LIDAR unit in
FIG. 10 according to example embodiments of the present
disclosure.

[0034] FIG. 19 depicts a laser diode of the emitter in FIG.
12 emitting a laser beam according to example embodiments
of the present disclosure.

[0035] FIG. 20 depicts an example computing system
according to example embodiments of the present disclo-
sure.

[0036] FIG. 21 depicts a block diagram of components of
LIDAR system according to example embodiments of the
present disclosure.

[0037] FIG. 22 depicts a flow diagram of a method of
controlling operation of an autonomous vehicle according to
sensor data obtained from a LIDAR system according to
example embodiments of the present disclosure.

DETAILED DESCRIPTION

[0038] Example aspects of the present disclosure are
directed to a light detection and ranging (LIDAR) system.
The LIDAR system can include a plurality of LIDAR units.
Each of the plurality of LIDAR units can include a housing
defining a cavity. Each of the plurality of LIDAR units can
further include a plurality of emitters disposed on a circuit
board positioned within the cavity. Each of the plurality of
emitters can be configured to emit a laser beam. In this
manner, a plurality of laser beams can be emitted from the
housing of each of the plurality of LIDAR units. The
plurality of laser beams are spaced apart from one another by
a first angular distance (e.g., greater than 4 degrees).

[0039] The LIDAR system according to example aspects
of the present disclosure can include a first optic. The first
optic can include a prism disk rotatable about a first axis at
a first rotational speed (e.g., from 500 revolutions per minute
to 700 revolutions per minute). The prism disk can be
positioned relative to the plurality of LIDAR units such that
the plurality of laser beams pass through the prism disk.
Furthermore, the prism disk can refract the plurality of laser
beams to reduce a spacing (e.g., angular distance) between
the plurality of laser beams to improve the resolution of the
LIDAR system. More specifically, the prism disk can refract
the plurality of laser beams such that a plurality of refracted
laser beams exiting the prism disk are spaced apart from one
another by a second angular distance (e.g., less than 2
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degrees, less than 1 degree) that is less than the first angular
distance. Construction of the prism disk will now be dis-
cussed in more detail.

[0040] The prism disk can include a plurality of wedges.
For instance, in some implementations, the prism disk can
include a total of six wedges (e.g., first wedge, second
wedge, third wedge, fourth wedge, fifth wedge and sixth
wedge). In alternative implementations, the prism disk can
include more or fewer wedges. Each of the plurality of
wedges of the prism disk can define a different wedge angle.
For instance, a first wedge angle associated with a first
wedge of the plurality of wedges can be different than a
second wedge angle associated with a second wedge of the
plurality of wedges. The wedge angle for each of the
plurality of wedges can range from -5 degrees relative to an
axis (e.g., radial axis) of the prism disk to 5 degrees relative
to the axis of the prism disk.

[0041] In some implementations, the plurality of laser
beams exiting a first LIDAR unit of the plurality of LIDAR
units and the plurality of laser beams exiting a second
LIDAR unit of the plurality of LIDAR units can pass
through a first portion of the prism disk. Conversely, the
plurality of laser beams exiting a third LIDAR unit of the
plurality of LIDAR units and the plurality of laser beams
exiting a fourth LIDAR unit of the plurality of LIDAR units
can pass through a second portion of the prism disk. The
second portion of the prism disk can be different than the
first portion of the prism disk. For instance, the first portion
can include a first wedge, a second wedge, and a third
wedge. Conversely, the second portion can include the
fourth wedge, the fifth wedge, and the sixth wedge. Fur-
thermore, in such implementations, each of the wedges (e.g.,
first wedge, second wedge, third wedge, fourth wedge, fifth
wedge, sixth wedge) can be substantially the same size.
[0042] In some implementations, the housing of each of
the plurality of LIDAR units can be tilted relative to the first
axis by about 45 degrees. For instance, the housing of a first
LIDAR unit and the housing of a second LIDAR unit can
each be tilted upward relative to the first axis. Conversely,
the housing of a third LIDAR unit and the housing of a
fourth LIDAR unit can each be tilted downward relative to
the first axis.

[0043] The LIDAR system according to example aspects
of the present disclosure can include a second optic posi-
tioned relative to the first optic such that the plurality of
refracted laser beams reflect off of the second optic. In some
implementations, the second optic can be a multi-sided
mirror (e.g., The second optic can be rotatable about a
second axis at a second rotational speed that is faster than the
first rotational speed. For instance, in some implementa-
tions, the second rotational speed can range from 3,300
revolutions per minute to 3,900 revolutions per minute. The
second axis can, in some implementations, be substantially
perpendicular (e.g., less than a 15 degree difference, less
than a 10 degree difference, less than a 5 degree difference,
less than a 1 degree difference, etc.) to the first axis.

[0044] A field of regard of the second optic can be wider
than a field of regard of the first optic. For instance, in some
implementations, the field of regard of the second optic can
be about 180 degrees, whereas the field of regard of the first
optic can be about 80 degrees. In this manner, the second
optic can widen a field of regard of the LIDAR system such
that the LIDAR system can scan a larger area without
needing to physically move one or more of the LIDAR units.
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Construction of the LIDAR units of the LIDAR system will
now be discussed in more detail.

[0045] Example aspects of the present disclosure are
directed to a LIDAR unit. The LIDAR unit can include a
housing defining a cavity. The LIDAR unit can further
include a plurality of emitters disposed on a surface of a
circuit board positioned within the cavity. Each of the
plurality of emitters can be configured to emit a laser beam
along a transmit path that is substantially perpendicular to
the surface of the circuit board.

[0046] Each of the plurality of emitters can include a laser
diode configured to emit the laser beam. In some implemen-
tations, the laser diode can be configured to emit the laser
beam such that the laser beam is substantially parallel (e.g.,
less than a 15 degree difference, less than a 10 degree
difference, less than a 5 degree difference, less than a 1
degree difference, etc.) to the surface of the circuit board. In
such implementations, each of the plurality of emitters can
include a collimation lens. The collimation lens can be
positioned relative to the laser diode such that the laser beam
reflects off of a surface of the collimation lens. More
specifically, the laser beam can reflect off of the surface such
that the reflected laser beam is substantially perpendicular to
the circuit board. In this manner, the reflected laser beam can
be directed along the transmit path.

[0047] The LIDAR unit can include a first telecentric lens
assembly and a second telecentric lens assembly. The first
telecentric lens assembly can be positioned within the cavity
of the housing and along the transmit path. In this manner,
the laser beam emitted from each of the plurality of emitters
can pass through the first telecentric lens assembly before
exiting the cavity. Furthermore, the second telecentric lens
assembly can be positioned within the cavity of the housing
and along a receive path. In this manner, a plurality of
reflected laser beams entering the cavity from an outside
environment can pass through the second telecentric lens
assembly.

[0048] It should be understood that the receive path along
which the second telecentric lens assembly is positioned is
different than the transmit path along which the first tele-
centric lens assembly is positioned. For instance, the receive
path can be located at a lower portion of the cavity, whereas
the transmit path can be located at an upper portion of the
cavity. Furthermore, in some implementations, the housing
of the LIDAR unit can include a partition wall dividing the
cavity into the upper portion and the lower portion.

[0049] The first telecentric lens assembly and the second
telecentric lens assembly can each include multiple lenses.
More specifically, the first telecentric lens assembly and the
second telecentric lens assembly can each include at least a
first lens (e.g., field flattening lens) and a second lens (e.g.,
refractive lens). The first lens (e.g., field flattening lens) can
be positioned between the circuit board and the second lens
(e.g., refractive lens). Furthermore, the first telecentric lens
assembly can eliminate the need for the plurality of emitters
to be disposed on a curved surface. In this manner, the
surface of the circuit board on which the plurality of emitters
are disposed can be substantially flat (that is, not curved).
This can reduce complexity in manufacturing and assembly
of the circuit board.

[0050] Furthermore, the field flattening lens of the first
telecentric lens assembly disposed along the transmit path
can be thinner than the field flattening lens of the field
flattening lens of the second telecentric lens assembly dis-
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posed along the receive path. In some implementations, the
field flattening lens of the first telecentric lens assembly can
have a thickness of about 3 millimeters, whereas the field
flattening lens of the second telecentric lens assembly can
have a thickness of about 4 millimeters.

[0051] The LIDAR unit can include a plurality of detec-
tors. Each of the plurality of detectors can be configured to
detect one or more of the plurality of reflected laser beams
entering the cavity. Furthermore, since the LIDAR unit
includes the second telecentric lens assembly disposed along
the receive path, the plurality of detectors need not be
disposed on a curved surface. As such, the plurality of
detectors can be disposed on the same circuit board on which
the plurality of emitters are disposed. More specifically, the
plurality of emitters and the plurality of detectors can be
disposed on the same surface of the circuit board.

[0052] Each of the plurality of detectors can be spaced
apart from a corresponding emitter of the plurality of
emitters by a distance. For instance, in some implementa-
tions, each of the plurality of detectors can be spaced from
the corresponding emitter by a distance of about 4 millime-
ters. As used herein, the term “about” refers to a range of
values with 20% of a stated numerical value. In some
implementations, each of the plurality of detectors can
include an avalanche photodiode. In some implementations,
the LIDAR unit can include an optical filter.

[0053] The optical filter can be positioned along the
receive path. More specifically, the optical filter can be
positioned between the telecentric lens of the receive optics
and the plurality of detectors. In this manner, the optical
filter can have a narrow acceptance angle (e.g., about 2
degrees), because the plurality of reflected laser beams
exiting the telecentric lens are substantially perpendicular to
a surface of the optical filter. It should be understood that the
optical filter can include any type of filter. For instance, in
some implementations, the optical filter can be a bandpass
filter.

[0054] In some implementations, the LIDAR system
according to the present disclosure can be implemented
onboard an autonomous vehicle (e.g., ground-based vehicle,
aerial vehicle, etc.). The autonomous vehicle can include
various systems and devices configured to control the opera-
tion of the autonomous vehicle. For example, the autono-
mous vehicle can include an onboard vehicle computing
system (e.g., located on or within the autonomous vehicle)
that is configured to operate the autonomous vehicle. The
onboard vehicle computing system can obtain sensor data
from sensor(s) onboard the vehicle (e.g., cameras, LIDAR,
RADAR, etc.), attempt to comprehend the vehicle’s sur-
rounding environment by performing various processing
techniques on the sensor data, and generate an appropriate
motion plan through the vehicle’s surrounding environment.
This can include, for example, detecting of object(s) (e.g.,
pedestrians, vehicles, bicycles/bicyclists, etc.) within the
vehicle’s surrounding environment, predicting the future
motion trajectory of those objects, and planning the vehi-
cle’s motion to avoid interference with the object(s). More-
over, the autonomous vehicle can include a communications
system that can allow the autonomous vehicle to commu-
nicate with a computing system that is remote from the
autonomous vehicle such as, for example, that of a service
entity.

[0055] An autonomous vehicle can perform vehicle ser-
vices for one or more service entities. A service entity can be
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associated with the provision of one or more vehicle ser-
vices. For example, a service entity can be an individual, a
group of individuals, a company (e.g., a business entity,
organization, etc.), a group of entities (e.g., affiliated com-
panies), and/or another type of entity that offers and/or
coordinates the provision of vehicle service(s) to one or
more users. As an example, a service entity can offer vehicle
service(s) to users via a software application (e.g., on a user
computing device), via a website, and/or via other types of
interfaces that allow a user to request a vehicle service. The
vehicle services can include user transportation services
(e.g., by which the vehicle transports user(s) from one
location to another), delivery services (e.g., by which a
vehicle delivers item(s) to a requested destination location),
courier services (e.g., by which a vehicle retrieves item(s)
from a requested origin location and delivers the item to a
requested destination location), and/or other types of ser-
vices.

[0056] An operations computing system of the service
entity can help to coordinate the performance of vehicle
services by autonomous vehicles. For instance, the opera-
tions computing system can include a service platform. The
service platform can include a plurality of back-end services
and front-end interfaces, which are accessible via one or
more APIs. For example, an autonomous vehicle and/or
another computing system that is remote from the autono-
mous vehicle can communicate/access the service platform
(and its backend services) by calling the one or more APIs.
Such components can facilitate secure, bidirectional com-
munications between autonomous vehicles and/or the ser-
vice entity’s operations system (e.g., including a data center,
etc.).

[0057] The service platform can allow an autonomous
vehicle to obtain data from and/or communicate data to the
operations computing system. By way of example, a user
can provide (e.g., via a user device) a request for a vehicle
service to the operations computing system associated with
the service entity. The request can indicate the type of
vehicle service that the user desires (e.g., a user transporta-
tion service, a delivery service, etc.), one or more locations
(e.g., an origin, destination, etc.), timing constraints (e.g.,
pick-up time, drop-off time, deadlines, etc.), a number of
user(s) and/or items to be transported in the vehicle, other
service parameters (e.g., a need for handicap access, handle
with care instructions, etc.), and/or other information. The
operations computing system of the service entity can pro-
cess the request and identify one or more autonomous
vehicles that may be able to perform the requested vehicle
services for the user. For instance, the operations computing
system can identify which autonomous vehicle(s) are online
with the service entity (e.g., available for a vehicle service
assignment, addressing a vehicle service assignment, etc.).
An autonomous vehicle can go online with a service entity
by, for example, connecting with the service entity’s opera-
tions computing system (e.g., the service platform) so that
the vehicle computing system can communicate with the
operations computing system via a network. Once online,
the operations computing system can communicate a vehicle
service assignment indicative of the requested vehicle ser-
vices and/or other data to the autonomous vehicle.

[0058] The autonomous vehicle can be configured to oper-
ate in one or more modes including, for example, a fully
autonomous operating mode, a semi-autonomous operating
mode, and a manual operating mode. The fully autonomous

Feb. 3, 2022

(e.g., self-driving) operating mode can be one in which the
autonomous vehicle can provide driving and navigational
operation with minimal and/or no interaction from a human
driver present in the autonomous vehicle. The semi-autono-
mous operating mode can be one in which the vehicle can
operate with some interaction from a human driver present
in the vehicle. The manual operating mode can be one in
which a human driver present in the autonomous vehicle
manually controls (e.g., acceleration, braking, steering) the
autonomous vehicle via one or more input devices (e.g.,
steering device) of the autonomous vehicle.

[0059] The LIDAR system can be implemented on the
autonomous vehicle to obtain data associated with the
surrounding environment in which the autonomous vehicle
is operating (e.g., while online with service entity, perform-
ing a vehicle service, etc.). In some implementations, the
LIDAR system can be coupled to a vehicle body (e.g.,
frame, panels, etc.) of the autonomous vehicle. For instance,
the LIDAR system can be coupled to a bumper of the
autonomous vehicle. However, it should be understood that
the LIDAR system can be mounted to the autonomous
vehicle at any suitable location.

[0060] An autonomous vehicle can utilize the described
LIDAR system to account for object(s) within a field-of
view of the LIDAR system. For instance, an autonomous
vehicle (e.g., its onboard computing system) can obtain
sensor data via the LIDAR system. The sensor data can be
indicative of an object within the field of view of the LIDAR
system. The autonomous vehicle can determine perception
data for the object within the field of view of the LIDAR
system based at least in part on the sensor data. The
perception data can describe, for example, an estimate of the
object’s current and/or past: location and/or position; speed;
velocity; acceleration; heading; orientation; size/footprint
(e.g., as represented by a bounding shape); class (e.g.,
pedestrian class vs. vehicle class vs. bicycle class); and/or
other state information. The autonomous vehicle can deter-
mine future location(s) of the object based at least in part on
the perception data. For example, the autonomous vehicle
can generate a trajectory (e.g., including one or more way-
points) that is indicative of a predicted future motion of the
object, given the object’s heading, velocity, type, etc. over
current/previous timestep(s). The autonomous vehicle can
determine an action for the autonomous vehicle based at
least in part on the detected object and/or the future location
(s) of the object within the field of view of the LIDAR
system. For example, the autonomous vehicle can generate
a motion plan that includes a vehicle trajectory by which the
vehicle can travel to avoid interfering/colliding with the
object. In another example, the autonomous vehicle can
determine that the object is a user that intends to enter the
autonomous vehicle (e.g., for a human transportation ser-
vice) and/or that intends place an item in the autonomous
vehicle (e.g., for a courier/delivery service). The autono-
mous vehicle can unlock a door, trunk, etc. to allow the user
to enter and/or place an item within the vehicle. The
autonomous vehicle can communicate one or more control
signals (e.g., to a motion control system, door control
system, etc.) to initiate the determined actions.

[0061] A LIDAR system according to example embodi-
ments of the present disclosure can provide numerous tech-
nical effects and benefits. For instance, the prism disk of the
LIDAR system can refract the plurality of laser beams
exiting each of the plurality of LIDAR units such that the
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spacing (e.g., angular distance) between the plurality of
refracted laser beams exiting the first optic is less than the
spacing (e.g., angular distance) between the plurality of laser
beams exiting each of the plurality of LIDAR units. In this
manner, the resolution of the LIDAR system according to
the present disclosure can be improved. Furthermore, the
second optic of the LIDAR system can be positioned such
that the plurality of refracted laser beams exiting the first
optic reflect off of the second optic and widen the field of
regard of the LIDAR system. In this manner, the LIDAR
system according to the present disclosure can scan a larger
area without needing to manipulate (e.g., move) one or more
LIDAR units of the system.

[0062] Additionally, a LIDAR unit according to the pres-
ent disclosure can provide numerous technical effects and
benefits. For instance, the transmit optics and receive optics
of the LIDAR unit can each include a telecentric lens. The
telecentric lens allows the emitters and detectors of the
LIDAR unit to be disposed on the same circuit board. More
specifically, the telecentric lens allows the emitters and
detectors of the LIDAR unit to be disposed on the same
surface of the circuit board. Furthermore, since the transmit
optics and the receive optics each include the telecentric
lens, the surface of the circuit board can be substantially flat.
In this manner, the circuit board can be more easily manu-
factured. Moreover, the telecentric can allow for the use of
an optical filter having a narrow acceptance angle (e.g.,
about 2 degrees) while still maintaining a wide field-of view
out of the cavity of the LIDAR unit.

[0063] Referring now to the FIGS., FIG. 1 depicts a
system 100 that includes a communications network 102; an
operations computing system 104; one or more remote
computing devices 106; a vehicle 108; a vehicle computing
system 112; one or more sensors 114; sensor data 116; a
positioning system 118; an autonomy computing system
120; map data 122; a perception system 124; a prediction
system 126; a motion planning system 128; perception data
130; prediction data 132; motion plan data 134; a commu-
nication system 136; a vehicle control system 138; and a
human-machine interface 140.

[0064] The operations computing system 104 can be asso-
ciated with a service provider that can provide one or more
vehicle services to a plurality of users via a fleet of vehicles
that includes, for example, the vehicle 108. The vehicle
services can include transportation services (e.g., rideshare
services), courier services, delivery services, and/or other
types of services.

[0065] The operations computing system 104 can include
multiple components for performing various operations and
functions. For example, the operations computing system
104 can be configured to monitor and communicate with the
vehicle 108 and/or its users to coordinate a vehicle service
provided by the vehicle 108. To do so, the operations
computing system 104 can communicate with the one or
more remote computing devices 106 and/or the vehicle 108
via one or more communications networks including the
communications network 102. The communications net-
work 102 can send and/or receive signals (e.g., electronic
signals) or data (e.g., data from a computing device) and
include any combination of various wired (e.g., twisted pair
cable) and/or wireless communication mechanisms (e.g.,
cellular, wireless, satellite, microwave, and radio frequency)
and/or any desired network topology (or topologies). For
example, the communications network 102 can include a
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local area network (e.g. intranet), wide area network (e.g. the
Internet), wireless LAN network (e.g., via Wi-Fi), cellular
network, a SATCOM network, VHF network, a HF network,
a WiIMAX based network, and/or any other suitable com-
munications network (or combination thereof) for transmit-
ting data to and/or from the vehicle 108.

[0066] Each of the one or more remote computing devices
106 can include one or more processors and one or more
memory devices. The one or more memory devices can be
used to store instructions that when executed by the one or
more processors of the one or more remote computing
devices 106 cause the one or more processors to perform
operations and/or functions including operations and/or
functions associated with the vehicle 108 including sending
and/or receiving data or signals to and from the vehicle 108,
monitoring the state of the vehicle 108, and/or controlling
the vehicle 108. The one or more remote computing devices
106 can communicate (e.g., exchange data and/or signals)
with one or more devices including the operations comput-
ing system 104 and the vehicle 108 via the communications
network 102. For example, the one or more remote com-
puting devices 106 can request the location of the vehicle
108 or a state of one or more objects detected by the one or
more sensors 114 of the vehicle 108, via the communications
network 102.

[0067] The one or more remote computing devices 106
can include one or more computing devices (e.g., a desktop
computing device, a laptop computing device, a smart
phone, and/or a tablet computing device) that can receive
input or instructions from a user or exchange signals or data
with an item or other computing device or computing system
(e.g., the operations computing system 104). Further, the one
or more remote computing devices 106 can be used to
determine and/or modify one or more states of the vehicle
108 including a location (e.g., a latitude and longitude), a
velocity, an acceleration, a trajectory, a heading, and/or a
path of the vehicle 108 based, at least in part, on signals or
data exchanged with the vehicle 108. In some implementa-
tions, the operations computing system 104 can include the
one or more remote computing devices 106.

[0068] The vehicle 108 can be a ground-based vehicle
(e.g., an automobile, a motorcycle, a train, a tram, a bus, a
truck, a tracked vehicle, a light electric vehicle, a moped, a
scooter, and/or an electric bicycle), an aircraft (e.g., airplane
or helicopter), a boat, a submersible vehicle (e.g., a subma-
rine), an amphibious vehicle, a hovercraft, a robotic device
(e.g. a bipedal, wheeled, or quadrupedal robotic device),
and/or any other type of vehicle. The vehicle 108 can be an
autonomous vehicle that can perform various actions includ-
ing driving, navigating, and/or operating, with minimal
and/or no interaction from a human driver. The vehicle 108
can be configured to operate in one or more modes includ-
ing, for example, a fully autonomous operational mode, a
semi-autonomous operational mode, a manual operating
mode, a park mode, and/or a sleep mode. A fully autono-
mous (e.g., self-driving) operational mode can be one in
which the vehicle 108 can provide driving and navigational
operation with minimal and/or no interaction from a human
driver present in the vehicle. A semi-autonomous opera-
tional mode can be one in which the vehicle 108 can operate
with some interaction from a human driver present in the
vehicle. A manual operating mode can be one in which a
human driver present in the autonomous vehicle manually
controls (e.g., acceleration, braking, steering) the vehicle
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108 via one or more vehicle control devices (e.g., steering
device) of the vehicle 108. Park and/or sleep modes can be
used between operational modes while the vehicle 108
performs various actions including waiting to provide a
subsequent vehicle service, and/or recharging between
operational modes.

[0069] An indication, record, and/or other data indicative
of the state of the vehicle 108, the state of one or more
passengers of the vehicle 108, and/or the state of an envi-
ronment external to the vehicle 108 including one or more
objects (e.g., the physical dimensions, velocity, acceleration,
heading, location, and/or appearance of the one or more
objects) can be stored locally in one or more memory
devices of the vehicle 108. Furthermore, as discussed above,
the vehicle 108 can provide data indicative of the state of the
one or more objects (e.g., physical dimensions, velocity,
acceleration, heading, location, and/or appearance of the one
or more objects) within a predefined distance of the vehicle
108 to the operations computing system 104 and/or the
remote computing devices 106, which can store an indica-
tion, record, and/or other data indicative of the state of the
one or more objects within a predefined distance of the
vehicle 108 in one or more memory devices associated with
the operations computing system 104 and/or the one or more
remote computing devices 106 (e.g., remote from the
vehicle).

[0070] The vehicle 108 can include and/or be associated
with the vehicle computing system 112. The vehicle com-
puting system 112 can include one or more computing
devices located onboard the vehicle 108. For example, the
one or more computing devices of the vehicle computing
system 112 can be located on and/or within the vehicle 108.
The one or more computing devices of the vehicle comput-
ing system 112 can include various components for per-
forming various operations and functions. For instance, the
one or more computing devices of the vehicle computing
system 112 can include one or more processors and one or
more tangible non-transitory, computer readable media (e.g.,
memory devices). The one or more tangible non-transitory,
computer readable media can store instructions that when
executed by the one or more processors cause the vehicle
108 (e.g., its computing system, one or more processors, and
other devices in the vehicle 108) to perform operations
and/or functions, including those described herein for
accessing state data including information associated with
one or more respective locations and/or characteristics of
one or more objects over a plurality of time intervals and/or
determining, based at least in part on the state data and a
machine-learned prediction generator model, one or more
predicted trajectories of the one or more objects at one or
more subsequent time intervals following the plurality of
time intervals. Furthermore, the vehicle computing system
112 can perform one or more operations associated with the
control, exchange of data, and/or operation of various
devices and systems including robotic devices and/or other
computing devices.

[0071] As depicted in FIG. 1, the vehicle computing
system 112 can include the one or more sensors 114; the
positioning system 118; the autonomy computing system
120; the communication system 136; the vehicle control
system 138; and the human-machine interface 140. One or
more of these systems can be configured to communicate
with one another via a communication channel. The com-
munication channel can include one or more data buses (e.g.,
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controller area network (CAN)), on-board diagnostics con-
nector (e.g., OBD-II), and/or a combination of wired and/or
wireless communication links. The onboard systems can
exchange (e.g., send and/or receive) data, messages, and/or
signals amongst one another via the communication chan-
nel.

[0072] The one or more sensors 114 can be configured to
generate and/or store data including the sensor data 116
associated with one or more objects proximate to the vehicle
108 (e.g., within range or a field of view of one or more of
the one or more sensors 114). The one or more sensors 114
can include one or more Light Detection and Ranging
(LiDAR) systems, one or more Radio Detection and Rang-
ing (RADAR) systems, one or more cameras (e.g., visible
spectrum cameras and/or infrared cameras), one or more
sonar systems, one or more motion sensors, and/or other
types of image capture devices and/or sensors. The sensor
data 116 can include image data, radar data, LiDAR data,
sonar data, and/or other data acquired by the one or more
sensors 114. The one or more objects can include, for
example, pedestrians, vehicles, bicycles, buildings, roads,
foliage, utility structures, bodies of water, and/or other
objects. The one or more objects can be located on or around
(e.g., in the area surrounding the vehicle 108) various parts
of the vehicle 108 including a front side, rear side, left side,
right side, top, or bottom of the vehicle 108. The sensor data
116 can be indicative of a location of the one or more objects
within the surrounding environment of the vehicle 108 at
one or more times. For example, sensor data 116 can be
indicative of one or more LiDAR point clouds associated
with the one or more objects within the surrounding envi-
ronment. The one or more sensors 114 can provide the
sensor data 116 to the autonomy computing system 120.

[0073] In addition to the sensor data 116, the autonomy
computing system 120 can retrieve or otherwise obtain data,
including the map data 122. The map data 122 can provide
detailed information about the surrounding environment of
the vehicle 108. For example, the map data 122 can provide
information regarding: the identity and/or location of dif-
ferent roadways, road segments, buildings, or other items or
objects (e.g., lampposts, crosswalks and/or curbs); the loca-
tion and directions of traffic lanes (e.g., the location and
direction of a parking lane, a turning lane, a bicycle lane, or
other lanes within a particular roadway or other travel way
and/or one or more boundary markings associated there-
with); traffic control data (e.g., the location and instructions
of signage, traffic lights, or other traffic control devices);
and/or any other map data that provides information that
assists the vehicle computing system 112 in processing,
analyzing, and perceiving its surrounding environment and
its relationship thereto.

[0074] The positioning system 118 can determine a current
position of the vehicle 108. The positioning system 118 can
be any device or circuitry for analyzing the position of the
vehicle 108. For example, the positioning system 118 can
determine a position by using one or more of inertial
sensors, a satellite positioning system, based on IP/MAC
address, by using triangulation and/or proximity to network
access points or other network components (e.g., cellular
towers and/or Wi-Fi access points) and/or other suitable
techniques. The position of the vehicle 108 can be used by
various systems of the vehicle computing system 112 and/or
provided to one or more remote computing devices (e.g., the
operations computing system 104 and/or the remote com-
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puting devices 106). For example, the map data 122 can
provide the vehicle 108 relative positions of the surrounding
environment of the vehicle 108. The vehicle 108 can identify
its position within the surrounding environment (e.g., across
six axes) based at least in part on the data described herein.
For example, the vehicle 108 can process the sensor data 116
(e.g., LIDAR data, camera data) to match it to a map of the
surrounding environment to get a determination of the
vehicle’s position within that environment (e.g., transpose
the vehicle’s position within its surrounding environment).
[0075] The autonomy computing system 120 can include
a perception system 124, a prediction system 126, a motion
planning system 128, and/or other systems that cooperate to
perceive the surrounding environment of the vehicle 108 and
determine a motion plan for controlling the motion of the
vehicle 108 accordingly. One or more of these systems can
be combined into a single system performing the functions
thereof and/or share computing resources. For example, the
autonomy computing system 120 can receive the sensor data
116 from the one or more sensors 114, attempt to determine
the state of the surrounding environment by performing
various processing techniques on the sensor data 116 (and/or
other data), and generate an appropriate motion plan through
the surrounding environment, including for example, a
motion plan that navigates the vehicle 108 around the
current and/or predicted locations of one or more objects
detected by the one or more sensors 114. The autonomy
computing system 120 can control the one or more vehicle
control systems 138 to operate the vehicle 108 according to
the motion plan.

[0076] The autonomy computing system 120 can identify
one or more objects that are proximate to the vehicle 108
based at least in part on the sensor data 116 and/or the map
data 122. For example, the perception system 124 can obtain
perception data 130 descriptive of a current and/or past state
of an object that is proximate to the vehicle 108. The
perception data 130 for each object can describe, for
example, an estimate of the object’s current and/or past:
location and/or position; speed; velocity; acceleration; head-
ing; orientation; size/footprint (e.g., as represented by a
bounding shape); class (e.g., pedestrian class vs. vehicle
class vs. bicycle class), and/or other state information. The
perception system 124 can provide the perception data 130
to the prediction system 126 (e.g., for predicting the move-
ment of an object).

[0077] The prediction system 126 can generate prediction
data 132 associated with each of the respective one or more
objects proximate to the vehicle 108. The prediction data
132 can be indicative of one or more predicted future
locations of each respective object. The prediction data 132
can be indicative of a predicted path (e.g., predicted trajec-
tory) of at least one object within the surrounding environ-
ment of the vehicle 108. For example, the predicted path
(e.g., trajectory) can indicate a path along which the respec-
tive object is predicted to travel over time (and/or the
velocity at which the object is predicted to travel along the
predicted path). The prediction system 126 can provide the
prediction data 132 associated with the one or more objects
to the motion planning system 128.

[0078] In some implementations, the prediction system
126 can utilize one or more machine-learned models. For
example, the prediction system 126 can determine predic-
tion data 132 including a predicted trajectory (e.g., a pre-
dicted path, one or more predicted future locations, etc.)
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along which a respective object is predicted to travel over
time based on one or more machine-learned models. By way
of example, the prediction system 126 can generate such
predictions by including, employing, and/or otherwise lever-
aging a machine-learned prediction model. For example, the
prediction system 126 can receive perception data 130 (e.g.,
from the perception system 124) associated with one or
more objects within the surrounding environment of the
vehicle 108. The prediction system 126 can input the per-
ception data 130 (e.g., BEV image, LIDAR data, etc.) into
the machine-learned prediction model to determine trajec-
tories of the one or more objects based on the perception
data 130 associated with each object. For example, the
machine-learned prediction model can be previously trained
to output a future trajectory (e.g., a future path, one or more
future geographic locations, etc.) of an object within a
surrounding environment of the vehicle 108. In this manner,
the prediction system 126 can determine the future trajectory
of the object within the surrounding environment of the
vehicle 108 based, at least in part, on the machine-learned
prediction generator model.

[0079] As discussed above, the machine-learned predic-
tion model can be previously trained via one or more
machine-learning techniques. In some implementations, the
machine-learned prediction model can be previously trained
by one or more devices (e.g., training computing system,
operations computing system 104, one or more remote
computing devices 106, etc.) remote from the vehicle 108.

[0080] The motion planning system 128 can determine a
motion plan and generate motion plan data 134 for the
vehicle 108 based at least in part on the prediction data 132
(and/or other data). The motion plan data 134 can include
vehicle actions with respect to the objects proximate to the
vehicle 108 as well as the predicted movements. For
instance, the motion planning system 128 can implement an
optimization algorithm that considers cost data associated
with a vehicle action as well as other objective functions
(e.g., cost functions based on speed limits, traffic lights,
and/or other aspects of the environment), if any, to determine
optimized variables that make up the motion plan data 134.
By way of example, the motion planning system 128 can
determine that the vehicle 108 can perform a certain action
(e.g., pass an object) without increasing the potential risk to
the vehicle 108 and/or violating any traffic laws (e.g., speed
limits, lane boundaries, signage). The motion plan data 134
can include a planned trajectory, velocity, acceleration,
and/or other actions of the vehicle 108.

[0081] The motion planning system 128 can provide the
motion plan data 134 with data indicative of the vehicle
actions, a planned trajectory, and/or other operating param-
eters to the vehicle control systems 138 to implement the
motion plan data 134 for the vehicle 108. For instance, the
vehicle 108 can include a mobility controller configured to
translate the motion plan data 134 into instructions. In some
implementations, the mobility controller can translate deter-
mined motion plan data 134 into instructions for controlling
the vehicle 108 including adjusting the steering of the
vehicle 108 “X” degrees and/or applying a certain magni-
tude of braking force. The mobility controller can send one
or more control signals to the responsible vehicle control
component (e.g., braking control system, steering control
system and/or acceleration control system) to execute the
instructions and implement the motion plan data 134.
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[0082] The vehicle computing system 112 can include a
communications system 136 configured to allow the vehicle
computing system 112 (and its one or more computing
devices) to communicate with other computing devices. The
vehicle computing system 112 can use the communications
system 136 to communicate with the operations computing
system 104 and/or one or more other remote computing
devices (e.g., the one or more remote computing devices
106) over one or more networks (e.g., via one or more
wireless signal connections). In some implementations, the
communications system 136 can allow communication
among one or more of the system on-board the vehicle 108.
The communications system 136 can also be configured to
enable the autonomous vehicle to communicate with and/or
provide and/or receive data and/or signals from a remote
computing device 106 associated with a user and/or an item
(e.g., an item to be picked-up for a courier service). The
communications system 136 can utilize various communi-
cation technologies including, for example, radio frequency
signaling and/or Bluetooth low energy protocol. The com-
munications system 136 can include any suitable compo-
nents for interfacing with one or more networks, including,
for example, one or more: transmitters, receivers, ports,
controllers, antennas, and/or other suitable components that
can help facilitate communication. In some implementa-
tions, the communications system 136 can include a plural-
ity of components (e.g., antennas, transmitters, and/or
receivers) that allow it to implement and utilize multiple-
input, multiple-output (MIMO) technology and communi-
cation techniques.

[0083] The vehicle computing system 112 can include the
one or more human-machine interfaces 140. For example,
the vehicle computing system 112 can include one or more
display devices located on the vehicle computing system
112. A display device (e.g., screen of a tablet, laptop and/or
smartphone) can be viewable by a user of the vehicle 108
that is located in the front of the vehicle 108 (e.g., driver’s
seat, front passenger seat). Additionally, or alternatively, a
display device can be viewable by a user of the vehicle 108
that is located in the rear of the vehicle 108 (e.g., a back
passenger seat). For example, the autonomy computing
system 120 can provide one or more outputs including a
graphical display of the location of the vehicle 108 on a map
of a geographical area within one kilometer of the vehicle
108 including the locations of objects around the vehicle
108. A passenger of the vehicle 108 can interact with the one
or more human-machine interfaces 140 by touching a touch-
screen display device associated with the one or more
human-machine interfaces.

[0084] In some implementations, the vehicle computing
system 112 can perform one or more operations including
activating, based at least in part on one or more signals or
data (e.g., the sensor data 116, the map data 122, the
perception data 130, the prediction data 132, and/or the
motion plan data 134) one or more vehicle systems associ-
ated with operation of the vehicle 108. For example, the
vehicle computing system 112 can send one or more control
signals to activate one or more vehicle systems that can be
used to control and/or direct the travel path of the vehicle
108 through an environment.

[0085] By way of further example, the vehicle computing
system 112 can activate one or more vehicle systems includ-
ing: the communications system 136 that can send and/or
receive signals and/or data with other vehicle systems, other
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vehicles, or remote computing devices (e.g., remote server
devices); one or more lighting systems (e.g., one or more
headlights, hazard lights, and/or vehicle compartment
lights); one or more vehicle safety systems (e.g., one or more
seatbelt and/or airbag systems); one or more notification
systems that can generate one or more notifications for
passengers of the vehicle 108 (e.g., auditory and/or visual
messages about the state or predicted state of objects exter-
nal to the vehicle 108); braking systems; propulsion systems
that can be used to change the acceleration and/or velocity
of the vehicle which can include one or more vehicle motor
or engine systems (e.g., an engine and/or motor used by the
vehicle 108 for locomotion); and/or steering systems that
can change the path, course, and/or direction of travel of the
vehicle 108.

[0086] Referring now to FIGS. 2 and 3, a LIDAR system
200 is provided according to example embodiments of the
present disclosure. It should be understood that the LIDAR
system 200 can be included as part of the sensors 114
discussed above with reference to FIG. 1. As shown, the
LIDAR system 200 can include a plurality of LIDAR units
300. For instance, in some implementations, the LIDAR
system 200 can include four LIDAR units 300. In alternative
implementations, the LIDAR system 200 can include more
or fewer LIDAR units 300. Each of the plurality of LIDAR
units 300 can include a housing 310 defining a cavity (not
shown). Furthermore, each of the plurality of LIDAR units
300 can include a plurality of emitters (not shown) posi-
tioned within the cavity. It should be understood that each of
the plurality of emitters can be configured to emit a laser
beam. In this manner, a plurality of laser beams 210 can be
emitted from the housing 310 of each of the plurality of
LIDAR units 300.

[0087] As shown, the LIDAR system 200 can include a
first optic 400. The first optic 400 can be rotatable about a
first axis 202 at a first rotational speed. In some implemen-
tations, the first rotational speed can range from 500 revo-
Iutions per minute to 700 revolutions per minute. The first
optic 400 can be positioned relative to the plurality of
LIDAR units 300 such that the plurality of laser beams 210
exiting the housing 310 of each of the plurality of LIDAR
units 300 pass through the first optic 400. Furthermore, the
first optic 400 can refract the plurality of laser beams 210
such that the plurality of laser beams 210 exit the first optic
400 as a plurality of refracted laser beams 220.

[0088] The LIDAR system 200 can further include a
second optic 500. The second optic 500 can be rotatable
about a second axis 204 at a second rotational speed. The
second axis 204 can be substantially perpendicular (e.g., less
than a 15 degree difference, less than a 10 degree difference,
less than a 5 degree difference, less than a 1 degree differ-
ence, etc.) to the first axis 202. Furthermore, the second
rotational speed can be faster than the first rotational speed.
For instance, in some implementations, the second rotational
speed can range from 3,300 revolutions per minute to 3,900
revolutions per minute.

[0089] The second optic 500 can be positioned within a
path of the plurality of refracted laser beams 220 exiting the
first optic 400. Furthermore, the second optic 500 can
include a mirror. In this manner, the plurality of refracted
laser beams 220 can reflect off the second optic 500 as a
plurality of reflected laser beams 230. In some implemen-
tations, the second optic 500 can include a multi-sided
mirror (e.g., double-sided mirror, triple-sided mirror, etc.).
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[0090] A field of regard of the second optic 500 can be
wider than a field of regard of the first optic 400. For
instance, in some implementations, the field of regard of the
second optic 500 can be about 180 degrees, whereas the field
of regard of the first optic 400 can be about 80 degrees. In
this manner, the second optic 500 can widen a field of regard
of'the LIDAR system 200 such that the LIDAR system 200
can scan a larger area without needing to physically move
one or more of the LIDAR units 300.

[0091] Referring now to FIGS. 4 and 5, the plurality of
laser beams 210 emitted from the housing 310 of each of the
plurality of LIDAR units 300 (only one shown) can be
spaced apart from one another by a first angular distance
212. For instance, in some implementations, the first angular
distance 212 can be greater than 4 degrees. The first optic
400 can be configured to refract the plurality of laser beams
210 such that the plurality of refracted laser beams 220
exiting the first optic 400 are spaced apart from one another
by a second angular distance 222 that is less than the first
angular distance 212. In this manner, the resolution of the
LIDAR system 200 can be improved. In some implemen-
tations, the second angular distance 222 can be less than 2
degrees. In alternative implementations, the second angular
distance 222 can be less than 1 degree.

[0092] Referring now to FIGS. 6 and 7, an example
embodiment of the first optic 400 is provided according to
example embodiments of the present disclosure. As shown,
the first optic 400 can include a prism disk 410. The prism
disk 410 can define a radial axis 412 and a vertical axis 414.
The vertical axis 414 can be substantially perpendicular to
the radial axis 412. As shown, the prism disk 410 can include
a plurality of wedges 420. For instance, in some implemen-
tations, the prism disk 410 can include six wedges 420 (e.g.,
first wedge, second wedge, third wedge, fourth wedge, fifth
wedge, and sixth wedge). In alternative implementations,
the prism disk 410 can include more or fewer wedges 420.
For instance, in some implementations, the prism disk 410
can include only one wedge 420.

[0093] Each of the plurality of wedges 420 of the prism
disk 410 can define a different wedge angle 430. For
instance, the wedge angle 430 associated with a first wedge
of the plurality of wedges 420 can be different than the
wedge angle 430 associated with a second wedge of the
plurality of wedges 420. In some implementations, the
wedge angle 430 for each of the plurality of wedges 420 can
range from -5 degrees relative to the radial axis 412 of the
prism disk 410 to 5 degrees relative to the radial axis 412 of
the prism disk 410.

[0094] Referring now to FIGS. 8 and 9, the plurality of
laser beams 210 exiting the housing 310 of a first LIDAR
unit of the plurality of LIDAR units 300 and the plurality of
laser beams 210 exiting the housing 310 of a second LIDAR
unit of the plurality of LIDAR units 300 can pass through a
first portion 440 of the prism disk 410. Conversely, the
plurality of laser beams 210 exiting the housing 310 of a
third LIDAR unit of the plurality of LIDAR units 300 and
the plurality of laser beams 210 exiting the housing 310 of
a fourth LIDAR unit of the plurality of LIDAR units 300 can
pass through a second portion 450 of the prism disk 410.
[0095] As shown, the second portion 450 of the prism disk
410 can be different than the first portion 440 of the prism
disk 410. More specifically, the first portion 440 of the prism
disk 410 and the second portion 450 of the prism disk 410
can each include different wedges 420. For instance, in some

Feb. 3, 2022

implementations, the first portion 440 of the prism disk 410
can include a first wedge, a second wedge, and a third
wedge. Conversely, the second portion 450 of the prism disk
410 can include a fourth wedge, a fifth wedge, and a sixth
wedge. In some implementations, each of the wedges 420
(e.g., first wedge, second wedge, third wedge, fourth wedge,
fifth wedge, sixth wedge) can be substantially the same size.
In this manner, the first portion 440 of the prism disk 410 and
the second portion 450 of the prism disk 410 can be
symmetric relative to one another.

[0096] In some implementations, the housing 310 of each
of the plurality of LIDAR units 300 can be tilted relative to
the first axis 202 such that an angle 460 is defined therebe-
tween. In some implementations, the angle 460 can be about
45 degrees. For instance, the housing 310 of a first LIDAR
unit and the housing 310 of a second LIDAR unit can each
be tilted in a first direction (e.g., upward) relative to the first
axis 202. Conversely, the housing 310 of a third LIDAR unit
and the housing 310 of a fourth LIDAR unit can each be
tilted in a second direction (e.g., downward) relative to the
first axis 202.

[0097] Referring now to FIGS. 10 through 13, another
LIDAR system 600 is provided according to example
embodiments of the present disclosure. As shown, the
LIDAR system 600 can include a first LIDAR unit 610 and
a second LIDAR unit 612. It should be understood that the
first LIDAR unit 610 and the second LIDAR unit 612 can be
similar to the LIDAR units 300 of the LIDAR system 200
discussed above with reference to FIGS. 2 and 3. For
instance, the first LIDAR unit 610 and the second LIDAR
unit 612 can each include a housing 611 defining a cavity
(not shown). Furthermore, the first LIDAR unit 610 and the
second LIDAR unit 612 can each include a plurality of
emitters 620 positioned within the cavity. It should be
understood that each of the plurality of emitters 620 can be
configured to emit a laser beam. In this manner, a plurality
of laser beams 630 can be emitted from the housing 611 of
the first LIDAR unit 610 and the housing 611 of the second
LIDAR unit 612.

[0098] As shown, the LIDAR system 600 can include a
first prism disk 640 and a second prism disk 642. The first
prism disk 640 and the second prism disk 642 can each be
rotatable about a first axis 602 at a first rotational speed. In
some implementations, the first rotational speed can range
from 500 revolutions per minute to 700 revolutions per
minute. The first prism disk 640 can be positioned relative
to the first LIDAR unit 610 such that the plurality of laser
beams 630 exiting the first LIDAR unit 610 pass through the
first prism disk 640. Conversely, the second prism disk 642
can be positioned relative to the second LIDAR unit 612
such that the plurality of laser beams 630 emitted from the
second LIDAR unit 612 pass through the second prism disk
642.

[0099] The LIDAR system 600 can further include a
mirror 650. The mirror 650 can be rotatable about a second
axis 604 at a second rotational speed that is faster than the
first rotational speed. For instance, in some implementa-
tions, the second rotational speed can range from 3,300
revolutions per minute to 3,900 revolutions per minute. The
second axis 604 can be substantially perpendicular (e.g., less
than a 15 degree difference, less than a 10 degree difference,
less than a 5 degree difference, less than a 1 degree differ-
ence, etc.) to the first axis 602. As shown, the mirror 650 can
have a plurality of reflective surfaces (e.g., three reflective
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surfaces). For instance, in some implementations, the mirror
650 can include a first reflective surface 652, a second
reflective surface 654, and a third reflective surface 656. In
alternative implementations, the mirror 650 can include
more or fewer reflective surfaces.

[0100] As shown, a plurality of refracted laser beams 660
exiting the first prism disk 640 can reflect off the mirror 650.
More specifically, the plurality of refracted laser beams 660
can reflect off the first reflective surface 652 of the mirror
650 as a plurality of reflected laser beams 670. Additionally,
a plurality of refracted laser beams 662 exiting the second
prism disk 642 can reflect off the mirror 650. More specifi-
cally, the plurality of refracted laser beams 662 exiting the
second prism disk 642 can reflect off the second reflective
surface 654 of the mirror 640 as a plurality of reflected laser
beams 672.

[0101] A field of regard of the mirror 650 can be wider
than a field of regard of each of the first prism disk 640 and
the second prism disk 642. For instance, in some implemen-
tations, the field of regard of the mirror 650 can be about 180
degrees, whereas the field of regard of each of the first prism
disk 640 and the second prism disk 642 can be about 80
degrees. In this manner, the mirror 650 can widen the field
of regard of the LIDAR system 600 such that the LIDAR
system 600 can scan a larger area without needing to
physically move the first LIDAR unit 610, the second
LIDAR unit 612, or both.

[0102] Referring now to FIGS. 14 and 15, the plurality of
laser beams 630 emitted from the housing 611 of the first
LIDAR unit 610 and the housing 611 of the second LIDAR
unit 612 can be spaced apart from one another by a first
angular distance 632. For instance, in some implementa-
tions, the first angular distance 632 can be greater than 4
degrees. The first prism disk 640 can be configured to refract
the plurality of laser beams 630 emitted from the first
LIDAR unit 610 such that the plurality of refracted laser
beams 660 are spaced apart from one another by a second
angular distance 664 that is less than the first angular
distance 632. Additionally, the second prism disk 642 can be
configured to refract the plurality of laser beams 630 emitted
from the second LIDAR unit 612 such that the plurality of
refracted laser beams 662 are spaced apart from one another
from by the second angular distance 664. In this manner, the
resolution of the LIDAR system 600 can be improved. In
some implementations, the second angular distance 664 can
be less than 2 degrees. In alternative implementations, the
second angular distance 664 can be less than 1 degree.

[0103] Referring now to FIGS. 16 and 17, a LIDAR unit
700 is provided according to example embodiments of the
present disclosure. It should be understood that the LIDAR
unit 700 can be used in conjunction with the LIDAR system
200 discussed above with reference to FIGS. 2 and 3 and the
LIDAR system 600 discussed above with reference to FIGS.
10-12. As shown, the LIDAR unit 700 can include a housing
710 defining a cavity 712. The LIDAR unit 700 can further
include a plurality of emitters 720 disposed on a surface 732
of a circuit board 730 positioned within the cavity 712. In
some implementations, the LIDAR unit 700 can include a
total of nine emitters 720. In alternative implementations,
the LIDAR unit 700 can include more or fewer emitters 720.
Each of the plurality of emitters 720 can be configured to
emit a laser beam along a transmit path 740 that is substan-
tially perpendicular (e.g., less than a 15 degree difference,
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less than a 10 degree difference, less than a 5 degree
difference, less than a 1 degree difference, etc.) to the surface
732 of the circuit board 730.

[0104] The LIDAR unit 700 can include a first telecentric
lens assembly 750. The first telecentric lens assembly 750
can be positioned within the cavity 712 of the housing 710
and along the transmit path 740. In this manner, the laser
beam emitted from each of the plurality of emitters 720 can
pass through the first telecentric lens assembly 750 before
exiting the cavity 712. As shown, the LIDAR unit 700 can
include a second telecentric lens assembly 760 positioned
within the cavity 712 of the housing 710. More specifically,
the second telecentric lens assembly 760 can be positioned
along a receive path 770 that is substantially perpendicular
to the surface 732 of the circuit board 730. In this manner,
a plurality of reflected laser beams entering the cavity 712
from an outside environment can pass through the second
telecentric lens assembly 760 positioned along the receive
path 770.

[0105] It should be understood that the receive path 770
along which the second telecentric lens assembly 760 is
positioned is different than the transmit path 740 along
which the first telecentric lens assembly 750 is positioned.
For instance, the receive path 770 can be located at a lower
portion of the cavity 712 defined by the housing 710,
whereas the transmit path 740 can be located at an upper
portion of the cavity 712. Furthermore, in some implemen-
tations, the housing 710 of the LIDAR unit 700 can include
a partition wall 714 (denoted by dashed line) dividing the
cavity 712 into the upper portion and the lower portion.
[0106] The first telecentric lens assembly 750 can include
multiple lenses. For instance, the first telecentric lens assem-
bly 750 can include at least a first lens 752 and a second lens
754. The first lens 752 can be a field flattening lens. In some
implementations, the second lens 754 can be a refractive
lens. The first lens 752 (e.g., field flattening lens) can be
positioned between the circuit board 730 and the second lens
754. The first telecentric lens assembly 750 can eliminate the
need for the plurality of emitters 720 to be disposed on a
curved surface. In this manner, the surface 732 of the circuit
board 730 on which the plurality of emitters 720 are dis-
posed can be substantially flat (that is, not curved). This can
reduce complexity in manufacturing and assembly of the
circuit board 730.

[0107] The second telecentric lens assembly 760 can
include multiple lenses. For instance, the second telecentric
lens assembly 760 can include at least a first lens 762 and a
second lens 764. The first lens 762 can be a field flattening
lens. In some implementations, the second lens 764 can be
a refractive lens. The first lens 762 (e.g., field flattening lens)
can be positioned between the circuit board 730 and the
second lens 764.

[0108] In some implementations, the first lens 752 (e.g.,
field flattening lens) of the first telecentric lens assembly 750
can be thinner than the first lens 762 (e.g., field flattening
lens) of the second telecentric lens assembly 760. For
instance, in some implementations, the first lens 752 (e.g.,
telecentric lens) of the first telecentric lens assembly 750 can
have a thickness of about 3 millimeters. Conversely, the first
lens 762 (e.g., telecentric lens) of the second telecentric lens
assembly 760 can have a thickness of about 4 millimeters.
[0109] As shown, the LIDAR unit 700 can include a
plurality of detectors 780. Each of the plurality of detectors
780 can be configured to detect one or more of the plurality
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of reflected laser beams entering the cavity 712 from an
outside environment. Furthermore, since the LIDAR unit
700 includes the second telecentric lens assembly 760
disposed within the cavity 712 and along the receive path
770, the plurality of detectors 780 need not be disposed on
a curved surface. Instead, the plurality of detectors 780 can
be disposed on the surface 732 of the circuit board 730. In
this manner, the plurality of emitters 720 and the plurality of
detectors 780 can be disposed on the same surface 732 of the
same circuit board 730.

[0110] As shown, each of the plurality of detectors 780 can
be spaced apart from a corresponding emitter of the plurality
of emitters 720 by a distance 782. For instance, in some
implementations, the distance 782 can be about 4 millime-
ters. It should be understood that the plurality of detectors
780 can include any suitable type of photodiode. For
instance, in some implementations, each of the plurality of
detectors 780 can include an avalanche photodiode.

[0111] In some implementations, the LIDAR unit 700 can
include an optical filter 790. It should be understood that the
optical filter 790 can include any type of filter. For instance,
in some implementations, the optical filter 790 can be a
bandpass filter. As shown, the optical filter 790 can be
positioned within the cavity 712 and along the receive path
770. More specifically, the optical filter 790 can be posi-
tioned between the plurality of detectors 780 and the first
lens 762 (e.g., field flattening lens) of the second telecentric
lens assembly 760. In this manner, the optical filter 790 can
have a narrow acceptance angle, because the plurality of
reflected laser beams exiting the first lens 762 (e.g., field
flattening lens) of the second telecentric lens assembly 760
can be substantially perpendicular (e.g., less than a 15
degree difference, less than a 10 degree difference, less than
a 5 degree difference, less than a 1 degree difference, etc.) to
a surface 692 of the optical filter 690. In some implemen-
tations, the acceptance angle of the optical filter 690 can be
about 2 degrees.

[0112] Referring briefly now to FIGS. 18 and 19, each of
the plurality of emitters 720 can include a laser diode 722
configured to emit a laser beam 724. In some implementa-
tions, the laser diode 722 can be configured to emit the laser
beam 724 such that the laser beam 724 is substantially
parallel (e.g., less than a 15 degree difference, less than a 10
degree difference, less than a 5 degree difference, less than
a 1 degree difference, etc.) to the surface 732 of the circuit
board 730. In such implementations, each of the plurality of
emitters 720 can include a collimation lens 726. The colli-
mation lens 726 can be positioned relative to the laser diode
722 such that the laser beam 724 reflects off a surface of the
collimation lens 726. More specifically, the laser beam 724
can reflect off the surface of the collimation lens 726 such
that the reflected laser beam 728 is substantially perpen-
dicular to the circuit board 730. In this manner, the reflected
laser beam 728 can be directed along the transmit path 740.
[0113] FIG. 20 depicts example system components of an
example computing system 800 according to example
embodiments of the present disclosure. The example com-
puting system 800 can include the vehicle computing system
112 and one or more remote computing system(s) 850 that
are communicatively coupled to the vehicle computing
system 112 over one or more network(s) 845. The comput-
ing system 800 can include one or more computing device(s)
810. The computing device(s) 810 of the vehicle computing
system 112 can include processor(s) 815 and a memory 820.
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The one or more processors 815 can be any suitable pro-
cessing device (e.g., a processor core, a microprocessor, an
ASIC, a FPGA, a controller, a microcontroller, etc.) and can
be one processor or a plurality of processors that are
operatively connected. The memory 820 can include one or
more non-transitory computer-readable storage media, such
as RAM, ROM, EEPROM, EPROM, one or more memory
devices, flash memory devices, etc., and combinations
thereof.

[0114] The memory 820 can store information that can be
accessed by the one or more processors 815. For instance,
the memory 820 (e.g., one or more non-transitory computer-
readable storage mediums, memory devices) can include
computer-readable instructions 825 that can be executed by
the one or more processors 815. The computer-readable
instructions 825 can be software written in any suitable
programming language or can be implemented in hardware.
Additionally, or alternatively, the computer-readable
instructions 825 can be executed in logically and/or virtually
separate threads on processor(s) 815.

[0115] For example, the memory 820 can store the com-
puter-readable instructions 825 that, when executed by the
one or more processors 815, cause the one or more proces-
sors 815 to perform operations such as any of the operations
and functions for which the computing systems are config-
ured, as described herein.

[0116] The memory 820 can store data 830 that can be
obtained, received, accessed, written, manipulated, created,
and/or stored. The data 830 can include, for instance, sensor
data obtained via the LIDAR system 200, 600 (shown in
FIGS. 2 and 10, respectively), and/or other data/information
described herein. In some implementations, the computing
device(s) 810 can obtain from and/or store data in one or
more memory device(s) that are remote from the computing
system 800, such as one or more memory devices of the
remote computing system 850.

[0117] The computing device(s) 810 can also include a
communication interface 835 used to communicate with one
or more other system(s) (e.g., remote computing system
850). The communication interface 835 can include any
circuits, components, software, etc. for communicating via
one or more networks (e.g., 845). In some implementations,
the communication interface 835 can include for example,
one or more of a communications controller, receiver, trans-
ceiver, transmitter, port, conductors, software and/or hard-
ware for communicating data/information.

[0118] The network(s) 845 can be any type of network or
combination of networks that allows for communication
between devices. In some implementations, the network(s)
845 can include one or more of a local area network, wide
area network, the Internet, secure network, cellular network,
mesh network, peer-to-peer communication link and/or
some combination thereof and can include any number of
wired or wireless links. Communication over the network(s)
845 can be accomplished, for instance, via a network
interface using any type of protocol, protection scheme,
encoding, format, packaging, etc.

[0119] FIG. 20 illustrates one example computing system
800 that can be used to implement the present disclosure.
Other computing systems can be used as well without
deviating from the scope of the present disclosure. The use
of computer-based systems allows for a great variety of
possible configurations, combinations, and divisions of tasks
and functionality between and among components. Com-
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puter-implemented operations can be performed on a single
component or across multiple components. Computer-
implemented tasks and/or operations can be performed
sequentially or in parallel. Data and instructions can be
stored in a single memory device or across multiple memory
devices.

[0120] Computing tasks discussed herein as being per-
formed at computing device(s) remote from the vehicle can
instead be performed at the vehicle (e.g., via the vehicle
computing system), or vice versa. Such configurations can
be implemented without deviating from the scope of the
present disclosure.

[0121] Referring now to FIG. 21, a block diagram of the
LIDAR system 200, 600 is provided according to example
embodiments of the present disclosure. It should be under-
stood that the LIDAR system 200, 600 can be included as
part of the sensors 114 discussed above with reference to
FIG. 1. As shown, the LIDAR system 200, 600 can include
multiple channels 910; specifically, channels 1-N are illus-
trated. It should be understood that channels 1-N can be
included in a single LIDAR unit 300 or may be spread across
multiple LIDAR units 300. Each channel 910 can output
point data that provides a single point of ranging informa-
tion. The point data output by each of the channels 910 (e.g.,
point data, ) can be combined to create a point cloud that
corresponds to a three-dimensional representation of the
surrounding environment.

[0122] As shown, each channel 910 can include an emitter
920 paired with a receiver 930. The emitter 920 emits a laser
signal into the environment that is reflected off the surround-
ing environment and returned back to a detector 832 (e.g., an
optical detector) of the receiver 930. Each emitter 920 can
have an adjustable power level that controls an intensity of
the emitted laser signal. The adjustable power level allows
the emitter 920 to be capable of emitting the laser signal at
one of multiple different power levels (e.g., intensities).
[0123] The detector 932 can provide the return signal to a
read-out circuit 934. The read-out circuit 934 can, in turn,
output the point data based on the return signal. The point
data can indicate a distance the LIDAR system 200, 600 is
from a detected object (e.g., road, pedestrian, vehicle, etc.)
that is determined by the read-out circuit 934 by measuring
time-of-flight (ToF), which is the time elapsed time between
the emitter 920 emitting the laser signal (e.g., laser beam)
and the receiver 930 detecting the return signal (e.g.,
reflected laser beam).

[0124] The point data further includes an intensity value
corresponding to each return signal. The intensity value
indicates a measure of intensity of the return signal deter-
mined by the read-out circuit 934. As noted above, the
intensity of the return signal provides information about the
surface reflecting the signal and can be used by the
autonomy computing system 120 (FIG. 1) for localization,
perception, prediction, and/or motion planning. The inten-
sity of the return signals depends on a number of factors,
such as the distance of the LIDAR system 200, 600 to the
detected object, the angle of incidence at which the emitter
920 emits the laser signal, temperature of the surrounding
environment, the alignment of the emitter 920 and the
receiver 930, and the reflectivity of the detected surface.
[0125] As shown, a reflectivity processing system 940
receives the point data from the LIDAR system 200, 600 and
processes the point data to classify specular reflectivity
characteristics of objects. The reflectivity processing system
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940 classifies the specular reflectivity characteristics of
objects based on a comparison of reflectivity values derived
from intensity values of return signals. In some embodi-
ments, the LIDAR system 200, 600 can be calibrated to
produce the reflectivity values. For example, the read-out
circuit 934 or another component of the LIDAR system 200,
600 can be configured to normalize the intensity values to
produce the reflectivity values. In these embodiments, the
reflectivity values may be included in the point data received
by the reflectivity processing system 940 from the LIDAR
system 200, 600. In other embodiments, the reflectivity
processing system 940 may generate the reflectivity values
based on intensity return values included in the point data
received from the LIDAR system 200, 600.

[0126] Regardless of which component is responsible for
generating the reflectivity values, the process for doing so
may, in some embodiments, include using a linear model to
compute one or more calibration multipliers and one or more
bias values to be applied to return intensity values. Depend-
ing on the embodiment, a calibration multiplier and bias
value may be computed for and applied to each channel of
the LIDAR system 200, 600 at each power level. The linear
model assumes a uniform diffuse reflectivity for all surfaces
and describes an expected intensity value as a function of a
raw intensity variable, a calibration multiplier variable,
and/or a bias variable. The computing of the calibration
multiplier and bias value for each channel/power level
combination includes determining a median intensity value
based on the raw intensity values output by the channel at
the power level and using the median intensity value as the
expected intensity value in the linear model while optimiz-
ing values for the calibration multiplier variable and bias
variable. As an example, the calibration multiplier and bias
value may be computed by solving the linear model using an
Tterated Re-weighted Least Squares approach.

[0127] The calibration multiplier and bias value computed
for each channel 910 at each power level can be assigned to
the corresponding channel/power level combination. In this
way, each power level of each channel of the LIDAR system
200, 600 can have an independently assigned calibration
multiplier and bias value from which reflectivity values may
be derived. Once assigned, the calibration multiplier and
bias value of each channel/power level combination can be
used at run-time to determine reflectivity values from sub-
sequent intensity values produced by the corresponding
channel at the corresponding power level during operation
of an autonomous or semi-autonomous vehicle. More spe-
cifically, reflectivity values can be determined from the
linear model by using the value of the calibration multiplier
and the bias value for the calibration multiplier variable and
bias variable, respectively. In this manner, the intensity
values can be normalized to be more aligned with the
reflectivity of a surface by taking into account factors such
as the distance of the LIDAR system 200, 600 to the detected
surface, the angle of incidence at which the emitter 920
emits the laser signal, temperature of the surrounding envi-
ronment, and/or the alignment of the emitter 920 and the
receiver 930.

[0128] Referring now to FIG. 22, a flowchart diagram of
an example method 1000 of controlling operation of an
autonomous vehicle having a LIAR system is provided
according to example embodiments of the present disclo-
sure. One or more portion(s) of the method 1000 can be
implemented by a computing system that includes one or
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more computing devices such as, for example, the comput-
ing systems described with reference to the other figures
(e.g., the vehicle computing system 112, the operations
computing system 104, the one or more remote computing
devices 106, etc.). Each respective portion of the method
1000 can be performed by any (or any combination) of one
or more computing devices. Moreover, one or more portion
(s) of the method 1000 can be implemented as an algorithm
on the hardware components of the device(s) described
herein to, for example, control operation of the autonomous
vehicle according to data obtained from the LIDAR system.
[0129] FIG. 22 depicts elements performed in a particular
order for purposes of illustration and discussion. Those of
ordinary skill in the art, using the disclosures provided
herein, will understand that the elements of any of the
methods discussed herein can be adapted, rearranged,
expanded, omitted, combined, and/or modified in various
ways without deviating from the scope of the present
disclosure. FIG. 19 is described with reference to elements/
terms described with respect to other systems and figures for
exemplary illustrated purposes and is not meant to be
limiting. One or more portions of method 900 can be
performed additionally, or alternatively, by other systems.
[0130] At (1002), the method 1000 can include obtaining,
via the LIDAR system, sensor data indicative of an object
within a field of view of the LIDAR system. As described
herein, wherein the LIDAR system can include one or more
LIDAR units including a housing defining a cavity and one
or more emitters disposed within the cavity. Each of the one
or more emitters can be configured to emit one or more laser
beams. The LIDAR system can include a prism disk rotat-
able about a first axis at a first rotational speed. The prism
disk can be configured to refract the one or more laser beams
emitted from the one or more emitters. The LIDAR system
can include a mirror rotatable about a second axis at a
second rotational speed. The mirror can be positioned rela-
tive to the prism disk such that each of the one or more laser
beams exiting the prism disk reflect off of the mirror, as
described herein.

[0131] Additionally, or alternatively, the LIDAR system
can include a LIDAR unit. The LIDAR unit can include: a
housing defining a cavity, one or more emitters positioned
within the cavity and configured to emit one or more laser
beams along a transmit path, a first telecentric lens along the
transmit path, a second telecentric lens along a receive path,
and one or more detectors configured to detect one or more
reflected laser beams entering the cavity, as described
herein.

[0132] At (1004), the method 1000 can include determin-
ing perception data for the object based, at least in part, on
the sensor data obtained at (902). The perception data can
describe, for example, an estimate of the object’s current
and/or past: location and/or position; speed; velocity; accel-
eration; heading; orientation; size/footprint (e.g., as repre-
sented by a bounding shape); class (e.g., pedestrian class vs.
vehicle class vs. bicycle class); and/or other state informa-
tion.

[0133] At (1006), the method 1000 can include determin-
ing one or more future locations of the object based, at least
in part, on the perception data for the object. For example,
the autonomous vehicle can generate a trajectory (e.g.,
including one or more waypoints) that is indicative of a
predicted future motion of the object, given the object’s
heading, velocity, type, etc. over current/previous timestep

s).
[0134] At (1008), the method 1000 can include determin-
ing an action for the autonomous vehicle based at least in
part on the one or more future locations of the object. For
example, the autonomous vehicle can generate a motion
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plan that includes a vehicle trajectory by which the vehicle
can travel to avoid interfering/colliding with the object. In
another example, the autonomous vehicle can determine that
the object is a user that intends to enter the autonomous
vehicle (e.g., for a human transportation service) and/or that
intends place an item in the autonomous vehicle (e.g., for a
courier/delivery service). The autonomous vehicle can
unlock a door, trunk, etc. to allow the user to enter and/or
place an item within the vehicle. The autonomous vehicle
can communicate one or more control signals (e.g., to a
motion control system, door control system, etc.) to initiate
the determined actions.

[0135] While the present subject matter has been
described in detail with respect to specific example embodi-
ments and methods thereof, it will be appreciated that those
skilled in the art, upon attaining an understanding of the
foregoing can readily produce alterations to, variations of,
and equivalents to such embodiments. Accordingly, the
scope of the present disclosure is by way of example rather
than by way of limitation, and the subject disclosure does
not preclude inclusion of such modifications, variations
and/or additions to the present subject matter as would be
readily apparent to one of ordinary skill in the art.

What is claimed is:
1. A light detection and ranging (LIDAR) unit compris-
ing:

a housing defining a cavity;

a plurality of emitters disposed on a surface of a circuit
board positioned within the cavity, each of the plurality
of emitters configured to emit a laser beam along a
transmit path;

a first telecentric lens assembly positioned within the
cavity and along the transmit path such that the laser
beam emitted from each of the plurality of emitters
passes through the first telecentric lens assembly, the
first telecentric lens assembly comprising a first field
flattening lens and at least one other lens;

a second telecentric lens assembly positioned within the
cavity and along a receive path such that a plurality of
reflected laser beams entering the cavity pass through
the second telecentric lens assembly, the second tele-
centric lens assembly comprising a second field flat-
tening lens and at least one other lens; and

a plurality of detectors disposed on the surface of the
circuit board, each of the plurality of detectors spaced
apart from a corresponding emitter of the plurality of
emitters, each of the plurality of detectors configured to
detect one or more of the plurality of reflected laser
beams.

2. The LIDAR unit of claim 1, wherein:

the first field flattening lens is positioned between the
plurality of emitters and the at least one other lens of
the first telecentric lens assembly; and

the second field flattening lens is positioned between the
plurality of detectors and the at least one other lens of
the second telecentric assembly.

3. The LIDAR unit of claim 1, further comprising:

an optical filter disposed within the cavity such that the
optical filter is positioned along the receive path
between the plurality of detectors and the second field
flattening lens.

4. The LIDAR unit of claim 3, wherein the optical filter

comprises a bandpass filter.
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5. The LIDAR unit of claim 3, wherein the plurality of
reflected laser beams exiting the second field flattening lens
are substantially perpendicular to a surface of the optical
filter.

6. The LIDAR unit of claim 5, wherein an acceptance
angle of the optical filter is about 2 degrees.

7. The LIDAR unit of claim 1, wherein each of the
plurality of detectors is spaced apart from the corresponding
emitter of the plurality of emitters by a distance of about 4
millimeters.

8. The LIDAR unit of claim 1, wherein each of the
plurality of emitters comprise:

a laser diode configured to emit the laser beam such that
the laser beam is substantially parallel to the circuit
board; and

a collimation lens positioned relative to the laser diode
such that the laser beam emitted from the laser diode
reflects off of the collimation lens and along the trans-
mit path.

9. The LIDAR unit of claim 1, wherein the surface of the

circuit board is substantially flat.

10. The LIDAR unit of claim 1, wherein each of the
plurality of detectors comprises an avalanche photodiode.

11. The LIDAR unit of claim 2, wherein the first telecen-
tric lens is thinner than the second telecentric lens.

12. The LIDAR unit of claim 11, wherein:

the first field flattening lens has a thickness of about 3
millimeters; and

the second field flattening lens has a thickness of about 4
millimeters.

13. An autonomous vehicle comprising:

one or more LIDAR units coupled to a vehicle body of the
autonomous vehicle, the one or more LIDAR units
comprising:

a housing defining a cavity;

a plurality of emitters disposed on a surface of a circuit
board positioned within the cavity, each of the plu-
rality of emitters comprising a laser diode configured
to emit a laser beam such that the laser beam is
substantially perpendicular to the circuit board, each
of the plurality of emitters further comprising a
collimation lens positioned relative to the laser diode
such that the laser beam emitted from the laser diode
reflects off of the collimation lens and along a
transmit path;

a first telecentric lens assembly positioned within the
cavity along the transmit path such that the laser
beam emitted from each of the plurality of emitters
passes through the first telecentric lens assembly, the
first telecentric lens assembly comprising a first field
flattening lens and at least one other lens;

a second telecentric lens assembly positioned within
the cavity along a receive path such that a plurality
of reflected laser beams entering the cavity pass
through the second telecentric lens assembly, the
second telecentric lens assembly comprising a sec-
ond field flattening lens and at least one other lens;
and

a plurality of detectors disposed on the surface of the
circuit board, each of the plurality of detectors
spaced apart from a corresponding emitter of the
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plurality of emitters, each of the plurality of detec-
tors configured to detect one or more of the plurality
of reflected laser beams.

14. The autonomous vehicle of claim 13, wherein:

the first field flattening lens is positioned between the

plurality of emitters and the at least one other lens of
the first telecentric assembly; and

the second field flattening lens is positioned between the

plurality of detectors and the at least one other lens of
the second telecentric assembly.

15. The autonomous vehicle of claim 14, wherein the one
or more LIDAR units further comprise:

an optical filter disposed within the cavity such that the

optical filter is positioned between the plurality of
detectors and the second field flattening lens.

16. The autonomous vehicle of claim 14, wherein the first
field flattening lens is thinner than the second field flattening
lens.

17. The autonomous vehicle of claim 14, wherein the
surface of the circuit board is substantially flat.

18. The autonomous vehicle of claim 14, wherein each of
the plurality of detectors comprises an avalanche photo-
diode.

19. A computing system comprising:

one or more processors; and

one or more tangible, non-transitory, computer readable

media that collectively store instructions that, when

executed by the one or more processors, cause the

computing system to perform operations, the opera-

tions comprising:

obtaining sensor data indicative of an object within a
field of view of'a LIDAR system onboard an autono-
mous vehicle, wherein the LIDAR system comprises
a LIDAR unit, the LIDAR unit comprising: a hous-
ing defining a cavity, one or more emitters positioned
within the cavity and configured to emit one or more
laser beams along a transmit path, a first telecentric
lens assembly along the transmit path, a second
telecentric lens assembly along a receive path, and
one or more detectors configured to detect one or
more reflected laser beams entering the cavity;

determining perception data for the object based at least
in part on the sensor data;

determining one or more future locations of the object
based at least in part on the perception data for the
object; and

determining an action for the autonomous vehicle
based, at least in part, on the one or more future
locations of the object.

20. The computing system of claim 19, wherein:

the first telecentric lens assembly comprises a first field

flattening lens and at least one other lens, the first field
flattening lens positioned between the at least one other
lens and the one or more emitters; and

the second telecentric lens assembly comprises a second

field flattening lens and at least one other lens, the
second field flattening lens positioned between the at
least one other lens of the second telecentric lens
assembly and the one or more detectors.
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