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(57) ABSTRACT

An processor moves an arm to rotate a calibration pattern
around three rotation axes linearly independent from each
other and to stop at a plurality of rotation positions. A
processor causes a camera to capture a pattern image of the
calibration pattern at the plurality of rotation positions. A
processor estimates parameters of the camera for calculating
a coordinate transformation between a target coordinate
system and a camera coordinate system using a pattern
image captured at the plurality of rotation positions.
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ROBOT CONTROL DEVICE, ROBOT,
ROBOT SYSTEM, AND CALIBRATION
METHOD OF CAMERA FOR ROBOT

BACKGROUND

1. Technical Field

[0001] The present invention relates to calibration of a
camera for a robot.

2. Related Art

[0002] There are cases where a camera is installed in a
robot to have a function of an eye in order to make the robot
perform advanced processing. As an installation method of
the camera, there are a method of installing the camera
independently of a robot arm and a method of installing the
camera on a hand (hand eye) so as to be interlocked with the
movement of the robot arm.

[0003] In JP-A-2010-139329, a system that performs cali-
bration related to a camera installed independently of a robot
arm is disclosed. An object of this system is to stably and
accurately detect a featured portion of a calibration tool
without depending on illumination condition and to make
the system easy to handle with low cost.

[0004] According to the technique described in JP-A-
2010-139329, it is necessary to grasp a relative positional
relationship between the featured portion of the calibration
tool and a calibration target beforehand with high accuracy.
For example, in a case of acquiring extrinsic parameters of
a camera, it is necessary to dispose the featured portion such
that a relative position and a relative attitude between the
featured portion of the calibration tool and a supporting tool
on which the camera is mounted to be a specified value.
However, it is not always easy to set the relative positional
relationship between the featured portion of the calibration
tool and the calibration target beforehand with high accu-
racy. Therefore, there is a demand for a technique that can
easily perform camera calibration by a method different
from the technique described in JP-A-2010-139329.

SUMMARY

[0005] An advantage of some aspects of the invention is to
solve at least a part of the problems described above, and the
invention can be implemented as the following aspects.

[0006] (1) According to a first aspect of the invention, a
control device is provided. The control device controls a
robot having an arm provided with a calibration pattern of a
camera and the camera provided independently of the arm.
The control device includes an arm control unit that controls
the arm; a camera control unit that controls the camera; and
a camera calibration execution unit that determines param-
eters of the camera for calculating a coordinate transforma-
tion between a target coordinate system having a known
relative position and attitude with respect to a robot coor-
dinate system of the robot and a camera coordinate system
of the camera. The arm control unit moves the arm to rotate
each calibration pattern around each of three rotation axes
linearly independent from each other and to stop at a
plurality of rotation positions. The camera control unit
causes the camera to capture a pattern image of the calibra-
tion pattern at the plurality of rotation positions. The camera
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calibration execution unit determines the parameters using
the pattern image captured at the plurality of rotation posi-
tions.

[0007] In the control device, it is possible to estimate
directions of the three rotation axes seen in the camera
coordinate system using the pattern image of the plurality of
rotation positions in the rotation around each rotation axis.
Since the three rotation axes are linearly independent of each
other, it is possible to determine a coordinate transformation
matrix between the target coordinate system and the camera
coordinate system from the directions of these rotation axes.
As a result, the parameters of the camera for calculating the
coordinate transformation between the target coordinate
system and the camera coordinate system can be acquired,
and thereby it is possible to detect the position of the target
using the camera.

[0008] (2) In the control device, the three rotation axes
may be set around an origin point of the target coordinate
system.

[0009] According to the control device with this configu-
ration, since correspondence relation between the three
rotation axes and the target coordinate system is simple, it is
possible to easily determine the coordinate transformation
matrix between the target coordinate system and the camera
coordinate system from the directions of the rotation axes
seen in the camera coordinate system.

[0010] (3) In the control device, the camera calibration
execution unit may estimate three rotation vectors having a
direction of each rotation axis as a vector direction and an
angle of the rotation as a vector length from the pattern
image captured at the plurality of rotation positions, may
normalize each of the three rotation vectors to acquire three
normalized rotation vectors, and may determine a rotation
matrix constituting a coordinate transformation matrix
between the target coordinate system and the camera coor-
dinate system by arranging the three normalized rotation
vectors as a row component or a column component.
[0011] According to the control device with this configu-
ration, it is possible to easily acquire the rotation matrix
constituting the coordinate transformation matrix between
the target coordinate system and the camera coordinate
system from the pattern image captured at the plurality of
rotation positions in the rotation around each of the rotation
axes.

[0012] (4) In the control device, the coordinate transfor-
mation matrix between the target coordinate system and the
camera coordinate system may be represented by a product
of a first transformation matrix between the camera coordi-
nate system and a pattern coordinate system of the calibra-
tion pattern and a second transformation matrix between the
pattern coordinate system and the target coordinate system.
In this case, the camera calibration execution unit may (a)
estimate the first transformation matrix from the pattern
image captured at one specific rotation position among the
plurality of the rotation positions, (b) estimate a square sum
of two translation vector components in two coordinate axis
directions orthogonal to each rotation axis among three
components of a translation vector constituting the second
transformation matrix from the pattern image captured at the
plurality of rotation positions, and calculate the translation
vector constituting the second transformation matrix from
the square sum of the translation vector components esti-
mated respectively for the three rotation axes, and (c)
calculate a translation vector constituting the coordinate
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transformation matrix from the first transformation matrix
estimated at the specific rotation position and the translation
vector of the second transformation matrix.

[0013] According to the control device with this configu-
ration, it is possible to easily acquire the translation vector
constituting the coordinate transformation matrix between
the target coordinate system and the camera coordinate
system from the pattern image captured at the plurality of
rotation positions in the rotation around each of the rotation
axes.

[0014] (5) In the control device, the target coordinate
system may be a coordinate system having a relative posi-
tion and attitude fixed with respect to the robot coordinate
system of the robot independently of the arm.

[0015] According to the control device with this configu-
ration, since the coordinate transformation matrix between
the target coordinate system and the camera coordinate
system set independently of the arm is acquired, it is
possible to improve accuracy of position detection of the
target using the camera at a position away from the arm.

[0016] (6) In the control device, the target coordinate
system may be a hand coordinate system of the arm.

[0017] According to the control device with this configu-
ration, at the hand position of the arm, it is possible to
improve the accuracy of position detection of the target
using the camera.

[0018] (7) According to a second aspect of the invention,
a control device is provided. The control device controls a
robot having an arm provided with a calibration pattern of a
camera and the camera provided independently of the arm.
The control device includes a processor. The processor
moves the arm to rotate each calibration pattern around each
of three rotation axes linearly independent from each other
and to stop at a plurality of rotation positions; causes the
camera to capture a pattern image of the calibration pattern
at the plurality of rotation positions; and determines param-
eters of the camera for calculating a coordinate transforma-
tion between a target coordinate system having a known
relative position and attitude with respect to a robot coor-
dinate system of the robot and a camera coordinate system
of the camera using the pattern image captured at the
plurality of rotation positions.

[0019] According to the control device, it is possible to
estimate directions of the three rotation axes seen in the
camera coordinate system using the pattern image of the
plurality of rotation positions in the rotation around each
rotation axis. Since the three rotation axes are linearly
independent of each other, it is possible to determine a
coordinate transformation matrix between the target coor-
dinate system and the camera coordinate system from the
direction of these rotation axes. As a result, the parameters
of the camera for calculating the coordinate transformation
between the target coordinate system and the camera coor-
dinate system can be acquired, and thereby it is possible to
detect a position of the target using the camera.

[0020] (8) According to a third aspect of the invention, a
robot connected to the control device described above is
provided.

[0021] According to the robot, it is possible to perform
coordinate transformation between the target coordinate
system and the camera coordinate system and detect a
position of the target using the camera.
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[0022] (9) According to a fourth aspect of the invention, a
robot system including a robot and the control device
described above connected to the robot is provided.

[0023] According to the robot system, it is possible to
perform coordinate transformation between the target coor-
dinate system and the camera coordinate system and detect
a position of the target using the camera.

[0024] (10) According to a fifth aspect of the invention, a
method for performing camera calibration in a robot system
including a robot having an arm provided with a calibration
pattern of a camera and the camera provided independently
of'the arm is provided. The method includes moving the arm
to rotate each calibration pattern around each of three
rotation axes linearly independent from each other and to
stop at a plurality of rotation positions; causing the camera
to capture a pattern image of the calibration pattern at the
plurality of rotation positions; and determining parameters
of the camera for calculating a coordinate transformation
between a target coordinate system having a known relative
position and attitude with respect to a robot coordinate
system of the robot and a camera coordinate system of the
camera using the pattern image captured at the plurality of
rotation positions.

[0025] According to the method, it is possible to estimate
directions of the three rotation axes seen in the camera
coordinate system using the pattern image at the plurality of
rotation positions around each rotation axis. Since the three
rotation axes are linearly independent of each other, it is
possible to determine a coordinate transformation matrix
between the target coordinate system and the camera coor-
dinate system from the direction of these rotation axes. As
a result, the parameters of the camera for calculating the
coordinate transformation between the target coordinate
system and the camera coordinate system can be acquired,
and thereby it is possible to detect a position of the target
using the camera.

[0026] The invention can be realized in various forms
other than the above. For example, the invention can be
realized in forms of a computer program for realizing a
function of a control device, a non-transitory storage
medium on which the computer program is recorded, and the
like.

BRIEF DESCRIPTION OF THE DRAWINGS

[0027] The invention will be described with reference to
the accompanying drawings, wherein like numbers refer-
ence like elements.

[0028] FIG. 1 is a schematic diagram of a robot system.
[0029] FIG. 2 is a block diagram illustrating functions of
a robot and a control device.

[0030] FIG. 3 is an explanatory diagram illustrating a
robot coordinate system.

[0031] FIG. 4 is a flowchart illustrating a processing
procedure of an embodiment.

[0032] FIG. 5 is an explanatory diagram illustrating an
example of pattern images at a plurality of rotation positions.
[0033] FIG. 6 is a table showing an example of a rotation
matrix acquired in step S160 of FIG. 4.

[0034] FIG. 7 is a graph in which a translation vector is
projected on a YZ plane of a camera coordinate system.
[0035] FIG. 8 is a table showing an example of a trans-
lation vector acquired in step S170 of FIG. 4.

[0036] FIG. 9 is an explanatory diagram illustrating a
robot coordinate system in a second embodiment.
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DESCRIPTION OF EXEMPLARY
EMBODIMENTS

A. Configuration of Robot System

[0037] FIG. 1 is a schematic diagram of a robot system in
an embodiment. The robot system is provided with a robot
100 and a control device 200. The robot 100 is an autono-
mous robot capable of performing work while recognizing a
work target with a camera, freely adjusting force, and
autonomously determining. The robot 100 can operate as a
teaching playback robot for performing a work according to
prepared teaching data.

[0038] The robot 100 is provided with a base 110, a body
portion 120, a shoulder portion 130, a neck portion 140, a
head portion 150, and two arms 160L. and 160R. Hands
180L and 180R are detachably attached to the arms 160L
and 160R. These hands 180L and 180R are end effectors for
holding a workpiece or a tool. Cameras 1701 and 170R are
installed in the head portion 150. These cameras 170L. and
170R are provided independently of the arms 160L and
160R, and are fixed cameras whose position and attitude are
not changed. A calibration pattern 400 for the cameras 1701
and 170R can be installed in the arms 160L and 160R.
[0039] Force sensors 190 and 190R are provided in a
wrist portion of the arms 160L and 160R. The force sensors
190L and 190R are sensors for detecting a reaction force or
a moment with respect to a force that the hands 180L and
180R exert on the workpiece. As the force sensors 1901 and
190R, for example, it is possible to use a six-axis force
sensor capable of simultaneously detecting six components
of force components in translational three-axis directions
and the moment components around three rotation axes. The
force sensors 190L and 190R are optional.

[0040] The letters “L” and “R” appended to the end of
symbols of the arms 160L and 160R, the cameras 170L and
170R, the hands 180L and 180R, and the force sensors 190L
and 190R mean “left” and “right”. In a case where these
distinctions are unnecessary, explanations will be made
using symbols without the letters “L” and “R”.

[0041] The control device 200 includes a processor 210, a
main memory 220, a non-volatile memory 230, a display
control unit 240, a display 250, and an 1/O interface 260.
These units are connected via a bus. The processor 210 is,
for example, a microprocessor or a processor circuit. The
control device 200 is connected to the robot 100 via the I/O
interface 260. The control device 200 may be stored in the
robot 100.

[0042] As a configuration of the control device 200, vari-
ous configurations other than the configuration illustrated in
FIG. 1 can be adopted. For example, the processor 210 and
the main memory 220 can be deleted from the control device
200 of FIG. 1, and the processor 210 and the main memory
220 may be provided in another device communicably
connected to the control device 200. In this case, the entire
device including the another device and the control device
200 functions as a control device of the robot 100. In another
embodiment, the control device 200 may have two or more
of the processors 210. In still another embodiment, the
control device 200 may be realized by a plurality of devices
communicably connected to each other. In these various
embodiments, the control device 200 is configured as a
device or a device group including one or more of the
processors 210.
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[0043] FIG. 2 is a block diagram illustrating functions of
the robot 100 and the control device 200. The processor 210
of the control device 200 realizes each function of an arm
control unit 211, a camera control unit 212, and a camera
calibration execution unit 213 by executing various program
instructions 231 previously stored in the non-volatile
memory 230. The camera calibration execution unit 213
includes a transformation matrix estimation unit 214. A part
or all of the functions of these units 211 to 214 may be
realized by a hardware circuit. The functions of these units
211 to 214 will be described later. A camera intrinsic
parameter 232 and a camera extrinsic parameter 233 are
stored in the non-volatile memory 230 in addition to the
program instructions 231. These parameters 232 and 233
will be described later.

B. Robot Coordinate System and Coordinate Transformation

[0044] FIG. 3 is an explanatory diagram illustrating a
configuration of an arm 160 of the robot 100 and various
coordinate systems. Each of the two arms 160L and 160R is
provided with seven joints J1 to J7. Joints J1, J3, J5, and J7
are twisting joints and joints J2, J4, and J6 are bending
joints. A twisting joint is provided between the shoulder
portion 130 and the body portion 120 in FIG. 1, but is not
shown in FIG. 3. The individual joints are provided with an
actuator for moving the joints and a position detector for
detecting a rotation angle.

[0045] A tool center point (TCP) is set on at an end of the
arm 160. Typically, control of the robot 100 is executed to
control a position and attitude of the tool center point TCP.
A position and attitude means three coordinate values in a
three-dimensional coordinate system and a state defined by
rotation around each coordinate axis. In the example in FIG.
3, the calibration pattern 400 used in calibration of a camera
170 is fixed on the end of the right arm 160R. When
attaching the calibration pattern 400 to the arm 160R, the
hand 180R may be removed.

[0046] The calibration of the camera 170 is a process for
determining an intrinsic parameter and an extrinsic param-
eter of the camera 170. The intrinsic parameter is a specific
parameter of the camera 170 and the lens system thereof,
and includes, for example, a projective transformation
parameter, a distortion parameter, and the like. The extrinsic
parameter is a parameter used when calculating a relative
position and attitude between the camera 170 and the arm
160 of the robot 100, and includes a parameter for express-
ing translation or rotation between a robot coordinate system
2, and a camera coordinate system 2. However, the extrin-
sic parameter can be configured as a parameter for express-
ing translation or rotation between the camera coordinate
system 2. and a target coordinate system other than the
robot coordinate system X,. The target coordinate system
may be a coordinate system acquired from the robot coor-
dinate system XZ,. For example, a coordinate system having
a known relative position and attitude fixed with respect to
the robot coordinate system X, and a coordinate system in
which the relative position and attitude with respect to the
robot coordinate system X, according to movement amount
of a joint of the arm 160 may be selected as a target
coordinate system. The extrinsic parameter corresponds to
“a camera parameter for calculating the coordinate transfor-
mation between the target coordinate system and a camera
coordinate system of the camera”.
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[0047] InFIG. 3, the following coordinate system is drawn
as a coordinate system related to the robot 100.

[0048] (1) Robot coordinate system X,: a coordinate sys-
tem having a reference point R0 of the robot 100 as a
coordinate origin point

[0049] (2) Arm coordinate system X ,: a coordinate system
having a reference point A0 of the arm 160 as a coordinate
origin point

[0050] (3) Hand coordinate system X, a coordinate sys-
tem having a tool center point (TCP) as a coordinate origin
point

[0051] (4) Pattern coordinate system 2,: a coordinate

system having a predetermined position on the calibration
pattern 400 as a coordinate origin point

[0052] (5) Camera coordinate system Z.: a coordinate
system set in the camera 170

[0053] The arm coordinate system X, and the hand coor-
dinate system Z; are individually set in the right arm 160R
and the left arm 160L. In the example in FIG. 3, since the
calibration pattern 400 is fixed to the end of the right arm
160R, the arm coordinate system 2, of the right arm 160R
and the hand coordinate system X, are used in the following
description. The relative position and attitude between the
arm coordinate system X, and the robot coordinate system
2, is already known. The camera coordinate system X is
also individually set on the right eye camera 170R and the
left eye camera 170L. In the following explanation, a
coordinate system of the left eye camera 170L is mainly
used as the camera coordinate system X, but a coordinate
system of the right eye camera 170R may also be used as the
camera coordinate system . In FIG. 3, for convenience of
the drawings, the origin points of individual coordinate
system are drown at a position shifted from the actual
potion.

[0054] In general, a transformation from a certain coordi-
nate system 2, to another coordinate system X, or trans-
formation of position and attitude in these coordinate sys-
tems can be expressed as a homogeneous transformation
matrix “Hj, illustrated below.

Ry Ry Ry T, (la)
AHB:(R T]: Ry Ry Ry T,
01 Re Ry Ry T
0 0 0 1
R (1b)
Re=| Ry
Ry,
Ryx (le)
R, =| Ry
Ry,
R, (1d)
R, = Rzy
R

[0055] Here, R represents a rotation matrix, T represents a
translation vector, and R,, R, and R, represent column
components of a rotation matrix R. Hereinafter, the homo-
geneous transformation matrix “H is also referred to as
“coordinate transformation matrix “H,”, “transformation
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matrix “H”, or simply “transformation “H”. The super-
script “*” on the left side of a transformation symbol ““H”
indicates the coordinate system before the transformation,
and the subscript “z” on the right side of the transformation
symbol ““H.” indicates the coordinate system after the
transformation. The transformation “H, can be also consid-
ered as indicating an origin position and basic vector com-
ponents of the coordinate system 2 seen in the coordinate
system X ,.

[0056] An inverse matrix “H;~'(=®H,,) of the transforma-
tion “Hj, is given by the following expression.

AH*I:(RT —RT-T] 2
Flo
[0057] The rotation matrix R has the following important

properties.

Rotation Matrix R Property 1

[0058] The rotation matrix R is an orthonormal matrix,
and an inverse matrix R™* thereof is equal to a transposed
matrix R”.

Rotation Matrix R Property 2

[0059] The three column components R,, R, and R, of the
rotation matrix R are equal to three basic vector components
of'the coordinate system 2 5 after rotation seen in the original
coordinate system 2 ,.
[0060] In a case where the transformations “H,, and ?H,.
are sequentially applied to a certain coordinate system Z , a
combined transformation “H,. is acquired by multiplying
each of the transformations “H,, and H,. sequentially to the
right.

AHC:'{ HB'BHC ©)

[0061] Regarding the rotation matrix R, the same relation-
ship as Expression (3) is established.

ARCJ RB'BRC (©)]

C. AX=XB Problem of Coordinate Transformation

[0062] In FIG. 3, the following transformation is estab-
lished between a plurality of coordinate systems 2, 2, 2,
and 2.

[0063] (1) Transformation °H, (calculable): a transforma-
tion from the robot coordinate system X, to the hand
coordinate system X,

[0064] (2) Transformation “H, (unknown): a transforma-
tion from the hand coordinate system X, to the pattern
coordinate system 2,

[0065] (3) Transformation “H,. (estimable): a transforma-
tion from the pattern coordinate system X, to the camera
coordinate system X

[0066] (4) Transformation “H, (unknown): a transforma-
tion from the camera coordinate system Z. to the robot
coordinate system 2,

[0067] The parameter that associates the robot coordinate
system 2, and the camera coordinate system X. is the
transformation “H,,. Normally, acquiring the transformation
“H, corresponds to the calibration of the camera 170.
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[0068] The calibration of the camera 170 in a first embodi-
ment, TCP is set as a calibration target point, and the hand
coordinate system X, is selected as the target coordinate
system of a calibration target point. Then, a transformation
[0069] “H.(="H,"H,) or “H(=“H,"H,) between the
hand coordinate system X, and the camera coordinate sys-
tem X is estimated. Since the transformation “H,, (or “H,)
between the hand coordinate system Z;, and the robot coor-
dinate system X, is calculable, if the transformation “H. (or
©H,) between the hand coordinate system X, and the camera
coordinate system 2. can be acquired, the transformation
“H, (or °H,.) between the robot coordinate system X, and the
camera coordinate system X - is also calculable. A coordinate
system other than the hand coordinate system X, can be
selected as the target coordinate system, and any coordinate
system having the known relative position and attitude with
respect to the robot coordinate system 2, can be selected.
The case of selecting a coordinate system other than the
hand coordinate system X, as the target coordinate system
will be explained in a second embodiment.

[0070] Among the four transformations °H,, “H,, “H,,
and “H, described above, the transformation °H, is the
transformation that connects the robot coordinate system 2
with the hand coordinate system X, of the TCP as the
calibration target point. Normally, the process of acquiring
the position and attitude of the TCP with respect to the robot
coordinate system X, is referred to as a forward kinematics,
and is calculable if the geometric shape of the arm 160 and
movement amount (rotation angle) of each joint are deter-
mined. In other words, the transformation °H, is a calculable
transformation. The transformation °H , from the robot coor-
dinate system 2, to the arm coordinate system X, is fixed
and known.

[0071] The transformation “H, is a transformation from
the hand coordinate system X, to the pattern coordinate
system 2, of the calibration pattern 400. In JP-A-2010-
139329, the transformation “H,, is required to be a known
fixed transformation, but it is assumed to be unknown in the
present embodiment.

[0072] The transformation “H,. is a transformation from
the pattern coordinate system Z, to the camera coordinate
system X, an image of the calibration pattern 400 is
captured by the camera 170, and can be estimated by
performing image processing on the image. The process of
estimating the transformation “H,. can be executed using
standard software (for example, camera calibration function
of OpenCV or MATLAB) for performing camera calibra-
tion.

[0073] Following the above-described transformations
°H,, "H,, “H,, and “H, in order will lead to the initial robot
coordinate system X, and the following expression will be
established using an identity transformation I.

°H. T THP'PH fel “H, (S 3)

[0074] The following expression can be acquired by mul-
tiplying inverse matrixes “H, ', “H,™", and “H,~! of each
transformation in order from the left on both sides of
Expression (5).

CHe="H A TH 01! (6)

[0075] In Expression (6), the transformation “H,. can be
estimated using a camera calibration function, and the
transformation °Hj. is calculable. Accordingly, if the trans-
formation “H, is known, the right side of the expression is
calculable, and the answer of the transformation “H,, can be
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known. This is the reason why the transformation “H, is
assumed to be known in the related art.

[0076] On the other hand, if the transformation “H, is
unknown, the right side of Expression (6) is not calculable,
and another processing is required. For example, with con-
sideration of two attitudes i and j of the arm 160R in FIG.
3, above-described Expression (5) is established for each of
the attitudes, and the following expressions are acquired.

CH () THpPH (1) CHo=1 (7a)
°H () THpPH ) “Ho=T (7b)
[0077] By multiplying an inverse matrix “H,™' of the

transformation “H,, on both Expressions (7a) and (7b) from
the right side, following expressions are acquired.

CHAi) " Hp HA)=Hy ! (8a)
CH () THpPH A(j)="Hy ™ (8b)
[0078] Although the right sides of Expressions (8a) and

(8b) are unknown, since the expressions are the same
transformation, the following expression is established.

°H D) THP'PH c(i)on ) THP'PH (o)} 9

[0079] When multiplying “HAJ)™' on the left side and
£ HC(Z.)"1 on the right side on both sides of Expression (9), the
following expression is acquired.

CHA() ™ H D) T Hp="Hp CHA) PH ™) (10)

[0080] Here, when the products of the transformation in
parentheses of the left and the right sides of Expression (10)
are written as A and B, and the unknown transformation “H,,
as X, following equation can be acquired.

AX=XB (11

[0081] This is a well-known process as AX=XB problem,
and a nonlinear optimization process is required to solve the
unknown matrix X. However, there is a problem that there
is no guarantee that the nonlinear optimization process will
converge to an optimal solution.

[0082] As will be described in detail below, in the first
embodiment, by causing the calibration pattern 400 to
change the predetermined position and attitude using the fact
that the arm 160 provided with the calibration pattern 400
can be optionally controlled, it is possible to estimate the
transformation “H(="H,"H) or “H,(=“H,"H,) between
the hand coordinate system X which is the target coordinate
system and the camera coordinate system 2. As a result, it
is possible to determine the extrinsic parameter of the
camera 170.

D. Processing Procedure of Embodiment

[0083] FIG. 4 is a flowchart illustrating a processing
procedure of calibration of the camera 170 in an embodi-
ment. The calibration of two cameras 170R and 170L
included in the robot 100 is separately performed, but the
cameras will be referred to as “camera 170” without par-
ticular distinction below. The calibration processing
described below is executed with cooperation of the arm
control unit 211, the camera control unit 212, and the camera
calibration execution unit 213 illustrated in FIG. 2. In other
words, the operation of changing the calibration pattern 400
to a plurality of positions and attitudes is executed by the
arm 160 being controlled by the arm control unit 211.
Capturing an image with the camera 170 is controlled by the
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camera control unit 212. The intrinsic parameter or extrinsic
parameter of the camera 170 is determined by the camera
calibration execution unit 213. In the decision of the extrin-
sic parameter of the camera 170, estimation of various
matrixes and vectors are executed by the transformation
matrix estimation unit 214.

[0084] Step S110 to step S120 are processes for determin-
ing the intrinsic parameter of the camera 170. First, in step
S110, the camera 170 is used to capture images of the
calibration pattern 400 in a plurality of positions and atti-
tudes. Since these plurality of positions and attitudes are to
determine the intrinsic parameter of the camera 170, any
position and attitude can be applied. In step S120, the
camera calibration execution unit 213 estimates the intrinsic
parameter of the camera 170 using a plurality of pattern
images acquired in step S110. As described above, the
intrinsic parameter of the camera 170 is a specific parameter
of the camera 170 and the lens system thereof, and includes,
for example, a projective transformation parameter, a dis-
tortion parameter, and the like. Estimation of the intrinsic
parameter can be executed using standard software (for
example, camera calibration function of OpenCV or MAT-
LAB) for performing camera calibration.

[0085] Steps S130 to S180 are processes for determining
the extrinsic parameter of the camera 170. In step S130, the
calibration pattern 400 is rotated around three rotation axes
of the hand coordinate system X, and an image of the
calibration pattern 400 is captured at a plurality of rotation
positions in the rotation around each rotation axis. Herein-
after, the captured image of the calibration pattern 400 with
the camera 170 is referred to as “pattern image”.

[0086] FIG. 5 is an explanatory diagram illustrating an
example of pattern images at a plurality of rotation positions
acquired in step S130. These pattern images are images
captured at theses plurality of rotation positions by perform-
ing +0x, +0y, and +0z rotation of the arm 160 around each
XYZ axes of the hand coordinate system X, independently
in a state where the TCP which is the origin point of the hand
coordinate system X is fixed spatially and stopping the arm
160. In other words, the plurality of rotation positions
include a basic rotation position, two rotation positions
rotated around X axis from the basic rotation position, two
rotation positions rotated around Y axis from the basic
rotation position, and two rotation positions rotated around
Z axis from the basic rotation position. The rotation angles
0x, Oy, and 0z from the basic rotation position are set at 5
degrees each, but any rotation angle other than 0 degrees can
be applied. However, if the rotation angle 0 is too small, it
is difficult to distinguish the difference in the pattern image
resulting from the rotation, and if the rotation angle 6 is too
large, it is difficult to distinguish the arrangement of the
calibration pattern 400 from the pattern image. Taking these
points into consideration, it is preferable to set the rotation
angles 0x, 0y, and 6z to be within a range, for example, 3
degrees or more and 30 degrees or less. The calibration
pattern 400 is a pattern in which black dots are arranged in
a 9x7 grid pattern. Other calibration patterns like the check-
erboard pattern may be used as well. The coordinate origin
point of the pattern coordinate system X, is at a predeter-
mined position on the calibration pattern 400.

[0087] In step S140, the transformation “H,. or “H,
between the pattern coordinate system X, and the camera
coordinate system 2. is estimated for each pattern image
captured in step S130. The estimation can be executed using
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standard software (for example, Open CV function “Find-
ExtrinsicCameraParams2”) for estimating the extrinsic
parameter of the camera with the intrinsic parameter
acquired in step S120.

[0088] Instep S150, a rotation matrix “R,.or ‘R between
the camera coordinate system X and the hand coordinate
system X, can be estimated using the transformation “H,. or
“H, acquired in step S140. Hereinafter, first, rotation around
the X axis will be described as an example.

[0089] Frist, a rotation matrix “R. of the transformation
#H,. acquired from the pattern image of the basic rotation
position is simply written as R(6,). In addition, the rotation
matrix “R, of the transformation “H,. acquired from the
pattern image in a state being rotated +0x around X axis will
be written as R(0,+6x) and R(8,-0x), respectively. At this
time, the following expressions are established.

R (8,+6x)=R (8,)R (6x) (12a)

R (0x)=R (05)'-R (0,+0x) (12b)

Here, the rotation matrix R(0x) is a rotation matrix that
rotates the coordinate system by +0x from the basic rotation
position. As expressed in Expression (12b), the rotation
matrix R(6x) can be calculated as a product of the inverse
matrix R(0,)™' of the rotation matrix R(8,) at the basic
rotation position and the rotation matrix R(0,+0x) at a
position being rotated by +0x from the basic rotation posi-
tion.

[0090] In general, any rotation around three axes of coor-
dinate system is expressed in a rotation matrix or three Euler
angles in many cases, instead, the rotation can be expressed
with one rotation axis and a rotation angle around the
rotation axis. When using the latter expression, the rotation
matrix R(6x) can be transformed to a rotation vector Rod
(6x) given by the following expressions.

Ry (13b)
Rod(0x) = 7y

nZ
13b
0x = \fn2 +n2 +n2 (13b)

Here, n,, n,, and n, are three axis components indicating a
direction of the rotation axis. In other words, “rotation
vector Rod” is a vector having a rotation axis direction as a
vector direction and a rotation angle as a vector length. The
transformation from the rotation matrix R(6x) to the rotation
vector Rod(0x) can be performed using, for example,
OpenCV function, “Rodrigues2”.

[0091] As described above, the rotation matrix R(0x) is a
matrix representing the fact that the coordinate system is
rotated by +0x around the X axis of the hand coordinate
system X, from the basic rotation position. Accordingly, the
vector direction of the rotation vector Rod(8x) equivalent to
the rotation matrix R(6x) indicates the rotation axis direc-
tion, that is, the X axis direction of the hand coordinate
system X, seen in the camera coordinate system X ..
[0092] Here, consider the rotation matrix “R,. from the
camera coordinate system Z . to the hand coordinate system
2. As described as the “rotation matrix R property 2” with
respect to the general homogeneous transformation matrix
indicated in the above described Expressions (1a) to (1d),
the three column components R,, R, and R, of a random
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rotation matrix R refer to three basic vectors of the coordi-
nate system seen from the original coordinate system.
Accordingly, a normalized rotation vector Rod*(6x)
acquired by normalizing the length of the above-described
rotation vector Rod(0x) to 1 is the X component (leftmost
column component) of the rotation matrix “R;. from the
camera coordinate system X to the hand coordinate system
2.

1y /0x (14b)
Rod“(x) =| n,/0x
n,/6x

0x = \[n2 +n2 +n2 (14b)

[0093] By performing the same process for Y axis and Z
axis, three column components Rod*(6x), Rod*(08y), and
Rod*(0z) of the rotation matrix “R. from the camera coor-
dinate system Z. to the hand coordinate system X, can be
acquired.

CRp=(Rod*(0x) Rod*(8,) Rad*(8.)) 1s)

[0094] The inverse transformation ‘R, of the rotation
matrix “R; is the same as the transposed matrix of the
rotation matrix “R,. Thereby, if the normalized rotation
vectors Rod*(0x), Rod*(0y), and Rod*(0y) can be arranged
as a row component instead of a column component, a
rotation matrix “R . from the hand coordinate system 2. to
the camera coordinate system 2. can be acquired directly.

[0095] In this way, in step S150, three rotation vectors
Rod(8x), Rod(By) , and Rod(By) having directions of each
rotation axes as the vector direction and the rotation angle as
the vector length are estimated from the pattern image
captured at the plurality of rotation positions in the rotation
around each of the rotation axes of the hand coordinate
system 2, which is the target coordinate system. By arrang-
ing these components of the normalized rotation vectors
Rod*(6x), Rod*(0y), and Rod*(6y) acquired by normalizing
the rotation vectors as a row component or a column
component, it is possible to determine the rotation matrix
‘R, or 'R, constituting a coordinate transformation matrix
“H, or “H,. between the hand coordinate system X, and the
camera coordinate system ..

[0096] There is a possibility that a detection error may be
included in the process in step S150. In this case, in the
example illustrated in FIG. 5, it is possible to estimate other
rotation matrixes R(-0x), and R(26x) in addition to the
rotation matrix R(6x) by using three pattern images captured
at three rotation positions of the basic rotation position, and
two rotation positions rotated +6x around X axis from the
basic rotation position. By using these other the rotation
matrixes R(-0%), and R(20x%), respectively, a rotation matrix
"R, may be acquired from the above-described procedure,
and an average of a plurality of the rotation matrixes ‘R,
may be acquired. The process of acquiring an average of the
plurality of rotation matrixes is executable by, for example,
transforming each rotation matrix to a quaternion, and
performing the inverse transformation to the rotation matrix
after the average of a plurality of quaternions is acquired.

[0097] Further, there is a possibility that the rotation
matrix ‘R, acquired by the above-described process does
not have orthonormality. In this case, it is preferable to
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orthogonalize each column of the rotation matrix ‘R, using
some kind of orthogonalization means (for example, Gram-
Schmidt orthogonalization method). It is preferable to select
an axis orthogonal to an image plane (Z axis in the example
of FIG. 5) as an axis serving as the base point for orthogo-
nalization. As clear from FIG. 5, displacement on the image
is the largest in a case of the rotation around the axis
orthogonal to the image plane, and thereby the relative error
is considered to be the smallest.

[0098] The rotation angles 6%, 0y, and 6z on the X, Y, Z
axes are already known. Therefore, in a case where the
difference between the rotation angle detected in the above-
described process and the known rotation angle exceeds the
allowable range considering the detection error, it may be
determined that the processing result is abnormal.

[0099] In step S160, the rotation matrix ‘R, or ‘R,
between the hand coordinate system X, and the pattern
coordinate system X is calculated. In step S140 described
above, in each pattern image, the transformation “H,. or “H,,
between the pattern coordinate system X, and the camera
coordinate system X is estimated, and the rotation matrix
R, or “R, constituting the transformation “H,. or “Hj
thereof is already known. For example, the rotation matrix
TR, between the hand coordinate system X, and the pattern
coordinate system 2, can be calculated with the following
expression using the rotation matrix “R, estimated in a
specific rotation position (for example, basic rotation posi-
tion) and the rotation matrix ‘R, acquired in step S150.

TRP:TR c CRP (16)

[0100] FIG. 6 is a table showing values of the rotation
matrix R, acquired in step S160. In the present embodi-
ment, since the transformation “H,, between the hand coor-
dinate system X, and the pattern coordinate system X, is
unknown, there is no value for the rotation matrix ‘R as a
correct answer. In FIG. 6, the estimated results indepen-
dently using the right eye camera 170R and the left eye
camera 170L of the robot 100 illustrated in FIG. 3 are
shown. Since two of the rotation matrixes ‘R, show good
agreement, it can be understood that the rotation matrix ‘R,
is accurately estimated. Step S160 may be omitted.

[0101] In step S170, a translation vector “T, or ©T,
between the hand coordinate system X, and the pattern
coordinate system X, is estimated. Here, first, consider the
case where the calibration pattern 400 is rotated around X
axis of the hand coordinate system 2.

[0102] FIG. 7 is a graph that a translation vector “T,(8,)
at the basic rotation position and translation vectors 7T (0, +
0x) and “T,(0,-0x) at the rotation position acquired by
rotating the calibration pattern 400 around X axis of the hand
coordinate system X, are projected on a YZ plane of a
camera coordinate system. Here, assuming the length of the
translation vector 7T, as r,, XYZ components of the trans-
lation vector 7T, as (Tx, Ty, Tz), and the difference between
two translation vectors 7T (0,+0X) and T »(0,-0x) as AT,,
the following expression is established.

re= T2+ T2 (17a)

|ATy| = 2r,sind, (17b)
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-continued
_ AT (17¢)
" = 2sing,

[0103] Expressions similar to Expressions (17a) to (17¢)
are established around Y axis rotation and Z axis rotation,
and are given as below.

22 aa (AT (18a)
r=h+li= (ZsinOX)

IAT,| \2 (18b)
2 _ 2 g2 _ y
== (ZsinOy]
s a2 (AT (18c)
re=hi+ly = (ZsinOZ)

[0104] When Expressions (18a) to (18c) are deformed, the
following expression can be acquired.

I [r§+r§—r§ (192)
* 2
- r12+r§—r§ (19b)
y- 2
- rX2+r§—rZ2 (19)
‘ 2

[0105] As explained in FIG. 5 described above, the cali-
bration pattern 400 is rotated while fixing the TCP which is
the coordinate origin point of the hand coordinate system = .
Since the origin position of the pattern coordinate system 2,
is set at the known point on the calibration pattern 400, the
origin position of the pattern coordinate system X, can be
detected by analyzing the pattern image. Therefore, the
difference between the origin position of the pattern coor-
dinate system X, from a first pattern image after +0x rotation
from the basic rotation position and the origin position of the
pattern coordinate system 2, acquired from a second pattern
image after —6x rotation is equal to the difference AT,
between the translation vectors “T,(0,+0x) and 7T »(0,-0x)
illustrated in FIG. 7. This also applies to the rotation around
the Y axis and the rotation around the Z axis. According to
Expressions (18a) to (18c) and Expressions (19a) to (19¢)
described above, the translation vector 7T, from the hand
coordinate system Z - to the pattern coordinate system 2, can
be estimated.

[0106] In step S160 described above, the rotation matrix
TR, or R between the hand coordinate system X, and the
pattern coordinate system X, is acquired. If the translation
vector 7T, from the hand coordinate system X, to the pattern
coordinate system 2, can be estimated by a process in step
S170 described above, the translation vector T, from the
pattern coordinate system 2, to the hand coordinate system
2, can be calculated with Expression (2) described above.
[0107] In this way, in step S170, square sums r.”, r,%, and
r,” of two translation vector components of two coordinate
axis directions orthogonal to each rotation axis can be
estimated among three components T,, T,, T, of the trans-
lation vector ©'T . or 7T, constituting a transformation matrix
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PH, or “H,, between the pattern coordinate system X, and
the hand coordinate system X, from the pattern image
captured at the plurality of rotation positions rotating around
each rotation axis of the hand coordinate system X, which
is the target coordinate system. In addition, the translation
vector ©'T, or 7T, constituting the transformation matrix “H,.
or “H,, can be calculated from square sums r, 2, ryz, and r,°
of the translation vector components estimated respectively
in the three rotation axes.

[0108] FIG. 8 is a table showing values of the translation
vector 7T, acquired in step S170. Here, similarly to FIG. 6,
the estimated results using the right eye camera 170R and
the left eye camera 170L independently are shown. Since
two of the translation vectors “T, show good agreement, it
can be understood that the translation vector 7T is accu-
rately estimated.

[0109] In step S180, a translation vector “T, or 7T,
between the camera coordinate system 2. and the hand
coordinate system X, is calculated from a transformation
matrix “H, or “H,. estimated at a specific rotation position
(for example, basic rotation position) in step S140 and the
translation vector T, or 7T, acquired in step S170. For
example, the translation vector “T,. from the camera coor-
dinate system X to the hand coordinate system 2, can be
calculated by the following expression.

(CTT]zcﬂp_(PTT] 20)
1 1

[T

Lo 1 1

Here, “H, is a homogeneous transformation matrix esti-
mated from the pattern image of the specific rotation posi-
tion (for example, basic rotation position) in step S140, and
#T,is a translation vector acquired in step S170. A transla-
tion vector T, from the hand coordinate system X, to the
camera coordinate system 2 . can also be calculated with the
same expression.

[0110] By the process in FIG. 4, the rotation matrix “R . or
"R, and the translation vector “T; or “T,. of the homoge-
neous transformation matrix “H, or “H,. expressing the
coordinate transformation between the hand coordinate sys-
tem X, and the camera coordinate system 2. which is the
target coordinate system can be estimated. The acquired
homogeneous transformation matrix “H, or “H,. is stored in
the non-volatile memory 230 as the extrinsic parameter 233
of'the camera 170. It is possible to perform various detection
process or control using the camera 170 with the extrinsic
parameter 233 and the intrinsic parameter 232 of the camera
170. As the extrinsic parameter 233 of the camera 170,
various parameters for calculating the coordinate transfor-
mation between the target coordinate system X, and the
camera coordinate system X can be applied. For example,
the homogeneous transformation matrix °H,. or “H, repre-
senting the coordinate transformation between the robot
coordinate system X, and the camera coordinate system X
may be stored as the extrinsic parameter 233.

[0111] In the present embodiment, three rotation axes X,
Y, and Z are set around the origin point of the hand
coordinate system X, which is the target coordinate system,
and the arm 160 is operated to rotate the calibration pattern
400 around each rotation axis and to be stopped at a plurality
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of rotation positions. The pattern image of the calibration
pattern 400 at the plurality of rotation positions of the
rotation around each rotation axis is captured by the camera
170, and a coordinate transformation matrix “H, or “H,.
between a hand coordinate system 2, and a camera coordi-
nate system 2. can be estimated using these pattern images.
In the processing procedure, directions of the three rotation
axes seen in the camera coordinate system 2. using the
pattern image of the plurality of rotation positions around
each rotation axis can be estimated. In addition, since the
three rotation axes X, Y, and Z are linearly independent of
each other, the coordinate transformation matrix “H, or “H,.
between the hand coordinate system X, and the camera
coordinate system 2 can be determined from the directions
of these rotation axes. As a result, an extrinsic parameter for
calculating a coordinate transformation between the hand
coordinate system X, and the camera coordinate system 2.
can be acquired, and thereby it is possible to detect a position
of a target using the camera 170.

[0112] Inthe above-described embodiment, X axis, Y axis,
and 7 axis are selected as a rotation axis around the origin
point of the hand coordinate system 2, but as long as the
three rotation axes are linearly independent, any three rota-
tion axes can be selected. In the case of using three rotation
axes other than X axis, Y axis, and 7 axis, it may be
transformed to components of X axis, Y axis, and Z axis of
the hand coordinate system 2 from components of each axis
of the estimated result. However, if the direction (X, Y, Z
axis) of the three basic vectors of the hand coordinate system
2, is selected as the rotation axis, there is an advantage that
it is easier to perform the above-described process. The three
rotation axes need not be set around the origin point of the
hand coordinate system X, that is the target coordinate
system, but may be set to other positions. If three rotation
axes are set around the origin point of the target coordinate
system, since the correspondence relation between the three
rotation axes and the target coordinate system is simple,
there is an advantage that the coordinate transformation
matrix between the target coordinate system and the camera
coordinate system can be easily determined from directions
of the rotation axes seen in the camera coordinate system.

[0113] In the above-described embodiment, the basic rota-
tion position was rotated to both positive side and negative
side, but it may be rotated only to either one side in the
rotation around each rotation axis. If the basic rotation
position is rotated to both positive side and negative side, it
is easier to perform the above-described process. Also, it is
preferable that the value of the rotation angle on the positive
side is equal to the value thereof on the negative side.

[0114] FIG. 9 is an explanatory diagram illustrating a
robot coordinate system in the second embodiment. The
difference from FIG. 3 of the first embodiment is that the
calibration target coordinate system X, is set at a position
different from the hand coordinate system 2, and the other
configurations are the same as in the first embodiment. The
target coordinate system 2, has, for example, a relative
position and attitude fixed to the robot coordinate system .
In the calibration process of the camera 170 in the second
embodiment, it is sufficient to replace “the hand coordinate
system X, with “the target coordinate system X and
“TCP” with “coordinate origin point TO of the target coor-
dinate system X, in the process of FIG. 4 of the first
embodiment, and the process procedure is the same as the
first embodiment.
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[0115] In this way, by setting the calibration target coor-
dinate system X, at a position different from the hand
coordinate system X 4, it is possible to improve the detection
accuracy of an object by the camera 170 in the vicinity of the
target coordinate system X,. For example, there are cases
where the physically large hand 180 does not fit into a small
working space. On the other hand, the target coordinate
system Z, illustrated in FIG. 9 can be set in a narrow gap or
inside of another object. Accordingly, if the calibration
target coordinate system Z, is set at a position different from
the hand coordinate system X, it is possible to improve the
detection accuracy of an object by the camera 170 at any
place.

[0116] The calibration process of the camera 170 is a
process of determining an extrinsic parameter for calculating
the coordinate transformation between the target coordinate
system 2, having known relative position and attitude with
respect to the robot coordinate system X, and the camera
coordinate system Z.. A coordinate transformation matrix
“H, (or M) between the target coordinate system X, and the
camera coordinate system Z . is represented by a product of
a first transformation matrix “H, (or “H,) between the
camera coordinate system 2. and the pattern coordinate
system X, and a second transformation matrix “H, (or ‘H,)
between the pattern coordinate system X, and the target
coordinate system 2,. At this time, the process in step S140
in FIG. 4 corresponds to a process of estimating the first
transformation matrix “H,, (or “H,) from the pattern image
captured at one specific rotation position (basic rotation
position in the first embodiment) among a plurality of
rotation positions rotated around three rotation axes around
the origin point of the target coordinate system X,. The
process in step S150 corresponds to a process of estimating
three rotation vectors having each rotation axis as a vector
direction and rotation angle as a vector length from the
pattern image captured at the plurality of rotation positions,
normalizing each of these three rotation vectors, and deter-
mining a rotation matrix “R, (or ‘R,.) constituting the coor-
dinate transformation matrix “H, (or “H,.) between the target
coordinate system 2, and the camera coordinate system 2.
by arranging the components of the normalized three rota-
tion vectors as a row component or a column component.
The process in step S170 corresponds to a process of
estimating a square sum of two translation vector compo-
nents in the two coordinate axis directions orthogonal to
each rotation axis among three components of the translation
vector constituting the second transformation matrix “H, (or
‘H,) from the pattern image captured at the plurality of
rotation positions, and calculating a translation vector ©T, (or
T,) constituting the second transformation matrix “H, (or
‘H,,) from the square sum of the estimated translation vector
component in the three rotation axes, respectively. The
process in step S180 corresponds to a process of calculating
the translation vector “T, (or “T,.) of the coordinate trans-
formation matrix “H, (or ‘H,) from the first transformation
matrix “Hp (or ’H,.) estimated at a specific rotation position
and the translation vector T, (or “T}) of the second trans-
formation matrix “H, (or H,,). By executing these processes,
it is possible to easily acquire the rotation matrix and the
translation vector constituting the coordinate transformation
matrix “H, (or 'H,.) between the target coordinate system X,
and the camera coordinate system 2. from the pattern image
captured at the plurality of rotation positions of the rotation
around each rotation axis.
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[0117] Inthe above-described embodiment, the calibration
related to the camera 170 of the head portion 150 of the robot
100 is explained. However, the invention can be applied to
calibration of a camera contained in a robot installed in
places other than the head portion 150 or a camera installed
separately from the robot 100. The invention can be applied
to not only a double arm robot but also to a single arm robot.
[0118] The invention is not limited to the above-described
embodiments, examples, and modifications, and can be
realized in various configurations without departing from the
spirit thereof. For example, it is possible to replace or
combine the technical features in the embodiments,
examples, and modifications corresponding to the technical
features in each embodiment described in the summary of
the invention section as necessary in order to solve some or
all of the above-mentioned problems or achieve some or all
of the above effects. Unless the technical features are
described as essential in the present specification, it can be
deleted as appropriate.

[0119] The entire disclosure of Japanese Patent Applica-
tion No. 2017-135108, filed Jul. 11, 2017 is expressly
incorporated by reference herein.

What is claimed is:

1. A control device that controls a robot having an arm
provided with a calibration pattern of a camera and the
camera provided independently of the arm, comprising:

a processor that is configured to execute computer-ex-

ecutable instructions so as to control the robot,
wherein the processor is configured to:

move the arm to rotate a calibration pattern around three

rotation axes linearly independent from each other and
to stop at a plurality of rotation positions,

cause the camera to capture a pattern image of the

calibration pattern at the plurality of rotation positions,
and

determine parameters of the camera for calculating the

coordinate transformation between a target coordinate
system having a known relative position and attitude
with respect to a robot coordinate system of the robot
and a camera coordinate system of the camera using the
pattern image captured at the plurality of rotation
positions.

2. The control device according to claim 1,

wherein the three rotation axes are set around an origin

point of the target coordinate system.

3. The control device according to claim 1,

wherein the processor

estimates three rotation vectors having a direction of
each rotation axis as a vector direction and an angle
of the rotation as a vector length from the pattern
image captured at the plurality of rotation positions,

normalizes each of the three rotation vectors to acquire
three normalized rotation vectors, and

determines a rotation matrix constituting a coordinate
transformation matrix between the target coordinate
system and the camera coordinate system by arrang-
ing the three normalized rotation vectors as a row
component or a column component.

4. The control device according to claim 3,

wherein the coordinate transformation matrix between the

target coordinate system and the camera coordinate
system is represented by a product of a first transfor-
mation matrix between the camera coordinate system
and a pattern coordinate system of the calibration
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pattern and a second transformation matrix between the
pattern coordinate system and the target coordinate
system, and
wherein the processor
(a) estimates the first transformation matrix from the
pattern image captured at one specific rotation posi-
tion among the plurality of the rotation positions,
(b) estimates a square sum of two translation vector
components in two coordinate axis directions
orthogonal to each rotation axis among three com-
ponents of a translation vector constituting the sec-
ond transformation matrix from the pattern image
captured at the plurality of rotation positions, and
calculates the translation vector constituting the sec-
ond transformation matrix from the square sum of
the translation vector components estimated respec-
tively for the three rotation axes, and
(c) calculates a translation vector constituting the coor-
dinate transformation matrix from the first transfor-
mation matrix estimated at the specific rotation posi-
tion and the translation vector of the second
transformation matrix.
5. The control device according to claim 1,
wherein the target coordinate system is a coordinate
system having a relative position and attitude fixed with
respect to the robot coordinate system of the robot
independently of the arm.
6. The control device according to claim 1,
wherein the target coordinate system is a hand coordinate
system of the arm.
7. A robot connected to the control device according to
claim 1.
8. A robot connected to the control device according to
claim 2.
9. A robot connected to the control device according to
claim 3.
10. A robot connected to the control device according to
claim 4.
11. A robot connected to the control device according to
claim 5.
12. A robot connected to the control device according to
claim 6.
13. A robot system comprising:
a robot; and
the control device connected to the robot according to
claim 1.
14. A robot system comprising:
a robot; and
the control device connected to the robot according to
claim 2.
15. A robot system comprising:
a robot; and
the control device connected to the robot according to
claim 3.
16. A robot system comprising:
a robot; and
the control device connected to the robot according to
claim 4.
17. A robot system comprising:
a robot; and
the control device connected to the robot according to
claim 5.
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18. A robot system comprising:

a robot; and

the control device connected to the robot according to

claim 6.

19. A method for performing camera calibration in a robot
system including a robot having an arm provided with a
calibration pattern of a camera and the camera provided
independently of the arm, the method comprising:

moving the arm to rotate a calibration pattern around three

rotation axes linearly independent from each other and
to stop at a plurality of rotation positions;

causing the camera to capture a pattern image of the

calibration pattern at the plurality of rotation positions;
and

determining parameters of the camera for calculating a

coordinate transformation between a target coordinate
system having a known relative position and attitude
with respect to a robot coordinate system of the robot
and a camera coordinate system of the camera using the
pattern image captured at the plurality of rotation
positions.



