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2 

FIELD a 

[ 0002 ] The present disclosure relates to telematics , and in 
particular , to the simplification of data collected from assets 
tracked by telematics systems . 

BACKGROUND 

[ 0003 ] A telematics system may track the location and 
other data related to an asset , such as a vehicle , directly 
through the asset or through an asset tracking device coupled 
to the asset . The location of the asset may be tracked through 
the use of a satellite navigation system , such as a Global 
Positioning System ( GPS ) , Global Navigation Satellite Sys 
tem ( GNSS ) , cellular tower network , or other system . Other 
data may be collected through sensors onboard the asset . In 
the case where the asset tracking device is coupled to a 
vehicle , the asset tracking device may collect information 
through a communication port of the vehicle ( e.g. , a diag 
nostic port ) , through which a variety of vehicle data , such as 
engine speed , battery temperature , fuel level , tire pressure , 
outside temperature , or other data may be obtained . In the 
case where the asset is monitored by an integrated tracking 
system , such data may be received from electronic control 
units ( ECUs ) onboard the asset either directly or through a 
controlled area network ( CAN ) . In either case , such data 
may be received and recorded at a telematics system and 
used in the provision of a telematics service , such a 
management tool , or for data analysis . 

by an upper bound that is fixed across the simplified set of 
data ; and a communication interface to transmit the simpli 
fied set of data to a server . 

[ 0006 ] The raw data may include a target set of data that 
is recorded over time , and generating the simplified set of 
data may involve including a point from the target set of data 
in the simplified set of data if the point is distant , along a 
data dimension of the target set of data , from a reference line 
running through the target set of data , in excess of a 
threshold simplification value . The raw data may include a 
target set of data that is recorded over time , and generating 
the simplified set of data may involve : ( i ) defining a first 
reference line through the target set of data from a first point 
in the target set of data to a last point in the target set of data 
with respect to time ; ( ii ) determining which point in the 
target set of data is most distant , along a data dimension of 
the target set of data , from the first reference line ; ( iii ) if the 
most distant point is distant from the first reference line , 
along the data dimension , in excess of a threshold simpli 
fication value , including that most distant point in the 
simplified set of data ; and ( iv ) iteratively subdividing the 
target set of data into smaller segments and repeating steps 
( i ) through ( iii ) on each segment , each of which is bounded 
by the first point in the target set of data , a point that was 
previously included in the simplified set of data , or the last 
point in the target set of data , as the case may be , using , for 
each segment , a new reference line defined between the first 
point bounding that segment and the last point bounding that 
segment as the respective reference line for that segment , 
until there are no further points in any segment that are 
distant from its respective reference line , along the data 
dimension , in excess of the threshold simplification value . 
The raw data may include a target set of data that includes 
a plurality of data streams recorded over time , and gener 
ating the simplified set of data may involve including a point 
from the target set of data in the simplified set of data if the 
point is distant , along at least one data dimension of the 
target set of data , from a reference line running through the 
target set of data , in excess of a threshold simplification 
value that corresponds to that data dimension . The simplified 
set of data may be transmitted to a server . The raw data may 
include a target set of data that is recorded over time , and 
determining that a data logging trigger is satisfied may 
involve determining that a recently obtained point in the raw 
data differs from a corresponding predicted point predicted 
by extrapolation based on previously saved points included 
in one or more previously generated simplified sets of data 
by an amount of extrapolation error that is limited by an 
upper bound that is fixed as the raw data is collected over 
time . The asset may be a vehicle , and the raw data may 
describe a property , state , or operating condition of the 
vehicle . The raw data may be obtained by a controller 
onboard the asset , and the data source may comprises one or 
more of : an electronic control unit ( ECU ) of the asset from 
which the controller is configured to obtain the raw data 
through an interface layer directly or via a controlled area 
network ( CAN ) , and a sensor onboard the asset . The raw 
data may be obtained by a controller of an asset tracking 
device coupled to the asset , and the data source may 
comprise one or more of : a communication port of the asset 
through which the asset tracking device is configured to 
receive the raw data from one or more electronic control 
units ( ECUs ) of the asset via a controlled area network 
( CAN ) , and a sensor of the asset tracking device . The 

a fleet 

SUMMARY 

a 

[ 0004 ] According to an aspect of the disclosure , a method 
for capturing a simplified set of data from an asset through 
a fixed estimation error data simplification process is pro 
vided . The method involves obtaining raw data from a data 
source at an asset , determining whether a data logging 
trigger is satisfied , and , when the data logging trigger is 
satisfied , performing a dataset simplification algorithm on 
the raw data to generate a simplified set of data in which 
interpolation error is limited by an upper bound that is fixed 
across the simplified set of data . 
[ 0005 ] According to another aspect of the disclosure , a 
device for capturing a simplified set of data from an asset in 
accordance with a fixed estimation error data simplification 
process is provided . The device includes an interface layer 
to receive raw data from one or more data sources at an 
asset ; a memory to store the raw data ; a controller to : 
determine whether a data logging trigger is satisfied , and 
when the data logging trigger is satisfied , perform a dataset 
simplification algorithm on the raw data to generate a 
simplified set of data in which interpolation error is limited 

a 
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memory of the device may include a raw data buffer in 
which the raw data is temporarily stored prior to dataset 
simplification . 
[ 0007 ] According to another aspect of the disclosure , a 
method for capturing a simplified set of data from an asset 
in accordance with a fixed estimation error data simplifica 
tion process is provided . The method involves receiving a 
set of simplified data at a server , the simplified set of data 
generated by application of a dataset simplification algo 
rithm on raw data obtained from a data source at an asset 
upon satisfaction of a data logging trigger , wherein the 
dataset simplification algorithm causes interpolation error 
within the simplified set of data to be limited by an upper 
bound that is fixed across the simplified set of data ; receiving 
a request for a status of the asset ; and interpolating a status 
of the asset based on the simplified set of data in response 
to the request . 
[ 0008 ] According to another aspect of the disclosure , a 
system for capturing a simplified set of data from an asset in 
accordance with a fixed estimation error data simplification 
process is provided . The system includes an interface layer 
at an asset to receive raw data from a data source at the asset ; 
a controller at the asset to : determine whether a data logging 
trigger is satisfied , and when the data logging trigger is 
satisfied , perform a dataset simplification algorithm on the 
raw data to generate a simplified set of data in which 
interpolation error is limited by an upper bound that is fixed 
across the simplified set of data ; a communication interface 
at the asset to transmit the simplified set of data ; and a server 
to : receive the simplified set of data , and interpolate a status 
of the asset based on the simplified set of data in response 
to a status request . 
[ 0009 ] The server may be to indicate the upper bound on 
interpolation error . The server may be to provide an indica 
tion of the interpolated status of the asset and an indication 
of the upper bound on interpolation error to an end user 
device . The raw data may include a target set of data that is 
recorded over time , and generating the simplified set of data 
may involve including a point from the target set of data in 
the simplified set of data if the point is distant , along a data 
dimension of the target set of data , from a reference line 
running through the target set of data , in excess of a 
threshold simplification value . The raw data may include a 
target set of data that is recorded over time , and generating 
the simplified set of data involves : ( i ) defining a first 
reference line through the target set of data from a first point 
in the target set of data to a last point in the target set of data 
with respect to time ; ( ii ) determining which point in the 
target set of data is most distant , along a data dimension of 
the target set of data , from the first reference line ; ( iii ) if the 
most distant point is distant from the first reference line , 
along the data dimension , in excess of a threshold simpli 
fication value , including that most distant point in the 
simplified set of data ; and ( iv ) iteratively subdividing the 
target set of data into smaller segments and repeating steps 
( i ) through ( iii ) on each segment , each of which is bounded 
by the first point in the target set of data , a point that was 
previously included in the simplified set of data , or the last 
point in the target set of data , as the case may be , using , for 
each segment , a new reference line defined between the first 
point bounding that segment and the last point bounding that 
segment as the respective reference line for that segment , 
until there are no further points in any segment that are 
distant from its respective reference line , along the data 

dimension , in excess of the threshold simplification value . 
The raw data may include a target set of data that includes 
a plurality of data streams recorded over time ; and gener 
ating the simplified set of data may involve including a point 
from the target set of data in the simplified set of data if the 
point is distant , along at least one data dimension of the 
target set of data , from a reference line running through the 
target set of data , in excess of a threshold simplification 
value that corresponds to that data dimension . The raw data 
may include a target set of data that is recorded over time , 
and determining that a data logging trigger is satisfied may 
involve determining that a recently obtained point in the raw 
data differs from a corresponding predicted point predicted 
by extrapolation based on previously saved points included 
in one or more previously generated simplified sets of data 
by an amount of extrapolation error that is limited by an 
upper bound that is fixed as the raw data is collected over 
time . The asset may be a vehicle , and the raw data may 
describe a property , state , or operating condition of the 
vehicle . The raw data may be obtained by a controller 
onboard the asset , and the data source may comprises one or 
more of : an electronic control unit ( ECU ) of the asset from 
which the controller is configured to obtain the raw data 
through an interface layer directly or via a controlled area 
network ( CAN ) ; and a sensor onboard the asset . The raw 
data may be obtained by a controller of an asset tracking 
device coupled to the asset , and the data source may 
comprise one or more of : a communication port of the asset 
through which the asset tracking device is configured to 
receive the raw data from one or more electronic control 
units ( ECU ) of the asset via a controlled area network 
( CAN ) ; and a sensor of the asset tracking device . 
[ 0010 ] According to another aspect of the disclosure , 
another method for capturing a simplified set of data from an 
asset in accordance with a fixed estimation error data 
simplification process is provided . The method involves 
obtaining raw data from a data source at an asset ; determin 
ing that a data logging trigger is satisfied by determining that 
a recently obtained point in the raw data differs from a 
corresponding predicted point predicted by extrapolation 
based on previously saved points included in one or more 
previously generated simplified sets of data by an amount of 
extrapolation error that is limited by an upper bound that is 
fixed as the raw data is collected over time ; and when the 
data logging trigger is satisfied , performing a dataset sim 
plification algorithm on the raw data to generate a simplified 
set of data . 
[ 0011 ] According to another aspect of the disclosure , 
another device for capturing a simplified set of data from an 
asset in accordance with a fixed estimation error data 
simplification process is provided . The device includes an 
interface layer to receive raw data from one or more data 
sources at an asset ; a memory to store the raw data ; a 
controller to : determine that a data logging trigger is satis 
fied by determining that a recently obtained point in the raw 
data differs from a corresponding predicted point predicted 
by extrapolation based on previously saved points included 
in one or more previously generated simplified sets of data 
by an amount of extrapolation error that is limited by an 
upper bound that is fixed as the raw data is collected over 
time ; and when the data logging trigger is satisfied , perform 
a dataset simplification algorithm on the raw data to generate 
a simplified set of data ; and a communication interface to 
transmit the simplified set of data to a server . 
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[ 0012 ] The raw data may include a target set of data that 
is recorded over time , and determining that the data logging 
trigger is satisfied may involve determining that a recently 
obtained point in the target set of data is distant , along a data 
dimension of the target set of data , from a trend line running 
through the target set of data , in excess of a threshold trigger 
value . The raw data may include a target set of data that is 
recorded over time , and determining whether the data log 
ging trigger is satisfied involves : ( i ) defining a trend line 
through one or more previously obtained points in the target 
set of data ; ( ii ) determining whether the recently obtained 
point is distant , along a data dimension of the target set of 
data , from the trend line , in excess of a threshold trigger 
value ; and ( iii ) if the recently obtained point is distant , along 
the data dimension , from the trend line , in excess of the 
threshold trigger value , determining that the data logging 
trigger is satisfied . The raw data may include a target set of 
data that includes a plurality of data streams recorded over 
time ; and determining that the data logging trigger is satis 
fied may involve determining that a recently obtained point 
is distant , along at least one data dimension of the target set 
of data , from a trend line running through the target set of 
data , in excess of a threshold trigger value that corresponds 
to that data dimension . The simplified set of data may be 
transmitted to a server . The simplified set of data may be 
generated so that interpolation error within the simplified set 
of data is limited by an upper bound that is fixed across the 
simplified set of data . The asset may be a vehicle , and the 
raw data may describe a property , state , or operating con 
dition of the vehicle . The raw data may be obtained by a 
controller onboard the asset , and the data source comprises 
one or more of : an electronic control unit ( ECU ) of the asset 
from which the controller is configured to obtain the raw 
data through an interface layer directly or via a controlled 
area network ( CAN ) ; and a sensor onboard the asset . The 
raw data may be obtained by a controller of an asset tracking 
device coupled to the asset , and the data source comprises 
one or more of : a communication port of the asset through 
which the asset tracking device is configured to receive the 
raw data from one or more electronic control units ( ECUS ) 
of the asset via a controlled area network ( CAN ) ; and a 
sensor of the asset tracking device . The memory of the 
device may include a raw data buffer in which the raw data 
is temporarily stored prior to dataset simplification . 
[ 0013 ] According to another aspect of the disclosure , a 
method for capturing a simplified set of data from an asset 
in accordance with a fixed estimation error data simplifica 
tion process is provided . The method involves receiving a 
simplified set of data at a server , the simplified set of data 
generated by application of a dataset simplification algo 
rithm on raw data obtained from a data source at an asset 
upon satisfaction of a data logging trigger , wherein the data 
logging trigger was satisfied by a determination that a 
recently obtained point in the raw data differed from a 
corresponding predicted point predicted by extrapolation 
based on previously saved points included in one or more 
previously generated simplified sets of data by an amount of 
extrapolation error that is limited by an upper bound that is 
fixed as the raw data is collected over time ; receiving a 
request for a status of the asset ; and extrapolating a status of 
the asset based on the simplified set of data in response to the 
request . 
[ 0014 ] According to another aspect of the disclosure , a 
system for capturing a simplified set of data from an asset in 

accordance with a fixed estimation error data simplification 
process is provided . The system includes an interface layer 
at an asset to receive raw data from a data source at the asset ; 
a controller at the asset to : determine that a data logging 
trigger is satisfied by determining that a recently obtained 
point in the raw data differs from a corresponding predicted 
point predicted by extrapolation based on previously saved 
points included in one or more previously generated sim 
plified sets of data by an amount of extrapolation error that 
is limited by an upper bound that is fixed as the raw data is 
collected over time ; and when the data logging trigger is 
satisfied , perform a data simplification algorithm on the raw 
data to generate a simplified set of data ; a communication 
interface at the asset to transmit the simplified set of data ; 
and a server to : receive the simplified set of data ; and 
extrapolate a status of the asset based on the simplified set 
of data in response to a status request . 
[ 0015 ] The server may be to indicate the upper bound on 
extrapolation error . The server may be to provide an indi 
cation of the extrapolated status of the asset and an indica 
tion of the upper bound on extrapolation error to an end user 
device . The raw data may include a target set of data that is 
recorded over time , and determining that the data logging 
trigger is satisfied may involve determining that a recently 
obtained point in the target set of data is distant , along a data 
dimension of the target set of data , from a trend line running 
through the target set of data , in excess of a threshold trigger 
value . The raw data may include a target set of data that is 
recorded over time , and determining whether the data log 
ging trigger is satisfied may involve : ( i ) defining a trend line 
through one or more previously obtained points in the target 
set of data ; ( ii ) determining whether the recently obtained 
point is distant , along a data dimension of the target set of 
data , from the trend line , in excess of a threshold trigger 
value ; and ( iii ) if the recently obtained point is distant , along 
the data dimension , from the trend line , in excess of the 
threshold trigger value , determining that the data logging 
trigger is satisfied . The raw data may include a target set of 
data that includes a plurality of data streams recorded over 
time ; and determining that the data logging trigger is satis 
fied may involve determining that a recently obtained point 
is distant , along at least one data dimension of the target set 
of data , from a trend line running through the target set of 
data , in excess of a threshold trigger value that corresponds 
to that data dimension . The simplified set of data may be 
generated so that interpolation error within the simplified set 
of data is limited by an upper bound that is fixed across the 
simplified set of data . The asset may be a vehicle , and the 
raw data may describe a property , state , or operating con 
dition of the vehicle . The raw data may be obtained by a 
controller onboard the asset , and the data source may 
comprise one or more of : an electronic control unit ( ECU ) 
of the asset from which the controller is configured to obtain 
the raw data through an interface layer directly or via a 
controlled area network ( CAN ) ; and a sensor onboard the 
asset . The raw data may be obtained by a controller of an 
asset tracking device coupled to the asset , and the data 
source may comprise one or more of : a communication port 
of the asset through which the asset tracking device is 
configured to receive the raw data from one or more elec 
tronic control units ( ECUs ) of the asset via a controlled area 
network ( CAN ) ; and a sensor of the asset tracking device . 

a 

a 



US 2022/0035779 A1 Feb. 3 , 2022 
4 
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the most recently recorded points based on vertical distance 
from the new data point to the extrapolated line . 
[ 0026 ] FIG . 16 is a flowchart of an example method for 
determining that a data logging trigger is satisfied based on 
comparison of a newly collected data point against a line that 
was extrapolated from the most recently recorded points 
based on vertical distance from the new data point to the 
extrapolated line 
[ 0027 ] FIG . 17A is an example data - time plot of a new 
data point being collected and compared against a line that 
was extrapolated from the most recently recorded points for 
satisfaction of a data logging trigger based on vertical 
distance from the new data point to the extrapolated line . 
FIG . 17B is a data - time plot that shows a further new data 
point being collected and compared against the extrapolated 
line . 
[ 0028 ] FIG . 18 is a flowchart of an example method for 
capturing a simplified set of data from an asset through a 
fixed estimation error data simplification process , in which 
interpolation error within the simplified set of data is limited 
by an upper bound that is fixed across the simplified set of 
data , and in which generation of the simplified set of data is 
triggered by satisfaction of a data logging trigger based on 
the vertical distance of a newly collected data point against 
a line that was extrapolated from the most recently recorded 
points . 
[ 0029 ] FIG . 19 is a block diagram of an example system 
for capturing a simplified set of data from an asset in 
accordance with a fixed estimation error data simplification 
process . 
( 0030 ] FIG . 20 is a block diagram of another example 
system for capturing a simplified set of data from an asset in 
accordance with a fixed estimation error data simplification 
process in which one or more parts of the system are 
integrated into the asset . 
[ 0031 ] FIG . 21 is a block diagram of another example 
system for capturing a simplified set of data from an asset in 
accordance with a fixed estimation error data simplification 
process in which the data is collected by an asset tracking 
device coupled to the asset . 
[ 0032 ] FIG . 22 is a schematic diagram of an example user 
interface displayed at an end user device that shows trip 
information regarding the travel of a vehicle asset including 
an indication of an interpolated status of the asset and an 
indication of an upper bound on interpolation error associ 
ated with the status . 

a 

[ 0016 ] FIG . 1 is a schematic diagram of an example 
system for capturing a simplified set of data from an asset 
through a fixed estimation error data simplification process . 
[ 0017 ] FIG . 2A is an example data - time plot that shows 
the vertical , perpendicular , and horizontal distances from a 
point to a reference line . FIGS . 2B and 2C are illustrations 
comparing vertical distance to perpendicular distance from 
a point to a line with a large slope and a line with small 
slope . 
[ 0018 ] FIG . 3A is an example plot showing the amount of 
error associated with a value estimation calculation based on 
a set of data that was simplified according to a prior data 
simplification process . For comparison , FIG . 3B is an 
example plot showing the amount of error associated with a 
value estimation calculation based on a set of data that was 
simplified based on the data simplification process disclosed 
herein . 
[ 0019 ] FIG . 4A is an example data - time plot of a set of 
data to be simplified by a dataset simplification algorithm 
based on the perpendicular distances from points to refer 
ence lines running through the set of data . FIGS . 4B , 5A , 5B 
and 6A are data - time plots that show further steps in the 
dataset simplification algorithm . FIG . 6B is another data 
time plot that shows the simplified set of data and the 
amount of interpolation error that results from the dataset 
simplification algorithm . 
[ 0020 ] FIG . 7 is a flowchart of an example method for 
capturing a simplified set of data from an asset through a 
fixed estimation error data simplification process in which 
interpolation error within the simplified set of data is limited 
by an upper bound that is fixed across the simplified set of 
data . 
[ 0021 ] FIG . 8 is a flowchart of an example method for 
generating a simplified set of data in which interpolation 
error within the simplified set of data is limited by an upper 
bound that is fixed across the simplified set of data . 
[ 0022 ] FIG . 9A is an example data - time plot of a set of 
data to be simplified by a dataset simplification algorithm 
based on the vertical distances of point to reference lines 
running through the set of data . FIGS . 9B , 10A , 10B and 
11A are data - time plots that show further steps in the dataset 
simplification algorithm . FIG . 11B is another data - time plot 
that shows the simplified set of data and the amount of 
interpolation error that results from the dataset simplification 
algorithm 
[ 0023 ] FIG . 12A is an example data - time plot that shows 
the vertical , perpendicular , and horizontal distances from a 
point to a trend line . FIGS . 12B and 12C are illustrations 
comparing vertical distance to perpendicular distances from 
a point to line with a large slope and a line with small slope . 
[ 0024 ] FIG . 13A is an example data - time plot showing a 
new data point being collected and compared against a line 
that was extrapolated from the most recently recorded points 
for satisfaction of a data logging trigger based on perpen 
dicular distance from the new data point to the extrapolated 
line . FIGS . 13B and 14 are data - time plots that show further 
new data points being collected and compared against the 
extrapolated line . 
[ 0025 ] FIG . 15 is a flowchart of an example method for 
capturing a simplified set of data from an asset when a data 
logging trigger is satisfied based on comparison of a newly 
collected data point against a line that was extrapolated from 
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[ 0033 ] A telematics system that tracks a high number of 
assets could potentially produce a very large quantity of 
data . Therefore , telematics systems typically employ one or 
more data sampling , reduction , filtering , or simplification 
techniques that result in a large portion of the data that is 
collected at assets being discarded , leaving only a smaller 
portion of the most operationally - salient data to be trans 
mitted to , and retained by , servers at the telematics system , 
for further use . Such data simplification techniques may be 
applied directly at the asset level ( e.g. , onboard the asset 
directly or through an asset tracking device ) before any data 
is transmitted to back - end systems . In this way , a telematics 
system can provide an accurate picture of the state of an 
asset as it changes over time , while safely discarding any 
redundant or unnecessarily - collected data points that would 
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simplified into a similar curve composed of fewer points . 
However , the amount of error that is associated with value 
estimation performed on a data that was simplified by the 
Ramer - Douglas - Peucker algorithm can vary widely depend 
ing on how quickly the underlying raw data that was 
simplified was changing over time or in other words , how 
large or small the slope of the curve was at the relevant time . 
A comparison of the solution proposed herein to the Ramer 
Douglas - Peucker approach is provided later in this disclo 
sure . 

otherwise unduly burden the telematics system with exces 
sive data transmission and data storage requirements . 
[ 0034 ] Although only a small fraction of data points that 
are made available by collection at an asset may be retained 
by a telematics system , the status of the asset at any point in 
time , including times during which no data points were 
recorded , may be of interest . Indeed , most queries to a 
telematics system for the status of an asset are likely to 
pertain to a time at which no data points were actually 
recorded . The status at such points in time may be approxi 
mated by value estimation based on the data that was 
recorded . Value estimation may take the form of interpola 
tion or extrapolation , depending on the point in time in 
question . 
[ 0035 ] In the case of interpolation , it may be reasonable to 
assume that the status of the asset could be estimated as 
being some value between the data point recorded immedi 
ately before the time in question and the data point recorded 
immediately after that time . Such an estimated value may be 
obtained via linear interpolation or another interpolation 
technique based on one or more additional points . This 
principle applies similarly in the case of extrapolation , 
where it may be reasonable to assume that the status of the 
asset after the most recently recorded data point ( e.g. , its 
current status ) may be estimated as being some value that is 
predicted by a recent trend in the data . Such an estimated 
value may be obtained via linear extrapolation or another 
extrapolation technique based on one or more additional 
points . In either case , these estimates are reasonable because 
any drastic change in the data that would cause such 
estimations to be significantly inaccurate would have been 
captured by a sufficiently robust data simplification tech 
nique . For example , if the speed of a vehicle is recorded as 
being at 60 km / h at one time , and again as being at 60 km / h 
one minute later , and the speed of the vehicle is captured at 
the vehicle every ten seconds , then it can be reasonably 
estimated that the speed of the vehicle was 60 km / h through 
out the entire minute , within a certain tolerable threshold for 
error , since no additional points were recorded . 
[ 0036 ] Although value estimation calculations may be 
useful to describe the status of an asset at points in time 
when no data was actually collected , value estimation cal 
culations are associated with a certain amount of error , and 
that amount of error may not always be readily apparent . 
Rather , in many cases , the error that is associated with any 
particular value estimation calculation may vary wildly 
depending on the data simplification technique that was 
employed to generate the simplified data set that is being 
used for value estimation , and / or the nature of the raw data 
that was collected around the time at which the status of the 
asset is being estimated . For example , if a simple periodic 
sampling of data was employed to generate a simplified set 
of data with which the telematics system is to perform value 
estimation calculations , then any amount of change in the 
data can take place at the asset between one periodically 
recorded point and the next , with no indication to be 
detected by the telematics system . More advanced aperiodic 
data simplification techniques may be better at capturing 
operationally - salient changes in data , but still may fail to 
provide for accurate value estimation in which the amount of 
error associated with each value estimation calculation is 
known . For example , one data simplification technique 
involves the application of the Ramer - Douglas - Peucker 
algorithm , an iterative process in which a curve of data is 

[ 0037 ] Since it may not always be transparent how much 
error is involved with any given instance of value estimation 
performed by a telematics system , there may be a general 
lack of confidence in the reliability of the data presented . 
Such a lack of confidence may pose a problem when the 
estimated data is to be used for an analysis that requires a 
high degree of precision . For example , when analyzing 
whether or not a vehicle has been speeding through an area 
where the posted speed limit is 60 km / h , if the vehicle was 
recorded as travelling at 58 km / h at one point in time and 
again at 58 km / h at the next , one can only be confident that 
the vehicle did not exceed the speed limit between those two 
points in time if it is known that the error associated with 
interpolating between these two data points would be at 
most 2 km / h . If the amount of interpolation error being 
assumed was unknown ( and could be greater than 2 km / h ) , 
an interpreter of the data may not be able to confidently 
conclude whether or not the vehicle was speeding . Indeed , 
as will be seen below , the amount of error that is associated 
with value estimation calculations performed on data sets 
simplified under the Ramer - Douglas - Peucker approach , for 
example , will be higher when the rate of change in the data 
is high , and lower when the rate of change of the data is low . 
In other words , there is an unevenly distributed amount of 
value estimation error , or an inconsistent error profile , 
throughout the data . 
[ 0038 ] To address these and other problems , this disclo 
sure provides systems , methods , and devices for capturing 
simplified sets of data from assets for telematics systems in 
such a manner that the amount of error that is associated 
with value estimation calculations performed on the simpli 
fied data is known and fixed throughout the data . That is , the 
amount of error that is associated with interpolation or 
extrapolation of the data is known in advance to be bounded 
by a predetermined upper limit . This process may be 
referred to as a fixed estimation error data simplification 
process . 
[ 0039 ] The fixed estimation error data simplification pro 
cess proposed herein comprises two broad facets : a fixed 
estimation error dataset simplification algorithm which sim 
plifies sets of data so that interpolation calculations made on 
the simplified data may be made with advanced knowledge 
of the interpolation error being assumed , and a fixed esti 
mation error data logging algorithm which triggers the 
generation of simplified sets of data based on deviations of 
newly collected data from recent trends in the data to degree 
that is known in advanced so that extrapolation calculations 
made on the simplified data may be made with advanced 
knowledge of the extrapolation error being assumed . 
[ 0040 ] A fixed , constant , or consistent amount of value 
estimation error is achieved by considering the “ vertical ” 
deviation of each data point from the overall trend of the 
data while excluding the “ horizontal ” deviation made by the 
collection of such data over time . The “ horizontal ” deviation 
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caused by the collection of data over time was found to have 
caused inconsistencies in estimation error across the data set 
depending on how quickly data was changing over time . The 
proposed data simplification process is distinct from prior 
processes which inherently consider , and therefore are inher 
ently biased by , effects caused by the collection of data over 
time . 
[ 0041 ] In addition to providing a fixed error profile for 
value estimation throughout the reduced set of data , the 
emphasis on the “ vertical ” deviation that each data point has 
from the overall trend in the data may in some cases also 
result in a greater density of data points being retained 
around more rapidly changing segments of data . Fortu 
itously , this may result in the more interesting and opera 
tionally - salient data being collected with higher resolution . 
Thus , the techniques provided herein not only improve the 
reliability of value estimation calculations performed on 
simplified sets of data , but may also improve the richness of 
data collected in the areas that are likely to be of greatest 
interest . 
[ 0042 ] FIG . 1 is a schematic diagram of an example 
system 100 for capturing a simplified set of data from an 
asset through a fixed estimation error data simplification 
process . 
[ 0043 ] The system 100 includes an asset 102. For exem 
plary purposes , the asset 102 is shown as a vehicle , namely 
a commercial transport truck . However , the asset 102 may 
include any type of vehicular asset , such as a passenger 
vehicle , construction equipment , sporting vehicle , utility 
vehicle , naval vessel , aircraft , or any other vehicular asset . 
The asset 102 may also include any non - vehicular asset , 
such as a transport trailer , shipping container , pallet , shipped 
item , or any other non - vehicular asset that can be tracked . 
[ 0044 ] In some examples , the asset 102 may be coupled to 
an asset tracking device ( not shown ) that tracks data per 
taining to the asset . In other examples , the asset 102 may 
include an onboard tracking system that tracks data pertain 
ing to the asset 102 directly . In either case , a processor / 
controller on the asset 102 and / or asset tracking device 
obtains data , such as the location of the asset 102 , and other 
types of data from sensors ( e.g , accelerometer data ) or 
electronic control units ( ECUs ) of the asset 102 ( e.g. , vehicle 
speed data ) . In the case of location data , the location of the 
asset 102 may be obtained from a locating system such as a 
Global Positioning System ( GPS ) , a Global Navigation 
Satellite System ( GNSS ) , a cellular tower network , Wi - Fi 
networks , or another location system . In the case of sensor 
data , that data may be obtained from a sensor onboard the 
asset 102 or a sensor on an asset tracking device coupled to 
the asset 102 , if applicable . In the case of data from an ECU , 
that data may be obtained from the ECU directly ( e.g. , 
through a Controlled Area Network ( CAN ) bus ) or , if an 
asset tracking device is being used , through a communica 
tion port such as an onboard diagnostic port ( e.g. , OBD2 
port ) of the asset 102. Any of the above sources of data may 
be referred to as a data source 104. The data collected from 
a data source 104 is indicated generally as raw data 106 . 
[ 0045 ] The system 100 further includes a telematics sys 
tem 120 to record data captured from the asset 102 and other 
assets , including location data , trip / travel histories , acceler 
ometer data , vehicle speed data , engine data , and other data 
pertaining to the assets it tracks . The telematics system 120 
may further store user accounts and other data associated 
with the assets and / or asset tracking devices for the provi 

sion of telematics services . The telematics system 120 
includes one or more servers or computing devices to store 
such data and to provide a telematics service and / or data 
analysis based on the recorded data . In particular , the 
telematics system 120 includes at least one server with a 
communication interface to communicate with the asset 102 
( or an asset tracking device coupled to the asset 102 , if 
applicable ) via one or more computing networks and / or 
telecommunication networks , a memory to store data and 
programming instructions , and a controller to execute the 
methods performed by the telematics system 120 as 
described herein . The telematics system 120 may provide a 
telematics service , including live tracking , record keeping , 
and reporting services to end user ( client ) devices , and may 
further store or forward the data collected from the asset 102 
and other assets to other systems for further analytics 
purposes . 
[ 0046 ] Only a small portion of the raw data 106 that is 
collected at the asset 102 is transmitted to the telematics 
system 120. The remainder of the raw data 106 is discarded 
as being redundant or not operationally - salient for the pur 
poses of the telematics system 120. For raw data 106 that is 
time - variant ( e.g. , accelerometer data , engine speed data ) , 
that data may be passed through a fixed estimation error data 
simplification process 110 , which is described in detail 
throughout this disclosure . One example set of data that has 
been passed through the process 110 is shown for example 
as a simplified set of data 112. A simplified set of data 112 
is transmitted to the telematics system 120 each time a data 
logging trigger is satisfied . Data logging triggers are dis 
cussed in greater detail later in this disclosure . Some of the 
other portions of the raw data 106 may be transmitted to the 
telematics system 120 directly ( i.e. , as raw data ) , or after 
being passed through an alternative data simplification pro 
cess . 

[ 0047 ] The fixed estimation error data simplification pro 
cess 110 generates the simplified set of data 112 in such a 
way that the simplified set of data 112 has at least one of the 
two following properties . 
[ 0048 ] First , interpolation error is limited by an upper 
bound that is fixed across the simplified set of data 112. In 
other words , when an interpolation calculation is made 
within the simplified set of data 112 between two actually 
recorded data points , the amount of error that is associated 
with that interpolation calculation is known in advance to be 
a fixed value that is consistent throughout the data . The 
amount of error is configurable , and can differ depending on 
the type of data being collected , but it does not vary 
depending on the nature of the data as it is being collected 
( e.g. , how the data is changing over time ) . Thus , when 
interpolation calculations are requested of the telematics 
system 120 ( e.g. , when an end user device makes a status 
request of the asset 102 at a particular point in time ) , the 
status of the asset 102 may be provided with a known degree 
of precision , along with the amount of interpolation error 
being assumed . A fixed amount of interpolation error is 
achieved by considering the “ vertical ” deviation of each data 
point from the overall trend of the data while excluding the 
“ horizontal ” deviation made by the collection of such data 
over time , as discussed in greater detail further below . 
[ 0049 ] Second , extrapolation error is similarly limited by 
an upper bound that is fixed as the raw data 106 is collected 
over time . In other words , generation of the simplified set of 
data 112 was triggered by the satisfaction of a data logging a 
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trigger in which it was determined that a recently obtained 
data point in the raw data 106 differed from a corresponding 
predicted data point , predicted by extrapolation based on 
previously recorded data points , by an amount of extrapo 
lation error that is limited by an upper bound that remains 
fixed as the raw data 106 is collected over time . As in the 
case of interpolation error , the amount of tolerable extrapo 
lation error is configurable , and can differ depending on the 
type of data being collected , but it does not vary depending 
on the nature of the data as it is being collected ( e.g. , how 
the data is changing over time ) . Thus , when the current 
status of the asset 102 is requested at the telematics system 
120 ( e.g. , by an end user device ) , the current status of the 
asset 102 can be provided , by extrapolation based on the 
most recently recorded data , within a known degree of 
precision , along with the amount of extrapolation error 
being assumed . If the current status of the asset 102 is 
significantly out of synch with the actual status of the asset 
102 as per the data being collected at the asset 102 , then a 
data logging trigger will be triggered at the asset 102 , and a 
new simplified set of data 112 will be transmitted to the 
telematics system 120 so that the telematics system 120 can 
continue to extrapolate the current status of the asset 102 
within a known degree of precision . As with interpolation 
error , a fixed amount of extrapolation error is achieved by 
considering the “ vertical ” deviation of each data point from 
the overall trend of the data while excluding the “ horizontal ” 
deviation made by the collection of such data over time . 
[ 0050 ) A data sampling , reduction , filtering , or simplifi 
cation algorithm that works in this manner may be advan 
tageous in that it may improve the reliability of value 
estimation calculations performed on simplified sets of data 
( e.g. , pursuant to requests made at the telematics system 
120 ) . Further , as will be seen below , this dataset simplifi 
cation algorithm may also improve the richness of data 
collected in the areas that are likely to be of greatest interest . 
[ 0051 ] FIG . 2A is an example data - time plot that shows 
three data points P1 , P2 , and P3 , collected over time . Points 
P1 , P2 , and P3 may serve as a simplified example of the raw 
data 106 referred to in FIG . 1 , which are to - be - simplified 
into a simplified set of data like the simplified set of data 112 
of FIG . 1. The units of the X - axis and the Y - axis are omitted 
for simplicity , but it should be understood that the Y - axis 
represents the “ data dimension " of any sort of data that is 
collected from the asset 102 ( e.g. , accelerometer data , 
vehicle speed data , engine RPM ) , and the X - axis represents 
the “ time dimension " measured in minutes , seconds , or the 
like . 
[ 0052 ] Point P2 is situated between points P1 and P3 ( with 
respect to time ) , and there is a reference line drawn between 
P1 and P3 . The distance from point P2 and the reference line 
P1 - P3 may be determined in at least three ways : as a 
perpendicular distance Ep , as a vertical distance Ev , or as a 
horizontal distance Eh . As will be seen below , previous data 
simplification algorithms have considered the perpendicular 
distance Ep as being the relevant factor to determine 
whether the point P2 is sufficiently distant from the reference 
line P1 - P3 to be included in the simplified set of data ( e.g. , 
algorithms based on the Ramer - Douglas - Peucker algo 
rithm ) . According to the present disclosure , it is proposed 
that the vertical distance Ev be used instead , which provides 
the advantages discussed herein . If the vertical distance Ev 
is used , then the effects caused by the collection of the points 
P1 , P2 , and P3 over time are eliminated from consideration , 

which have been found to result in inconsistent amounts of 
value estimation error being associated with interpolation 
and extrapolation calculations made on the set of data . By 
considering the " vertical ” distance between point P2 and the 
reference line P1 - P3 , the amount of interpolation error and 
extrapolation error can be fixed in advance , and it can be 
known how much deviation will be tolerated ( measured in 
the units of the data being collected ) by interpolation . 
[ 0053 ] FIGS . 2B and 2C are illustrations comparing a 
vertical distance Ev and a perpendicular distance Ep to a 
reference line with a large slope versus a reference line with 
small slope . It should be seen that where there is a reference 
line with a large slope , as in the case of FIG . 2B , the vertical 
distance Ev is significantly greater than the perpendicular 
distance Ep . As a result , a data simplification algorithm that 
considers the vertical distance Ev rather than the perpen 
dicular distance Ep may tend to be more sensitive to data 
points that are compared against reference lines with higher 
slopes , or , in other words , may capture more data points 
around data that is changing more quickly . It should also be 
seen that where there is a reference line with a small slope , 
as in the case of FIG . 2C , the vertical distance Ev is not 
significantly different from the perpendicular distance Ep . 
As a result , a data simplification algorithm that considers the 
vertical distance Ev rather than the perpendicular distance 
Ep may not tend to be more sensitive to data points that are 
compared against reference lines with lower slopes , or in 
other words , may not capture more data points around data 
that is changing more slowly . Thus , the dataset simplifica 
tion algorithm proposed herein may improve the richness of 
data being collected around times when data is changing 
quickly , which may be the points in time that are of greatest 
interest . 
[ 0054 ] FIG . 3A is an example plot showing the amount of 
error associated with a value estimation calculation based on 
a set of data that was simplified according to a prior data 
simplification process . That is , a set of data that was sim 
plified based on the perpendicular distance from a point to 
a reference line running through the set of data . In the 
present example , the first y - axis label on the left hand side 
represents speed error ( km / h ) , the second y - axis label on the 
right hand side represents time error ( s ) , and the x - axis label 
represents acceleration ( m / s2 ) . 
[ 0055 ] The plot shows a speed error curve 302 , which is 
to be interpreted with reference to the speed error axis , that 
shows the amount of value estimation error associated with 
estimating speed at any given amount of acceleration . It can 
be seen that the amount of speed error being assumed at 
large levels of acceleration ( whether positive or negative ) is 
relatively high , while the amount of speed error being 
assumed at low levels of acceleration ( whether positive or 
negative ) is relatively low . That is , the amount of error 
associated with value estimation of speed changes depend 
ing on acceleration , and increases at greater levels of accel 
eration ( when speed vs. time slope is large ) , resulting in an 
inconsistent error profile throughout the set of data . 
[ 0056 ] The equation that defines the speed error curve 302 
can be set out as Ev = Ep / cos ( atan ( ( AY * rY ) / ( AX * rX ) ) ) , 
where Ev represents the vertical distance from a point 
to - be - simplified to its reference line , Ep represents the 
perpendicular distance from the point to its reference line , 
AY represents change in the y - axis ( speed ) , AX represents 
change in the x - axis ( time ) , and rY and rX are arbitrary 
speed and time factors , respectively , which are constants . 
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[ 0057 ] The plot also shows a time error curve 304 , which 
is to be interpreted with reference to the time error axis , 
which shows the inverse relationship that the amount of time 
error being assumed at large levels of acceleration is rela 
tively low , while the amount of time error being assumed at 
low levels of acceleration is relatively high . 
[ 0058 ] The equation that defines the time error curve 304 
can be set out as Eh = Ep / sin ( atan ( ( AY * rY ) / ( AX * rX ) ) ) , 
where Eh represents the horizontal distance from a point 
to - be - simplified to its reference line , Ep represents the 
perpendicular distance from the point to its reference line , 
AY represents change in the y - axis ( speed ) , AX represents 
change in the x - axis ( time ) , and rY and rX are arbitrary 
speed and time factors , respectively , which are constants . 
[ 0059 ] For comparison , FIG . 3B is an example plot show 
ing the amount of error associated with a value estimation 
calculation based on a set of data that was simplified based 
on the data simplification process disclosed herein . That is , 
a set of data that was simplified based on the vertical 
distance from a point to a reference line running through the 
set of data . The labelling of the plot in FIG . 3B is the same 
as the labelling of the plot in FIG . 3A . 
[ 0060 ] The plot in FIG . 3B shows a speed error curve 306 
that shows a constant amount of speed error being assumed 
regardless of the level of acceleration . That is , the amount of 
error associated with value estimation of speed does not 
change depending on acceleration , resulting in a consistent 
error profile throughout the set of data . 
[ 0061 ] Although these plots show the amount of value 
estimation error associated with “ speed vs. time ” data , a 
similar relationship may be shown for other types of data 
( e.g. , engine RPM vs. time , x - accelerometer vs. time , etc. ) . 
The plot shown in FIG . 3B is representative of the amount 
of value estimation error that may be associated with value 
estimation calculations based on data collected from the 
asset 102 of FIG . 1 , as such data has passed through a fixed 
estimate error data simplification process . 
[ 0062 ] A more detailed description of a dataset simplifi 
cation algorithm that considers the perpendicular distance 
Ep as compared to a dataset simplification algorithm that 
considers the vertical distance Ev is provided throughout 
FIGS . 4A - 11 , below . 
[ 0063 ] FIG . 4A is an example data - time plot of a set of 
data to be simplified by a dataset simplification algorithm 
based on consideration of the perpendicular distances Ep 
from various points to reference lines running through the 
set of data , in accordance with a previous dataset simplifi 
cation algorithm . FIGS . 4B , 5A , 5B , and 6 are data - time 
plots that show further steps in that dataset simplification 
algorithm . The term “ target set of data ” may be used to 
describe any particular subset of the many types of data that 
may be included in the raw data collected at an asset which 
is to be considered separately for simplification . For 
example , one target set of data may be " vehicle speed vs. 
time ” , and another target set of data may be “ engine RPM vs. 
time ” . 
[ 0064 ] The data - time plot of FIG . 4A shows a number of 
data points collected over time . These data points may serve 
as a simplified example of the raw data 106 referred to in 
FIG . 1 , which are to - be - simplified into a simplified set of 
data like the simplified set of data 112 of FIG . 1. The units 
of the X - axis and the Y - axis are omitted for simplicity , but 
it should be understood that the Y - axis represents the " data 
dimension ” of any sort of data that is collected from the asset 

102 ( e.g. , accelerometer data , vehicle speed data , engine 
RPM ) , and the X - axis represents the “ time dimension " 
measured in minutes , seconds , or the like . 
[ 0065 ] The first data point in the set is labelled P1 , and the 
last data point is labelled P9 . In accordance with a prior 
dataset simplification algorithm that considers the perpen 
dicular distances Ep from points to reference lines ( e.g. , an 
algorithm based on the Ramer - Douglas - Peucker algorithm ) , 
the point P3 is determined to be the point in the data set with 
the greatest ( perpendicular ) distance Ep to the reference line 
P1 - P9 . That perpendicular distance is compared against a 
threshold simplification value . If that distance is larger than 
the threshold simplification value , point P3 is included in the 
simplified set of data . Assuming P3 is included in the 
simplified set of data , the dataset simplification algorithm 
proceeds to the state shown in FIG . 4B . 
[ 0066 ] In FIG . 4B , the target set of data is subdivided into 
two segments on either side of the previously - most - distant 
point P3 . For each segment , a new reference line is defined 
between the first and last point in that segment , and it is 
determined whether the point in that segment that is most 
distant from the reference line of that segment in excess of 
the threshold simplification value . In the example shown , 
suppose that the point P2 is not sufficiently distant from the 
reference line P1 - P3 to be included in the simplified set of 
data . However , suppose that the point P5 is sufficiently 
distant from the reference line P3 - P9 to be included . The 
algorithm then proceeds to the state shown in FIG . 5A . 
[ 0067 ] In FIG . 5A , the point P2 is discarded , and it can be 
seen that the segment defined between P1 - P3 cannot be 
subdivided any further , as no further points for evaluation 
remain . However , the segment previously defined between 
P3 - P9 is subdivided into segments with reference lines 
P3 - P5 and P5 - P9 . Suppose that point P4 is not sufficiently 
distant from the reference line P3 - P5 to be included in the 
simplified set of data . However , suppose that the point P7 is 
sufficiently distant from the reference line P5 - P9 to be 
included . The algorithm then proceeds to the state shown in 
FIG . 5B . 
[ 0068 ] In FIG . 5B , the point P4 is discarded , and it can be 
seen that the segment defined between P3 - P5 cannot be 
subdivided any further . Segments P5 - P7 and P7 - P9 are 
under consideration . However , suppose that point P6 is not 
sufficiently distant from reference line P5 - P7 to be included 
in the simplified set of data , and that point P8 is not 
sufficiently distant from reference line P7 - P9 to be included 
in the simplified set of data . Thus , points P6 and P8 are 
discarded . 
[ 0069 ] Thus , the resulting simplified set of data is as 
shown in FIG . 6A . Data points P1 - P9 have been reduced to 
data points P1 , P3 , P5 , P7 , and P9 . The simplified set of data 
may be transmitted , as in the case of the simplified set of 
data 112 of FIG . 1 , to the telematics system 120. If an end 
user device were to make requests of the telematics system 
120 for the status of the asset 102 at a point in time defined 
between any of these points ( e.g. , between points P1 and 
P3 ) , the telematics system 120 may make an interpolation 
calculation to provide the requested status . 
[ 0070 ] However , as discussed previously , any interpola 
tion calculation made on a simplified set of data that was 
generated this way ( using perpendicular distances Ep ) will 
be associated with a variable amount of error that changes 
depending on how fast the underlying data was changing as 
it was recorded . There will be no fixed upper bound on 

a 



US 2022/0035779 A1 Feb. 3 , 2022 
9 

interpolation error , as the upper bound on interpolation error 
changes throughout the data . Thus , any interpolated value 
between points P1 and P3 , between which there is a rela 
tively large slope , may be associated with a higher degree of 
interpolation error than any interpolated value between 
points P7 and P7 , between which there is a relatively small 
slope . FIG . 6B shows the amount of interpolation error 
being assumed by the exclusion of points P2 , P4 , P6 , and P8 
from the simplified set of data . Not only is the amount of 
error being assumed inconsistent throughout the data set , but 
the actual amount of interpolation error being assumed by 
the end user is also not readily apparent to the end user - no 
definitive upper bound can be provided . Indeed , in some 
cases , since the vertical distance between a point and its 
associated reference line may be greater than the perpen 
dicular distance between the point and its associated refer 
ence line , the amount of interpolation error being assumed 
may be larger than the stipulated allowable " perpendicular " 
error ( i.e. , the perpendicular threshold simplification value ) , 
as is the case with points P4 and P6 . The end user may 
therefore lack confidence in the reliability of the interpolated 
value provided . This issue is overcome by following the 
dataset simplification process set out in FIGS . 7 to 11 , below . 
[ 0071 ] FIG . 7 is a flowchart of an example method 700 for 
capturing a simplified set of data from an asset through a 
fixed estimation error data simplification process in which 
interpolation error within the simplified set of data is limited 
by an upper bound that is fixed across the simplified set of 
data . The method 700 may be understood to be one example 
of how data may be captured from the asset 102 of FIG . 1 . 
Thus , for exemplary purposes , the method 700 will be 
described with reference to the asset 102 of FIG . 1. Further , 
certain details of the method 700 may be elaborated upon 
above within the description of FIG . 1 or elsewhere in this 
disclosure . The blocks of the method 700 may be performed 
by an integrated tracking system onboard the asset 102 or an 
asset tracking device coupled to the asset 102 . 
[ 0072 ] At block 702 , raw data 106 is obtained from a data 
source 104 at the asset 102. At block 704 , it is determined 
whether a data logging trigger is satisfied . A data logging 
trigger may include a determination of how much one or 
more recently collected data points at the asset deviates from 
the trend of the data ( discussed in greater detail later in this 
disclosure ) , a determination that a memory buffer that tem 
porarily stores raw data 106 prior to simplification is filled , 
a determination that a timer has expired , or another suitable 
trigger . Such data logging triggers are continually checked , 
and once one is satisfied , block 706 is executed . 
[ 0073 ] At block 706 , a dataset simplification algorithm is 
performed on the raw data 106 to generate a simplified set 
of data 112 in which interpolation error is limited by an 
upper bound that is fixed across the simplified set of data 
112. Generating the simplified set of data 112 may involve 
including a point from a target set of data in the simplified 
set of data 112 if the point is distant , along a data dimension 
of the target set of data ( i.e. , “ vertically " ) , from a reference 
line running through the target set of data , in excess of a 
threshold simplification value . This process is described in 
greater detail in FIG . 8 , below . 
[ 0074 ] FIG . 8 is a flowchart of an example method 800 for 
simplifying a target set of data to generate a simplified set of 
data in which interpolation error within the simplified set of 
data is limited by an upper bound that is fixed across the 
simplified set of data . The method 800 may be understood to 

be one example of how the block 706 of the method 700 of 
FIG . 7 may be performed . Thus , for exemplary purposes , the 
method 700 will be described with reference to the asset 102 
of FIG . 1 , and for the purposes of the method 800 , it is 
assumed that the raw data 106 includes a target set of data 
that is recorded over time . 
[ 0075 ] The method 800 will first be described briefly here , 
and for further illustrative purposes , the method 800 will 
then be described with reference to FIGS . 9A - 11 , which 
contrast the application of the dataset simplification algo 
rithm of the method 800 to the prior dataset simplification 
algorithm illustrated in FIGS . 4A - 6 . The blocks of the 
method 800 may be performed by an integrated tracking 
system onboard the asset 102 or an asset tracking device 
coupled to the asset 102 . 
[ 0076 ] At block 802 , a first reference line is defined 
through the target set of data from a first point in the target 
set of data to a last point in the target set of data with respect 
to time . The reference line may be a straight line defined by 
linear interpolation , a curve defined by polynomial interpo 
lation , or another reference line defined by another means . 
At block 804 , it is determined which point in the target set 
of data is most distant , along a data dimension of the target 
set of data ( i.e. , “ vertically ” ) , from the first reference line . At 
block 806 , it is determined whether the most distant point is 
distant from the first reference line , along the data dimen 
sion , in excess of a threshold simplification value . If that 
distance is greater than the threshold simplification value , 
that most distant point is included in the simplified set of 
data 112 , at block 808. If that distance is less than the 
threshold simplification value , the point being evaluated is 
discarded . 
[ 0077 ] At block 810 , after a point was included in the 
simplified set of data 112 , it is determined whether the 
remaining data can be subdivided into smaller segments for 
further simplification . If the remaining data cannot be sub 
divided into smaller segments ( e.g. , if all possible segments 
of data points have been considered ) , the method 800 is 
ended . If the data can be further subdivided , then the data is 
subdivided into smaller segments at block 812 , and the 
blocks 802-812 are repeated to iteratively subdivide the 
target set of data into smaller segments . The steps of 
determining the point of greatest distance and comparing 
that distance against a threshold to determine whether that 
point is to be included in the simplified set of data 112 are 
repeated iteratively . Each new segment will be bounded by 
either the first point in the target set of data , a point that was 
previously included in the simplified set of data , or the last 
point in the target set of data , as the case may be . For each 
segment , a new reference line defined between the first point 
bounding that segment and the last point bounding that 
segment to be used as the respective reference line for that 
segment . This process continues iteratively until there are no 
further points in any segment that are distant from its 
respective reference line , along the data dimension , in 
excess of the threshold simplification value . 
[ 0078 ] The method 800 may be repeated for several sepa 
rate target sets of data . For example , the method 800 may be 
performed on “ vehicle speed vs. time ” and again on “ engine 
RPM vs. time ” , and so on . Further , the method 800 may be 
performed on a multidimensional set of data with multiple 
data dimensions . That is , the raw data may include a target 
set of data that includes a plurality of data streams recorded 
over time , and generating the simplified set of data may 
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involve including a point from the target set of data in the 
simplified set of data if the point is distant , along at least one 
data dimension of the target set of data , from a reference line 
running through the target set of data , in excess of a 
threshold simplification value that corresponds to that data 
dimension . For example , a target set of data may include 
" x - accelerometer data , y - accelerometer data , and z - acceler 
ometer data vs. time ” , which includes three data dimensions 
and one time dimension . That target set of data may be 
simplified taking into consideration the deviation of each 
data point in any of the dimensions ( x , y , or z ) from reference 
lines . The threshold simplification value may be configured 
for each data dimension separately . For example , the thresh 
old simplification value for motion in the x- and y - direction 
may be 0.5 g , whereas the threshold simplification value for 
motion in the z - direction may be 0.1 g , so that the dataset 
simplification algorithm is more sensitive to deviations in 
accelerometer data in the z - direction . 
[ 0079 ] Any of the resulting simplified sets of data , mul 
tidimensional or otherwise , may be bundled together and 
transmitted to the telematics system 120. The raw data that 
is to - be - considered for simplification may be stored in a 
temporary memory buffer prior to application of the dataset 
simplification algorithm , and may be “ saved ” on a separate 
memory ( or on a separately partitioned portion of the same 
memory ) prior to transmission to the telematics system 120 . 
The memory buffer may be continually refreshed to make 
room for new raw data after a previous set of raw data has 
been simplified . 
[ 0080 ] Further , any of the “ first ” and “ last ” points in each 
target set of data may be forced to be included in the 
simplified set of data , where appropriate . In some examples , 
the final points included in any given simplified set of data 
may be included for consideration in the next to - be - simpli 
fied set of data in a “ run - on ” dataset simplification algorithm 
so that adjacent simplified sets of data are smoothed over . 
[ 0081 ] With reference to FIGS . 9A - 11B , application of the 
method 800 is described in greater detail . FIG . 9A is an 
example data - time plot of a target set of data to be simplified 
by a dataset simplification algorithm based on consideration 
of the vertical distances Ev from various points to reference 
lines running through the target set of data , in accordance 
with the method 800. FIGS . 9B , 10A , 10B and 11A are 
data - time plots that show further steps in that dataset sim 
plification algorithm . The term “ target set of data ” is used to 
describe any particular subset of the many types of data that 
may be included in the raw data , collected at an asset , which 
is to be considered separately for simplification . 
[ 0082 ] The data - time plot of FIG . 9A shows a number of 
data points collected over time . These data points may serve 
as a simplified example of the raw data 106 referred to in 
FIG . 1 , which are to - be - simplified into a simplified set of 
data like the simplified set of data 112 of FIG . 1. The units 
of the X - axis and the Y - axis are omitted for simplicity , but 
it should be understood that the Y - axis represents the " data 
dimension ” of any sort of data that is collected from the asset 
102 ( e.g. , accelerometer data , vehicle speed data , engine 
RPM ) , and the X - axis represents the “ time dimension ” 
measured in minutes , seconds , or the like . 
[ 0083 ] The first data point in the set is labelled P1 , and the 
last data point is labelled P9 . A first reference line is defined 
between points P1 and P9 . It is determined that the point P3 
is the point in the data set with the greatest ( vertical ) distance 
Ev to the reference line P1 - P9 . That vertical distance is 

compared against a threshold simplification value . If that 
distance is larger than the threshold simplification value , 
point P3 is included in the simplified set of data . Assuming 
P3 is included in the simplified set of data , the dataset 
simplification algorithm proceeds to the state shown in FIG . 
9B . The perpendicular distance Ep is shown for comparison 
to the vertical distance Ev for reference only . 
[ 0084 ] In FIG . 9B , the target set of data is subdivided into 
two segments on either side of the previously - most - distant 
point P3 . For each segment , a new reference line is defined 
between the first and last point in that segment , and it is 
determined whether the point in that segment that is most 
vertically - distant from the reference line of that segment is 
distant from that reference line in excess of the threshold 
simplification value . In the example shown , suppose that the 
point P2 is not sufficiently distant from the reference line 
P1 - P3 to be included in the simplified set of data . However , 
suppose that the point P5 is sufficiently vertically - distant 
from the reference line P3 - P9 to be included . The algorithm 
then proceeds to the state shown in FIG . 10A . 
[ 0085 ] In FIG . 10A , the point P2 is discarded , and it can 
be seen that the segment defined between P1 - P3 cannot be 
subdivided any further . However , the segment previously 
defined between P3 - P9 is subdivided into segments with 
reference lines P3 - P5 and P5 - P9 . 
[ 0086 ] Next , note that point P4 is substantially vertically 
distant from the reference line P3 - P5 , but is not very 
perpendicularly - distant from the reference line P3 - P5 . Sup 
pose that P4 is sufficiently vertically - distant from the refer 
ence line to be included in the simplified set of data . Thus , 
P4 may be taken as an example of a point that would be 
included in the simplified set of data under an algorithm that 
considers vertical distances , but would not be included in the 
simplified set of data under an algorithm that considers 
perpendicular distances . Note also that the point P4 is in an 
area of the target set of data where the data is changing 
rapidly . The reference line P3 - P5 is of substantially large 
( steep ) slope . 
[ 0087 ] Consider the point P7 , which has a similar vertical 
distance to the reference line P5 - P9 as a perpendicular 
distance . Suppose that the point P7 is sufficiently vertically 
distant from its reference line to be included in the simplified 
set of data . The algorithm then proceeds to the state shown 
in FIG . 10B . 
[ 0088 ] In FIG . 10B , it can be seen that the segment defined 
between P3 - P5 cannot be subdivided any further , as all 
points within that segment have been included in the sim 
plified set of data . Segments P5 - P7 and P7 - P9 are under 
consideration . Suppose that point P8 is not sufficiently 
distant from the reference line P7 - P9 to be included in the 
simplified set of data . However , note that point P6 is 
substantially more vertically - distant from the reference line 
P5 - P7 than it is perpendicularly - distant . Take point P6 as 
another example of a point that would be included in the 
simplified set of data under an algorithm that considers 
vertical distances , but would not be included in the simpli 
fied set of data under an algorithm that considers perpen 
dicular distances . Again , note that the point P6 is in an area 
of the target set of data where the data is changing rapidly . 
[ 0089 ] There are no further points to be considered . Thus , 
the resulting simplified set of data is as shown in FIG . 11A . 
Data points P1 - P9 have been reduced to data points P1 , P3 , 
P4 , P5 , P6 , P7 , and P9 . The simplified set of data may be 
transmitted , as in the case of the simplified set of data 112 
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of FIG . 1 , to the telematics system 120. If an end user device 
were to make requests of the telematics system 120 for the 
status of the asset 102 at a point in time defined between any 
of these points ( e.g. , between points P1 and P3 ) , the telem 
atics system 120 may make an interpolation calculation to 
provide the requested status . 
[ 0090 ] However , in contrast to the approach described in 
FIGS . 4A - 6 , which involves the consideration of perpen 
dicular distances between points and reference lines , the 
amount of interpolation error that is associated with any 
interpolation calculation within the simplified set of data is 
limited by an upper bound that is fixed across the simplified 
set of data . This upper bound is directly determined by the 
threshold simplification value . FIG . 11B shows the amount 
of interpolation error being assumed by the exclusion of 
points P2 and P8 from the simplified set of data . The amount 
of interpolation error is less than the stipulated allowable 
" vertical ” error ( i.e. , the vertical threshold simplification 
value ) . If any given data point deviated from its reference 
line in excess of that threshold simplification value then that 
data point would have been included in the simplified set of 
data . These reference lines that are used for dataset simpli 
fication are identical to the lines that are ultimately used for 
interpolation . Therefore , it can be reasonably concluded that 
no raw data points were collected at the asset that deviate 
from any interpolated value in excess of the threshold 
simplification value . For example , if data being collected 
was “ vehicle speed vs. time ” data , and the threshold sim 
plification value was defined as “ 2.0 km / h " , then any inter 
polated speed of the asset can be assumed to be aco rate 
within 2.0 km / h . 

[ 0091 ] Further , the simplified set of data generated here 
includes a greater number of points around data that is 
changing quickly , namely points P4 and P6 , which were 
excluded from the simplified set of data derived by the 
approach described in FIGS . 4A - 6B . The approach 
described herein may tend to capture more points around 
data that is changing quickly , and therefore may provide 
greater insights into the most interesting periods of data 
collected at an asset . 

[ 0092 ] The raw data shown in FIGS . 4A - 6B and here in 
FIGS . 9A - 11B is shown for exemplary purposes only , and 
was designed to highlight the differences in outcome 
between the two approaches described . The section of raw 
data shown includes a section in which the data being 
collected is changing quickly , and thus there is a discernible 
difference in outcome between the two approaches . How 
ever , it is to be understood that other sets of raw data may 
include sections in which the data is changing quickly as 
well as areas in which the data is not changing quickly . In 
areas in which the data is not changing quickly , it is expected 
that the approach described in FIGS . 9A - 11B will not result 
in significantly more or fewer data points being captured 
than the approach described in FIGS . 4A - 6B . This is because 
in areas in which the raw data is not changing quickly , the 
slopes of reference lines defined between such data points 
will be low , and the difference between any perpendicular 
distance Ep and vertical distance Ev between points in the 
raw data and such reference lines will be nearly the same . 
Thus , the dataset simplification algorithm described in 
FIGS . 9A - 11B may capture a greater number of points 
around data that is changing quickly , without capturing more 
or fewer points around data that is not changing quickly . 

[ 0093 ] Further , since data points are included in the sim 
plified set of data based on the vertical distance of each point 
to a reference line , the threshold simplification value is not 
impacted by the collection of data over time . In other words , 
the shortest vertical line between any data point and its 
reference line has no time component . In this way , the 
threshold simplification value can be defined in units that 
match , or at least are in the same domain as , the units of the 
data dimension ( y - axis ) of a plot of the data . For example , 
in the simplification of an “ engine RPM vs. time ” dataset , 
the threshold simplification value can be defined in units of 
RPM , or some factor directly related to RPM . This is in 
contrast to prior dataset simplification algorithms which 
consider the perpendicular distance Ep from points to ref 
erence lines , where the “ threshold value ” used inherently 
includes both a data component ( e.g. , engine RPM ) and a 
time component ( e.g. , seconds ) , and therefore is not defin 
able in units that match , or even in the same domain as , the 
units of the data dimension ( y - axis ) of a plot of the data . 
Thus , under dataset simplification algorithms that consider 
perpendicular distances , the amount of value estimation 
error that is being assumed is best described as a unitless 
distance , which has a time component and a data component 
that vary in relation to one another depending on the slope 
of the reference line being compared to . The use of these 
prior algorithms has involved the use of arbitrary “ time 
factors ” and “ data factors ” in which the data and / or time 
dimension of the data are multiplied by factors to stretch or 
skew the data to account for these effects and to achieve a 
desired simplification outcome based on trial and error 
testing of the suitability of different " factors ” to different 
data types . The amount of value estimation error that is 
being assumed cannot be clearly communicated to an end 
user as “ 10 RPM ” , for example . In contrast , under dataset 
simplification algorithms that consider vertical distances , 
advantageously , the amount of value estimation error that is 
being assumed can be intuitively communicated to an end 
user ( e.g. , as “ 10 RPM ” ) , and manipulation of the data by the 
application and testing of arbitrary “ factors ” is unnecessary . 
This value can be clearly understood by an end user and 
considered in the analysis of value estimations made on 
simplified data , and may improve an end user's confidence 
in the reliability of such data . While the techniques 
described above may be applied to the simplification of 
datasets and the interpolation of values within such datasets 
to obtain historical statuses of an asset , similar techniques 
described below may be applied to the triggering of the 
dataset simplification algorithms and the extrapolation of 
values outside of such datasets to obtain real - time status 
updates . 
[ 0094 ] FIG . 12A is an example data - time plot that shows 
three data points P1 , P2 , and P3 , collected over time . P1 and 
P2 represent data points from data that has been previously 
simplified and recorded at a telematics system like the 
telematics system 120 of FIG . 1 ( e.g. , after passing through 
a dataset simplification algorithm ) . Point P3 represents the 
next raw data point collected at the asset ( e.g. , added to a 
buffer ) , like the asset 102 of FIG . 1 , but prior to undergoing 
a dataset simplification process , and prior to being transmit 
ted to the telematics system 120. The units of the X - axis and 
the Y - axis are omitted for simplicity , but it should be 
understood that the Y - axis represents the “ data dimension " 
of any sort of data that is collected from the asset 102 ( e.g. , 
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accelerometer data , vehicle speed data , engine RPM ) , and 
the X - axis represents the “ time dimension " measured in 
minutes , seconds , or the like . 
[ 0095 ] There is a trend line P1 - P2 that is shown extended 
past P2 in a dotted line to represent an extrapolated predic 
tion of the status of the asset after point P2 . If an end user 
device were to make a request to the telematics system 120 
for the status of the asset after the point P2 , the telematics 
system 120 may return a value as predicted by this extrapo 
lated line , and may continue to do so until its records are 
updated with a new simplified set of data . A new simplified 
set of data will not be transmitted to the telematics system 
120 until satisfaction of a data logging trigger at the asset 
102. Although there may be many different types of data 
logging triggers , one such data logging trigger is based on a 
comparison of data points recently collected at the asset 
( e.g. , point P3 ) to the trend extrapolated from line P1 - P2 . 
Under one such data logging trigger , if the point P3 deviates 
too far off from the predicted extrapolated value , a dataset 
simplification algorithm is run on the newly collected points , 
and the resulting simplified set of data is transmitted to the 
telematics system 120 . 
[ 0096 ] The distance from point P3 and the extrapolated 
line past P1 - P2 may be determined in at least three ways : as 
a perpendicular distance Ep , as a vertical distance Ev , or as 
a horizontal distance Eh . As will be seen below , previous 
dataset simplification algorithms have considered the per 
pendicular distance Ep as being the relevant factor to 
determine whether the point P3 is sufficiently distant from 
the extrapolated line past P1 - P2 to satisfy a data logging 
trigger ( e.g. , algorithms based on the Ramer - Douglas - Peu 
cker algorithm ) . According to the present disclosure , it is 
proposed that the vertical distance Ev be used instead , which 
provides the advantages discussed herein . If the vertical 
distance Ev is used , then the effects caused by the collection 
of the points P1 , P2 , and P3 over time are eliminated from 
consideration , which have been found to result in inconsis 
tent amounts of value estimation error being associated with 
interpolation and extrapolation calculations made on the set 
of data . By considering the “ vertical ” distance between point 
P3 and the extrapolated line past P1 - P2 , the amount of 
extrapolation error can be fixed in advance , and it can be 
known in advance how much deviation ( measured in the 
units of the data being collected ) will be tolerated before a 
data logging trigger is satisfied . 
[ 0097 ] FIGS . 12B and 12C are illustrations comparing a 
vertical distance Ev and a perpendicular distance Ep to a 
trend line with a large slope versus a trend line with small 
slope . It should be seen that where there is a trend line with 
a large slope , as in the case of FIG . 12B , the vertical distance 
Ev is significantly different from the perpendicular distance 
Ep . As a result , a data logging trigger that considers the 
vertical distance Ev rather than the perpendicular distance 
Ep may tend to be satisfied more often when newly collected 
data points are compared against trend lines with higher 
slopes , or , in other words , in data that is changing more 
quickly . It should also be seen that where there is a trend line 
with a small slope , as in the case of FIG . 12C , the vertical 
distance Ev is not significantly different from the perpen 
dicular distance Ep . As a result , a data logging trigger that 
considers the vertical distance Ev rather than the perpen 
dicular distance Ep will not tend to be satisfied more often 
when newly collected data points are compared against trend 
lines with lower slopes , or in other words , when data is 

changing more slowly . Thus , the data logging algorithm 
proposed herein may improve the frequency with which data 
is simplified around times when data is changing quickly , 
thereby providing more up - to - date data to the telematics 
system when changes in the data are of greatest interest . 
[ 0098 ] FIG . 13A is an example data - time plot of a new 
data point being collected and compared against a line that 
was extrapolated from the most recently recorded points for 
satisfaction of a data logging trigger based on based on a 
perpendicular distance from the new data point to the 
extrapolated line , in accordance with a previous data sim 
plification algorithm . FIGS . 13B and 14 are data - time plots 
that show further new data points being collected and 
compared against the extrapolated line . The term " target set 
of data ” is used to describe any particular subset of the many 
types of data that may be included in the raw data , collected 
at an asset , which is to be considered separately for simpli 
fication . 
[ 0099 ] The data - time plot of FIG . 13A shows a first point 
P1 , which represents the last data point from the most 
recently simplified set of data recorded at a telematics 
system like the telematics system 120 of FIG . 1 ( e.g. , after 
passing through a dataset simplification algorithm ) . A trend 
line is defined through P1 which represents the most recent 
trend in the data ( e.g. , calculated by linear extrapolation 
based on P1 and one or more earlier saved points ) . P2 is a 
new raw data point collected at an asset , like the asset 102 
of FIG . 1. Point P2 represents the first data point in a new 
set of raw data 106 that is to be simplified into a simplified 
set of data like the simplified set of data 112 of FIG . 1 upon 
satisfaction of a data logging trigger . The units of the X - axis 
and the Y - axis are omitted for simplicity , but it should be 
understood that the Y - axis represents the “ data dimension ” 
of any sort of data that is collected from the asset 102 ( e.g. , 
accelerometer data , vehicle speed data , engine RPM ) , and 
the X - axis represents the “ time dimension ” measured in 
minutes , seconds , or the like . 
[ 0100 ] In FIG . 13A , the newly added point P2 is compared 
against the trend line . That is , the perpendicular distance Ep 
is calculated between P2 and the trend line . If the calculated 
distance is greater than a threshold trigger value , a data 
logging trigger will be satisfied . Suppose that the calculated 
distance is too short , and no data logging trigger is yet 
satisfied . In the meantime , if the telematics system 120 were 
requested to provide a current status of the asset 102 , it may 
provide an extrapolated estimate based on the extrapolated 
trend line . Data collection at the asset 102 continues , and the 
data simplification algorithm proceeds to the state shown in 
FIG . 13B . 
[ 0101 ] In FIG . 13B , a next newly added point P3 is 
collected and compared against the trend line . As above , 
suppose the calculated perpendicular distance Ep is less than 
the threshold trigger value , and thus no data logging trigger 
is satisfied . In the meantime , if the telematics system 120 
were requested to provide a current status of the asset 102 , 
it may still provide an extrapolated estimate based on the 
extrapolated trend line . Data collection at the asset 102 
continues , and the data simplification algorithm proceeds to 
the state shown in FIG . 14 . 
[ 0102 ] In FIG . 14 , a next newly added point P4 is collected 
and compared against the trend line . Here , suppose the 
calculated perpendicular distance Ep is greater than the 
threshold trigger value , and thus a data logging trigger is 
satisfied . The newly collected raw data 106 , that is , P2 , P3 , 
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and P4 , may then be passed through a dataset simplification 
algorithm to generate a simplified set of data 112 for 
transmission to the telematics system 120. Thus , if the 
telematics system 120 were requested to provide a current 
status of the asset 102 , it may provide an extrapolated 
estimate based on a newly defined trend line based on the 
more recently simplified data . 
[ 0103 ] However , if the determination of whether a newly 
collected point at the asset 102 deviates sufficiently far from 
the trend of the recorded data is made on the basis of the 
perpendicular distance Ep of the newly collected point to the 
trend line , then the determination of whether a new dataset 
simplification algorithm is to be triggered will be inherently 
biased by the nature of the data as it is being collected ( e.g. , 
how quickly the data is changing ) , or in other words , based 
on how large or small the slope of the trend line is . This 
results in uncertainty as to what threshold amount of devia 
tion from the trend will be tolerated before the telematics 
system 120 is updated with a new set of simplified data 112 . 
Since the telematics system 120 will continue to provide 
extrapolated data in response to requests for the status of the 
asset 102 until a new simplified set of data 112 is received , 
an end user may therefore lack confidence that the extrapo 
lated prediction provided is within a tolerable error thresh 
old . This issue is overcome by following the data simplifi 
cation process set out in FIGS . 15 to 17B , below . 
[ 0104 ] FIG . 15 is a flowchart of an example method 1500 
for determining that a data logging trigger is satisfied based 
on comparison of a newly collected data point against a line 
that was extrapolated from the most recently recorded points 
based on vertical distance from the new data point to the 
extrapolated line . The method 1500 may be understood to be 
one example of how data may be captured from the asset 102 
of FIG . 1. Thus , for exemplary purposes , the method 1500 
will be described with reference to the asset 102 of FIG . 1 . 
Further , certain details of the method 1500 may be elabo 
rated upon above within the description of FIG . 1 or 
elsewhere in this disclosure . The blocks of the method 1500 
may be performed by an integrated tracking system onboard 
the asset 102 or an asset tracking device coupled to the asset 
102 . 
[ 0105 ] At block 1502 , raw data 106 is obtained from a data 
source 104 at the asset 102. At block 1504 , it is determined 
whether a data logging trigger is satisfied . The data logging 
trigger is determined to be satisfied by determining that a 
recently obtained point in the raw data 106 differs from a 
corresponding predicted point predicted by extrapolation 
based on previously saved points included in one or more 
previously generated simplified sets of data by an amount of 
extrapolation error that is limited by an upper bound that is 
fixed as the raw data 106 is collected over time . Determining 
whether the data logging trigger is satisfied may involve 
determining that a recently obtained point in a target set of 
data is distant , along a data dimension of the target set of 
data , from a trend line running through the target set of data , 
in excess of a threshold trigger value . This process is 
described in greater detail in FIG . 16 , below . At block 1506 , 
when the data logging trigger is satisfied , a dataset simpli 
fication algorithm is performed on the raw data 106 to 
generate a simplified set of data 112 . 
[ 0106 ] FIG . 16 is a flowchart of an example method 1600 
for determining whether a data logging trigger is satisfied by 
considering whether a recently obtained data point differs 
from a predicted point by an amount of extrapolation error 

that is fixed by an upper bound as raw data is collected . The 
method 1600 may be understood to be one example of how 
the block 1504 of the method 1500 of FIG . 15 may be 
performed . Thus , for exemplary purposes , the method 1600 
will be described with reference to the asset 102 of FIG . 1 , 
and it will be assumed that the raw data 106 includes a target 
set of data that is recorded over time . The term “ target set of 
data ” is used to describe any particular subset of the many 
types of data that may be included in the raw data , collected 
at an asset , which is to be considered separately for simpli 
fication . 
[ 0107 ] The method 1600 will first be described briefly 
here , and for further illustrative purposes , the method 1600 
will then be described with reference to FIGS . 17A - 17B , 
which contrast the application of the data logging algorithm 
of the method 1600 to the prior data logging algorithm 
illustrated in FIGS . 13A - 14 . The blocks of the method 1600 
may be performed by an integrated tracking system onboard 
the asset 102 or an asset tracking device coupled to the asset 
102 . 
[ 0108 ] At block 1602 , a trend line is defined through one 
or more previously obtained points in the target set of data . 
The trend line may be a straight line defined by linear 
extrapolation , a curve defined by polynomial extrapolation , 
or another trend line defined by another means . At block 
1604 , it is determined whether the recently obtained point is 
distant , along the data dimension , from the trend line , in 
excess of a threshold trigger value . At block 1606 , if the 
recently obtained point is distant , along the data dimension , 
from the trend line , in excess of the threshold trigger value , 
then it is determined that the data logging trigger is satisfied . 
[ 0109 ] The method 1600 may be ongoing and performed 
on a continuous basis as new raw data 106 is collected at the 
asset 102 and on several separate target sets of data . For 
example , the method 1600 may be performed on “ vehicle 
speed vs. time ” and again on “ engine RPM vs. time ” , and so 
on , as such raw data 106 is collected . Further , the method 
1600 may be performed on a multidimensional set of data 
with multiple data dimensions . That is , the raw data 106 may 
include a target set of data that includes a plu ity of data 
streams recorded over time , and determining that the data 
logging trigger is satisfied may involve determining that a 
recently obtained point is distant , along at least one data 
dimension of the target set of data , from a trend line running 
through the target set of data , in excess of a threshold trigger 
value that corresponds to that data dimension . For example , 
a target set of data may include " X - accelerometer data , 
y - accelerometer data , and z - accelerometer data vs. time ” , 
which includes three data dimensions and one time dimen 
sion . That target set of data may trigger generation of a new 
simplified set of data 112 by taking into consideration the 
deviation of each data point in any of the dimensions ( x , y , 
or z ) from the trend line defined through such a target set of 
data . The threshold trigger value may be configured for each 
data dimension separately . For example , the threshold trig 
ger value for motion in the x- and y - direction may be 0.5 g , 
whereas the threshold trigger value for motion in the z - di 
rection may be 0.1 g , so that a dataset simplification algo 
rithm is run more frequently in response to deviations in 
accelerometer data in the z - direction . 
[ 0110 ] With reference to FIGS . 17A - 17B , application of 
the method 1600 is described in greater detail . FIG . 17A is 
an example data - time plot of the collection of new data 
points into a target set of data . A trend line passing through 
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point P1 , a previously saved point , is shown . A newly 
collected data point P2 is also shown , which deviates from 
the trend line by both a perpendicular distance Ep and a 
vertical distance Ev . The units of the X - axis and the Y - axis 
are omitted for simplicity , but it should be understood that 
the Y - axis represents the “ data dimension " of any sort of 
data that is collected from the asset 102 ( e.g. , accelerometer 
data , vehicle speed data , engine RPM ) , and the X - axis 
represents the “ time dimension ” measured in minutes , sec 
onds , or the like . 
[ 0111 ] The target set of data is to be simplified when the 
vertical distance Ev of a newly collected data point ( e.g , 
point P2 ) to the trend line exceeds a threshold trigger value . 
The perpendicular distance Ep is shown for reference only . 
When a threshold trigger value is exceeded , a data logging 
trigger is executed , and a dataset simplification algorithm is 
performed on the recently collected points of data ( i.e. , in the 
buffer ) to generate a simplified set of data like the simplified 
set of data 112 of FIG . 1 . 
[ 0112 ] Note that the vertical distance Ev is substantially 
greater than the perpendicular distance Ep . Thus , note that , 
given the trend line and newly collected raw data shown , 
where the trend line has a relatively large slope , a threshold 
trigger value is more likely to be exceeded in the vertical 
direction rather than the perpendicular direction . However , 
for present purposes , suppose that point P2 is not sufficiently 
vertically distant from the trend line to satisfy the data 
logging trigger 
[ 0113 ] In FIG . 17B , a second new data point , P3 , is 
collected , and compared against the trend line . The vertical 
distance Ev is substantially greater than the perpendicular 
distance Ep . Suppose now that the point P3 is sufficiently 
vertically distant from the trend line to satisfy the data 
logging trigger . Thus , a dataset simplification algorithm is 
run on the newly collected raw data . Take P3 as an example 
of a newly collected raw data point that may have satisfied 
a data logging trigger that considers the vertical deviation of 
the point from the trend line , but would not have satisfied a 
data logging trigger that considers the perpendicular devia 
tion of the int from the trend line . Once simplified , the 
simplified set of data may be transmitted , as in the case of 
the simplified set of data 112 of FIG . 1 , to the telematics 
system 120 , and the telematics system 120 will receive 
updated simplified data that can be used to provide more 
accurate estimations of the current status of the asset 102 . 
[ 0114 ] However , in contrast to the approach described in 
FIGS . 13A - 4 , which involves the consideration of perpen 
dicular distances between newly collected points and trend 
lines , the amount of extrapolation error that is associated 
with any extrapolation calculation based on the simplified 
set of data is limited by an upper bound that is fixed across 
the simplified set of data . This upper bound is directly 
determined by the threshold trigger value . If any newly 
collected data point deviated from the trend line in excess of 
that threshold trigger value then a new simplified set of data 
would have been generated and updated information would 
have been provided to the telematics system . The extrapo 
lated lines that are used for determining whether a data 
logging trigger is satisfied at the asset are identical to the 
lines that are used for extrapolation at the telematics system 
to provide the current status of an asset . Therefore , it can be 
reasonably concluded that no new raw data points have been 
collected at the asset that deviate from the extrapolated trend 
line in excess of the threshold trigger value . For example , if 

data being collected was “ vehicle speed vs. time ” data , and 
the threshold trigger value was defined as “ 2.0 km / h ” , then 
any extrapolated speed of the asset can be assumed to be 
accurate within 2.0 km / h . 
[ 0115 ] The raw data shown in FIGS . 17A - 17B is shown 
for exemplary purposes only , and was designed to highlight 
the differences in outcome between the two approaches 
described . The section of raw data shown is a section in 
which the data being collected is changing quickly , and thus 
there is a discernible difference in outcome between the two 
approaches . However , it is to be understood that other sets 
of raw data may include areas in which the data is changing 
quickly as well as areas in which the data is not changing 
quickly . In areas in which the data is not changing quickly , 
it is expected that the approach described in FIGS . 17A - 17B 
will not result in data logging triggers being satisfied sig 
nificantly more or less frequently than in the approach 
described in FIGS . 13A - 14 . This is because in areas in which 
the raw data is not changing quickly , the slopes of reference 
lines defined between such data points will be low , and the 
difference between any perpendicular distance Ep and ver 
tical distance Ev between points in the raw data and such 
reference lines will be nearly the same . Thus , the data 
simplification algorithm described in FIGS . 17A - 17B may 
be more sensitive , and cause data logging triggers to be 
satisfied more frequently around data that is changing 
quickly , without changing the rate of capture around data 
that is not changing quickly . 
[ 0116 ] Further , since newly collected data points trigger 
the generation of new simplified sets of data based on the 
vertical deviation of each point to a trend line , the threshold 
trigger value is not impacted by the collection of data over 
time . In other words , the shortest vertical line between any 
data point and the extrapolated trend line has no time 
component . In this way , the threshold trigger value can be 
defined in units that match , or are at least in the same domain 
as , the units of the data dimension ( y - axis ) of a plot of the 
data . For example , in the logging of an “ engine RPM vs. 
time ” dataset , the threshold trigger value can be defined in 
units of RPM , or some factor directly related to RPM . This 
is in contrast to prior data logging algorithms which consider 
the perpendicular distance Ep from points to trend lines , 
where the “ threshold value ” used inherently includes both a 
data component ( e.g. , engine RPM ) and a time component 
( e.g. , seconds ) , and therefore is not definable in units that 
match , or even in the same domain as , the units of the data 
dimension ( y - axis ) of a plot of the data . Thus , under data 
logging algorithms that consider perpendicular distances , 
the amount of value estimation error that is being assumed 
is best described as a unitless distance , which has a time 
component and a data component that vary in relation to one 
another depending on the slope of the trend line being 
compared to . The use of these prior algorithms has involved 
the use of arbitrary “ time factors ” and “ data factors ” in 
which the data and / or time dimension of the data are 
multiplied by factors to stretch or skew the data to account 
for these effects and to achieve a desired simplification 
outcome based on trial and error testing of the suitability of 
different “ factors ” to different data types . The amount of 
value estimation error that is being assumed cannot be 
clearly communicated to an end user as “ 10 RPM ” , for 
example . In contrast , under data logging algorithms that 
consider vertical distances , advantageously , the amount of 
value estimation error that is being assumed can be intui 
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tively communicated to an end user ( e.g. , as “ 10 RPM ” ) , and 
manipulation of the data by the application and testing of 
arbitrary “ factors ” is unnecessary . This value can be clearly 
understood by an end user and considered in the analysis of 
value estimations made on simplified data , and may improve 
an end user's confidence in the reliability of such data . 
[ 0117 ] The fixed estimate error dataset simplification algo 
rithm and the fixed estimate error data logging algorithm 
described above may be applied independently or combined . 
FIG . 18 is a flowchart of an example method 1800 for 
capturing a simplified set of data from an asset through a 
fixed estimation error data simplification process which 
combines these two techniques . The method 1800 may be 
understood to be one further example of how simplified sets 
of data may be captured from the asset 102 of FIG . 1. Thus , 
for exemplary purposes , the method 1800 will be described 
with reference to the asset 102 of FIG . 1. Further , certain 
details of the method 1800 may be elaborated upon above 
within the description of FIG . 1 or elsewhere in this disclo 
sure . 

a 

[ 0118 ] The blocks of the method 1800 may be performed 
by an integrated tracking system onboard the asset 102 or an 
asset tracking device coupled to the asset 102. Further , it is 
assumed that the raw data 106 includes a target set of data 
that is recorded over time . A target set of data refers to any 
particular subset of the many types of data that may be 
included in the raw data 106 , collected at the asset 102 , 
which is to be considered separately for simplification . 
[ 0119 ] At block 1802 , raw data 106 is obtained from a data 
source 104 at the asset 102. At block 1804 , it is determined 
whether a data logging trigger is satisfied by determining 
whether a recently obtained point in the raw data 106 differs 
from a corresponding predicted point predicted by extrapo 
lation based on previously saved points included in one or 
more previously generated simplified sets of data by an 
amount of extrapolation error that is limited by an upper 
bound that is fixed as the raw data 106 is collected over time . 
This determination may be made , for example , as set out in 
the method 1600 of FIG . 16. At block 1806 , when the data 
logging trigger is satisfied , a dataset simplification algorithm 
is performed on the raw data 106 to generate the simplified 
set of data 112 in which interpolation error is limited by an 
upper bound that is fixed across the simplified set of data 
112. This process may be executed , for example , as set out 
in the method 800 of FIG . 8 . 
[ 0120 ] Thus , the raw data 106 collected at the asset 102 
may be monitored for the satisfaction of a data logging 
trigger based on consideration of the vertical deviation of 
each newly collected data point from a trend of the data , and 
once satisfied , the newly collected data may be simplified 
based on an iterative process that considers the vertical 
deviation from each newly collected data point to an appro 
priate reference line . As a result , raw data may be collected 
and simplified in such a way that value estimation calcula 
tions , i.e. interpolation and extrapolation calculations , can be 
made with the reliability of knowing precisely how much 
error is being taken on in the estimation , and with the 
reliability of knowing that more information is being col 
lected around more rapidly changing data . 
[ 0121 ] FIG . 19 is a block diagram of an example system 
1900 for capturing a simplified set of data from an asset in 
accordance with a fixed estimation error data simplification 
process . The system 1900 may be understood as 
example of a system for capturing the simplified set of data 

112 from the asset 102 of FIG . 1. In some examples , one or 
more parts of the system 1900 may be embodied in a system 
or device that is integrated with the asset . In other examples , 
one or more parts of the system 1900 may be embodied in 
a separate asset tracking device that is coupled to the asset . 
[ 0122 ] The system 1900 includes an interface layer 1910 
to receive raw data 1906 from one or more data sources 1904 
at an asset . A data source 1904 may include any source from 
which raw data 1906 may be obtained , such as a sensor ( e.g. , 
accelerometer , temperature sensor ) , GPS transceiver , or 
communication port of the asset . The interface layer 1910 
includes the interfaces for receiving raw data 1906 from 
such data sources 1904 , such as an interface for a GPS 
transceiver , an interface for an accelerometer , and an inter 
face for a communication port of the asset . 
[ 0123 ] The raw data 1906 generally describes a property , 
state , or operating condition of the asset . For example , where 
the asset is a vehicle , the raw data 1906 may describe the 
location of the vehicle , speed at which the vehicle is 
travelling , or an engine operating condition ( e.g. , engine oil 
temperature , engine RPM , engine cranking voltage ) . 
[ 0124 ] Where one or more parts of the system 1900 is 
integrated into the asset , a data source 1904 may include an 
electronic control unit ( ECU ) of the asset from which the 
interface layer 1910 is configured to receive the raw data 
1906 directly or via a controlled area network ( CAN ) . 
Where one or more parts of the system 1900 are embodied 
in an asset tracking device coupled to the asset , a data source 
1904 may include a communication port ( e.g. , an onboard 
diagnostic port such as an OBD2 port ) of the asset through 
which the asset tracking device is configured to receive the 
raw data 1906 from one or more ECUs of the asset via a 
CAN . 
[ 0125 ] The system 1900 further includes a memory to 
store the raw data 1906. The memory 1908 may include a 
raw data buffer in which the raw data 1906 is temporarily 
stored prior to data simplification , and where the raw data 
1906 is monitored for satisfaction of a data logging trigger . 
The memory 1908 may include read - only memory ( ROM ) , 
random - access memory ( RAM ) , flash memory , magnetic 
storage , optical storage , or similar , or any combination 
thereof . 
[ 0126 ] Although only a single element is shown for raw 
data 1906 , it is to be understood that the raw data 1906 may 
include several data streams of several different data types , 
and this raw data 1906 may include one or more target sets 
of data that are to be simplified separately , some of which 
may include one data dimension and others which may 
include multiple data dimensions . 
[ 0127 ] The system 1900 further includes a controller 1930 
to execute fixed estimation error data logging instructions 
1932 and / or fixed estimation error dataset simplification 
instructions 1936. The controller 1930 may include one or 
more of a processor , microprocessor , microcontroller 
( MCU ) , central processing unit ( CPU ) , processing core , 
state machine , logic gate array , application - specific inte 
grated circuit ( ASIC ) , field - programmable gate array 
( FPGA ) , or similar , capable of executing , whether by soft 
ware , hardware , firmware , or a combination of such , the 
actions performed by the controller 1930 as described 
herein . The controller 1930 includes a memory , which may 
include ROM , RAM , flash memory , magnetic storage , opti 
cal storage , and similar , or any combination thereof , for 
storing instructions and data as discussed herein , including 
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the fixed estimation error data logging instructions 1932 
and / or fixed estimation error dataset simplification instruc 
tions 1936 . 
[ 0128 ] The fixed estimation error data logging instructions 
1932 are to cause the controller 1930 to obtain raw data 
1906 , determine whether a data logging trigger is satisfied 
by determining that a recently obtained point in the raw data 
1906 differs from a corresponding predicted point predicted 
by extrapolation based on previously saved points included 
in one or more previously generated simplified sets of data 
by an amount of extrapolation error that is limited by an 
upper bound that is fixed as the raw data 1906 is collected 
over time . In making this determination , the controller 1930 
may make reference to threshold trigger values 1934 to 
determine whether a recently obtained point deviates suffi 
ciently from the trend of the data to trigger a dataset 
simplification algorithm . 
[ 0129 ] The fixed estimation error dataset simplification 
instructions 1936 are to cause the controller 1930 to obtain 
raw data 1906 , determine whether a data logging trigger is 
satisfied , and when satisfied , perform a dataset simplification 
algorithm that involves generating a simplified set of data in 
which interpolation error is limited by an upper bound that 
is fixed across the simplified set of data . In making this 
determination , the controller 1930 may reference threshold 
simplification values 1938 to determine whether a data point 
in a to - be - simplified set of data deviates sufficiently from a 
reference line running through the data to be included in the 
simplified set of data 1912. Thus , the system 1900 may 
perform one or a combination of the dataset simplification 
algorithm as set out in the method 700 of FIG . 7 and the data 
logging algorithm as set out in the method 1500 of FIG . 15 . 
[ 0130 ] The system 1900 further includes a communication 
interface 1940 to transmit the simplified set of data 1912 to 
a server 1920. While the data sources 1904 are located at the 
asset being tracked , and the interface layer 1910 , memory 
1908 , controller 1930 , and communication interface 1940 
will also typically be located at the asset ( either integrated 
into the asset or in an asset tracking device coupled to the 
asset ) , the server 1920 will typically be remote from the 
asset and communicate with the asset ( or asset tracking 
device ) via the communication interface 1940. The server 
1920 may be part of a telematics system , such as the 
telematics system 120 of FIG . 1. The communication inter 
face 1940 may include a cellular modem , such as an LTE - M 
modem , CAT - M modem , or other cellular modem config 
ured for communication via the network with which to 
communicate with the server 1920 . 
[ 0131 ] The communication interface 1940 may be config 
ured for bidirectional communication with the server 1920 
to receive instructions from the server 1920 , such as , for 
example , to make modifications to the instructions 1932 , 
1936 , or values 1934 , 1938. Indeed , in some examples , the 
threshold trigger values 1934 and threshold simplification 
values 1938 may be configured at the server 1920 and 
pushed to the system 1900 on demand . In other examples , 
the values 1934 and 1938 may have been pre - loaded into the 
controller 1930 , subject only to later modification by the 
server 1920. In some examples , the fixed estimation error 
data logging instructions 1932 may cause the communica 
tion interface 1940 to transmit to the server 1920 , along with 
any simplified set of data 1912 , any relevant metadata , such 
as , for example , the type of data logging trigger that was 
satisfied to cause the generation of the simplified set of data 

1912 , and the values of the threshold trigger value ( s ) 1934 
and threshold simplification value ( s ) 1938 that were used in 
the generation of the simplified set of data 1912 . 
[ 0132 ] The server 1920 is to receive the simplified set of 
data 1912 and provide the simplified set of data 1912 for a 
telematics service or other purposes . The server 1920 may 
provide the simplified set of data 1912 itself ( and previously 
recorded data ) for such purposes , and , where appropriate , 
interpolate and / or extrapolate based on the simplified set of 
data 1912 ( and previously recorded data if appropriate ) . In 
other words , the server 1920 may provide an indication of 
the interpolated status or extrapolated status of the asset to 
an end user device . Such information may be provided on an 
ongoing basis or in response to requests . 
[ 0133 ] The server 1920 may also provide the upper 
bounds on any interpolation error or extrapolation error that 
was assumed in the generation of such simplified sets of data 
1912. In other words , the server 1920 may provide an 
indication of the upper bound on interpolation or the upper 
bound on extrapolation error to an end user device . Such 
information may be provided on an ongoing basis or in 
response to requests . 
[ 0134 ] The status of an asset may be provided in a user 
interface at an end user device along with any upper bounds 
on interpolation error and / or extrapolation error that were 
associated with the provision of such information . For 
example , where a user interface displays a current vehicle 
speed of an asset as being “ 60 km / h ” ( calculated by extrapo 
lation ) , the user interface may also display that the provided 
value is accurate within “ 2 km / h ” ( based on a threshold 
trigger value of 2 km / h ) . An example of such an interface is 
shown in FIG . 22 , which is a schematic diagram of an 
example user interface 2200 displayed at an end user device 
that shows trip information regarding the travel of a vehicle 
asset , including an indication 2202 of the interpolated status 
of the asset and an indication 2204 of the upper bound on 
interpolation error associated with the status . The user 
interface 2200 may be similarly configured to display an 
indication of an extrapolated status ( e.g. , current status ) of 
the asset and an indication of the upper bound on extrapo 
lation error . 
[ 0135 ] FIG . 20 is a block diagram of another example 
system 2000 for capturing a simplified set of data from an 
asset in accordance with a fixed estimation error data 
simplification process . The system 2000 is similar to the 
system 1900 of FIG . 19 , with tracking capability integrated 
into an asset 2002 , and with elements numbered in the 
“ 2000 ” series rather than the “ 1900 ” series . The system 2000 
therefore includes an interface layer 2010 , a memory 2008 
that stores raw data 2006 and a simplified set of data 2012 
( once generated ) , a controller 2030 that stores fixed estima 
tion error data logging instructions 2032 , threshold trigger 
values 2034 , fixed estimation error dataset simplification 
instructions 2036 , and threshold simplification values 2038 , 
a communication interface 2040 , and a server 2020. For 
further description of these elements , reference may be had 
to the like elements of the system 1900 of FIG . 19 . 
[ 0136 ] However , in the system 2000 , the interface layer 
2010 , memory 2008 , controller 2030 , and communication 
interface 2040 are integrated into the asset 2002. Further , the 
asset 2002 includes one or more Electronic Control Units 
( ECUN ) 2004A and sensors 2004B from which the interface 
layer 2010 is configured to receive the raw data 2006 
directly or via a controller area network ( CAN ) . Thus , the 
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ECU 2004A and sensor 2004B act as data sources from 
which the interface layer 2010 obtains the raw data 2006 . 
[ 0137 ] FIG . 21 is a block diagram of another example 
system 2100 for capturing a simplified set of data from an 
asset in accordance with a fixed estimation error data 
simplification process . The system 2100 is similar to the 
system 1900 of FIG . 19 , with its tracking capability included 
in an asset tracking device 2101 that is coupleable to an asset 
2102 , and with elements numbered in the “ 2100 ” series 
rather than the “ 1900 ” series . The system 2100 therefore 
includes an interface layer 2110 , a memory 2108 that stores 
raw data 2106 and a simplified set of data 2112 ( once 
generated ) , a controller 2130 that stores fixed estimation 
error data logging instructions 2132 , threshold trigger values 
2134 , fixed estimation error dataset simplification instruc 
tions 2136 , and threshold simplification values 2138 , a 
communication interface 2140 , and a server 2120. For 
further description of these elements , reference may be had 
to the like elements of the system 1900 of FIG . 19 . 
[ 0138 ] However , in the system 2100 , the interface layer 
2110 , memory 2108 , controller 2130 , and communication 
interface 2140 are included in an asset tracking device 2101 
that is coupled to the asset 2102. Further , the asset 2102 
includes one or more communication ports 2104A with 
which the asset tracking device 2101 may interface , and 
through which the asset tracking device 2101 is configured 
to receive raw data 2106 from one or more Electronic 
Control Units ( ECUS ) ( not shown ) of the asset 2102 , via , for 
example , a controller area network ( CAN ) . Further , the asset 
tracking device 2101 also includes one or more sensors 
2104B from which the interface layer 2110 may obtain raw 
data 2106. Thus , the communication port 2104A and sensor 
2104B act as data sources from which the interface layer 
2010 obtains the raw data 2106 . 
[ 0139 ] Thus , it should be seen that the data collected from 
an asset may be simplified , reduced , filtered , or sampled into 
the most operationally - salient data for a telematics system 
through a fixed estimation error data simplification process . 
A simplified set of data may be generated in which the 
amount of error associated with an interpolation or extrapo 
lation calculation based on the simplified set of data is fixed 
by a known upper bound and consistent throughout the 
simplified set of data . These upper bounds may be defined in 
units that match the units in which the data is being collected 
and / or presented to an end user , which provides transpar 
ency and confidence in the precision of the simplified data . 
Such a data simplification process emphasizes the “ vertical ” 
deviation of each collected data point to overcome biases 
caused by the “ horizontal ” collection of such data over time . 
Further , such a data simplification process captures higher 
resolution data in sections where the data is changing more 
quickly , resulting in a richer set of data around points in time 
that are likely to be of greater interest . 
[ 0140 ] It should be recognized that features and aspects of 
the various examples provided above can be combined into 
further examples that also fall within the scope of the present 
disclosure . The scope of the claims should not be limited by 
the above examples but should be given the broadest inter 
pretation consistent with the description as a whole . 

1. A method comprising : 
obtaining data from a data source at an asset , wherein the 

data comprises a time dimension and a data dimension ; 
determining whether a data logging trigger is satisfied ; 
and 

when the data logging trigger is satisfied , performing a 
dataset simplification algorithm on the data to save one 
or more points of the data in a simplified set of data 
composed of fewer points ; 

wherein it is determined that the data logging trigger is 
satisfied by determining that a recently obtained point 
of the data is distant , along the data dimension , from a 
trend line extrapolated from two or more previously 
saved points that were saved in one or more previous 
simplified sets of data , in excess of a threshold amount , 
wherein the threshold amount is defined in the data 
dimension . 

2. ( canceled ) 
3. The method of claim 1 , wherein determining whether 

the data logging trigger is satisfied involves : 
( i ) defining the trend line ; 
( ii ) determining whether the recently obtained point is 

distant , along the data dimension , from the trend line , 
in excess of the threshold amount ; and 

( iii ) if the recently obtained point is distant , along the data 
dimension , from the trend line , in excess of the thresh 
old amount , determining that the data logging trigger is 
satisfied . 

4. ( canceled ) 
5. The method of claim 1 , further comprising transmitting 

the simplified set of data to a server . 
6. The method of claim 1 , wherein the data forms a curve 

defined in the time dimension and the data dimension , and 
the dataset simplification algorithm reduces the curve 
formed by the data into a simplified curve composed of 
fewer points and excludes points of the data from the 
simplified set of data that are within a second threshold 
distance , defined in the data dimension , from the simplified 
curve . 

a 

7. The method of claim 1 , wherein the asset is a vehicle , 
and the data describes a property , state , or operating condi 
tion of the vehicle . 

8. The method of claim 1 , wherein the data is obtained 
from an electronic control unit ( ECU ) of the asset . 

9. The method of claim 1 , further comprising coupling an 
asset tracking device to a communication port of the asset , 
wherein the data is obtained from one or more of : 

the communication port of the asset ; and 
a sensor of the asset tracking device . 
10. A device comprising : 
an interface layer to receive data from one or more data 

sources at an asset , wherein the data comprises a time 
dimension and a data dimension ; 

memory to store the data ; 
a controller to : 

determine whether a data logging trigger is satisfied ; 
and 

when the data logging trigger is satisfied , perform a 
dataset simplification algorithm on the data to save 
one or more points of the data in a simplified set of 
data composed of fewer points ; and 

a communication interface to transmit the simplified set of 
data to a server , 

wherein the controller determines that the data logging 
trigger is satisfied by determining that a recently 
obtained point of data is distant , along the data dimen 
sion , from a trend line extrapolated from two or more 
previously saved points that were saved in one or more 

a 

a 

a 
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fewer points and excludes points of the data from the 
simplified set of data that are within a second threshold 
distance , defined in the data dimension , from the simplified 
curve . 

a 

previous simplified sets of data , in excess of a threshold 
amount , wherein the threshold amount is defined in the 
data dimension . 

11. ( canceled ) 
12. The device of claim 10 , wherein the controller deter 

mines whether the data logging trigger is satisfied by : 
( i ) defining the trend line ; 
( ii ) determining whether the recently obtained point is 

distant , along the data dimension , from the trend line , 
in excess of the threshold amount ; and 

( iii ) if the recently obtained point is distant , along the data 
dimension , from the trend line , in excess of the thresh 
old amount , determining that the data logging trigger is 
satisfied . 

13. ( canceled ) 
14. The device of claim 10 , wherein the memory includes 

a data buffer in which the data is temporarily stored prior to 
dataset simplification . 

15. The device of claim 10 , wherein the data forms a curve 
defined in the time dimension and the data dimension , and 
the dataset simplification algorithm reduces the curve 
formed by the data into a simplified curve composed of 

16. The device of claim 10 , wherein the asset is a vehicle , 
and the data describes a property , state , or operating condi 
tion of the vehicle . 

17. The device of claim 10 , wherein the device is inte 
grated into the asset , and the data source from which the data 
is obtained comprises an electric control unit ( ECU ) of the 
asset . 

18. The device of claim 10 , wherein the device is an asset 
tracking device coupleable to a communication port of the 
asset , and the data source from which the data is obtained 
comprises one or more of : 

the communication port of the asset ; and 
a sensor of the asset tracking device . 
19. The method of claim 1 , wherein the method further 

comprises collecting the data from a sensor . 
20. The device of claim 10 , wherein the device further 

comprises a sensor to collect the data . 
* * * 


