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Step 2. Histogram compacting: Step 15. Histogamrestoration: 
| 

Step 3. Soise separation": Step 14. Siegation: 
Step 4. Step 13. 
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Col. Col. Col. Col. Col. Col. Col. Col. Col. 
E2 El it 2 - 3 HA is H6 

Pas Poe's PerssonPooleransfer Figg Farriaggies. 17 32 45 55 76 150 147 - 157 - 171 172 166 149, 

Pig Pig Pig's signs. 11 26 41 54 71 104 || 137 157 164 170 195 180 
N \ 5 \ 5 5 

Separated Noise Component (least significant 2 bits): 

-1 i +1 +2 i+3 4 +5 H-6 i-7 +8 i-9 
i-1 - 0 || 1 || 3 || 0 || 2 || 3 || 1 || 3 || 0 || 2 || 1 
i 2 || 1 || 2 || 3 || 0 || 1 || 1 || 0 || 2 || 3 || 0 

Remaining Image Data (6 bits per pixel): 

(b) 

i-1 +1 H-2 +3 4 i+5 i+6 +7 +8 i+9 
i-1 || 8 || 11 13 19 37 36 39 42 43 41 37 
i 6 10 13 17 26 34 39 41 42 48 I 45 

Fig. 8 
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Pass 1 - greyscale reduction and noise statistics 

func: extract greylevel frequency array freq' 
clear greylevel frequency array 1. 
for each pixel in the image 2 

increment pixel's greylevel frequency count 3 
end for 

return freq) 
end func 

func: calculate greylevel reduction and restoration look-up-tables "flut) & "ilut 
for each non-zero greylevel entry in the frequency array freq) 

create an index in "flut' to the next available greylevel in "ilut 4 
create an index in "ilut' to the non-zero greylevel S 

end for 
return flut) &ilutD' 

end func 

func: calculate number of noise planes 'nr using bitplane entropy statistics 
set 'nr' to zero 
for each bitplane (starting with the least significant) 

calculate entropy statistic 6 
calculate runs statistic 7 
if either test indicates no noise then break for 8 
increment nr. 9 

end for 
return "nir' 

end func 

Fig. 13 



U.S. Patent Jan. 28, 2003 Sheet 7 of 8 US 6,512,853 B2 

Pass 2 - image compression 

proc: output image header information 
output image width, height, bits per pixel, 1. 
outputnumber of noise bits 'nr, 2 
outputgreylevel restoration look-up-table "ilutD' 3 

end proc 

proc: compress image 
call extract greylevel frequency array freq' 4 
call calculate greylevel reduction and restoration functions "flut)' & 'ilut)' 5 
call calculate number of noise planes 'nr using bitplane entropy statistics 6 
call output image header information 7 
for each pixel in the image 

apply the greyscale reduction function "flutD' 8 
extract the least significant 'nr bits, if any. 9 
calculate the selected predictor using neighbourhood pixels 10 
compare predicted value with actual pixel value "error' 11 
if absolute "error' is less than or equal to 6 12 

output corresponding unique variable length bitcode 13 
else if absolute "error' is greater than 6 

output unique bitcode for literals 14 
output literal pixel value 15 

end if 
output extracted 'nr bits, if any. 16 

end proc 

Fig. 14 
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METHOD AND APPARATUS FOR 
COMPRESSING DIGITAL IMAGE DATA 

The present invention relates to a method and apparatus 
for compressing digital image data. 

Images are commonly Stored and transmitted in digital 
form. Where Such images include greyScale, the value of the 
greyScale of each pixel is provided in digital form, typically, 
in binary code. In imageS where a large range of greyScale 
values are required, for example, in X-rays, it is not unusual 
to code the greyScale levels in eight bit binary codes, thus 
giving 256 levels of greyScale. In general, Such images are 
provided in raster format which comprise a plurality of 
horizontal Scan lines, each line containing a plurality of 
individuals pixels, each of which is assigned a greyScale 
value which specifies the level of greyScale corresponding to 
that point in the image. Typically, the level of greyScale is 
defined in each pixel by an eight to twelve bit code. Because 
of the large number of bits which are used for defining the 
level of greyScale in each pixel, an image Stored in raster 
format requires a relatively large Storage capacity, and 
additionally, takes up a lot of bandwidth on communication 
channels for transmission of the image. Even in the case of 
a black and white image with greyScale, the Storage capacity 
is high. In the case of colour images, where three primary 
colours and the corresponding intensities of the respective 
colours are required to define each pixel of a colour image, 
the Storage capacity is increased by a factor of three. Various 
attempts have been made to compress Such images, 
however, Such attempts to date Suffer from a number of 
disadvantages. Firstly, many compression methods are not 
lossless, in other words, between compression and 
decompression, part of the digital data making up the image 
is lost, and an accurate reconstruction of the image after 
decompression cannot be prepared. While in Some applica 
tions Such losses are acceptable, they are entirely unaccept 
able in many cases, typically, in images relating to medicine 
and diagnostic medicine, for example, X-rays and the like. 
Image compression Systems which are essentially lossleSS 
Suffer from the disadvantage that the compression ratio is 
relatively low, and thus in many cases, little Saving on the 
Storage Space or the bandwidth occupied by Such images in 
the transmission thereof is gained. Even where compression 
ratios are reasonable, Such image compression Systems tend 
to be relatively complex, complicated and time-consuming, 
and also may require large Storage Space to effect the 
compression. Typical image compression Systems are 
described in U.S. Pat. No. 4,809,350, European Patent 
Specification No. 0,479,563 and European Patent Specifi 
cation No. 0.536,801. The image compression methods 
described in these three Specifications Suffer from one or 
more of the disadvantages discussed above. 

There is therefore a need for a method for compressing 
digital image data which overcomes the problems of known 
digital image data Systems and which provides lossleSS or 
effectively lossleSS compression, while at the Same time 
providing reasonable compression. 

The present invention is directed towards providing Such 
a method and apparatus for compressing digital image data. 

The term “region' as used throughout this specification 
and the claims means one pixel or a group of adjacent pixels. 

According to the invention, there is provided a method 
for compressing digital image data, the method comprising 
the Steps of 

Sequentially Scanning a plurality of regions of the image 
data and determining the actual value of the data in 
respective regions, 
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2 
predicting the value of image data in at least Some of the 

regions based on the determined actual values of Some 
of the already Scanned regions which are adjacent the 
region for which the image data is being predicted, 

comparing the predicted value with the corresponding 
actual value of each region for which a prediction is 
made, and 

computing the value of the difference between the respec 
tive predicted values and the corresponding actual 
values, and 

compressing the respective difference values, 
characterised in that 

at least three predictions of data value are made for 
each region for which a prediction is being made, the 
predicted value which produces the median differ 
ence value of the difference values between the 
respective three predicted values and the actual value 
is Selected, and the median difference value is com 
pressed for each region for which a prediction is 
made, the respective predicted values for each region 
being based on the actual value or values of a 
different Scanned region or regions and/or a different 
combination or combinations of Scanned regions to 
those for which the others of the predictions for that 
region are based. 

In one aspect of the invention, the digital image data is 
Scanned region by region as a matrix array of regions. 

In another aspect of the invention, one of the predictions 
of data value of a region for which a prediction is being 
made is based on the data value of the adjacent region in the 
column in which the region for which the prediction is being 
made lies. 

In another aspect of the invention, one of the predictions 
of data value of a region for which a prediction is being 
made is based on the data value of the adjacent region in the 
row in which the region for which the prediction is being 
made lies. 

Preferably, one of the predictions of data value of a region 
for which a prediction is being made is based on the gradient 
of data values of two regions approaching the region for 
which the prediction is being made. Advantageously, the 
prediction of the data value takes into account the Slope of 
the gradient. 

In one aspect of the invention, one of the two regions on 
which a prediction is based lies closer to the region for 
which the prediction is being made than the other of the said 
two regions, and the region of the Said two regions which is 
closest to the region for which the prediction is being made 
is weighted. 

In another aspect of the invention, one of the predictions 
of data value of a region for which a prediction is being 
made is based on the data values of three regions which are 
adjacent to the region for which the prediction is being 
made, one of the Said regions lying in the same column, and 
the other of Said regions lying in the same row as the region 
for which the prediction is being made, the third region 
being located between the Said other two regions and being 
used for determining the gradient of the data values between 
the respective Said other two regions and the region for 
which the prediction is being made. 

Preferably, a prediction of the data value of every region 
of the digital image is made. 

In one aspect of the invention, the respective median 
difference values are compressed by encoding the median 
difference values with respective variable length codes, 
unique codes being assigned to the respective median dif 
ference values. 
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Preferably, the Shortest code is assigned to the most 
frequently occurring median difference value, and the long 
est code is assigned to the least frequently occurring median 
difference value. 

Advantageously, the codes are different for the positive 
and negative values of the same absolute median difference 
values. 

In one aspect of the invention, the codes assigned to the 
median difference values are binary codes. 

Advantageously, the bit length of the longest code for the 
median difference values does not exceed the bit length of 
the data value of any region. 

In one aspect of the invention, the actual data of a region 
is retained instead of the median difference value for that 
region should the median difference value for that region 
exceed a predetermined value. Preferably, a first flag means 
is Set to indicate that the data following the flag means is the 
actual data value of the region. 

In another aspect of the invention, a Second flag means is 
Set to indicate a run of actual data values where the median 
difference values of a run of regions exceeds a predeter 
mined value. Preferably, the number of actual data values 
included in the run is associated with the Second flag means. 
Advantageously, the Second flag means is provided before 
the run of actual data values. 

Ideally, the coded median difference values and the actual 
data values for the respective regions are Stored in a prede 
termined format for Subsequent retrieval and decompres 
Sion. 

In general, the most frequently occurring median differ 
ence value is Zero. 

In another aspect of the invention, noise is separated from 
the digital image data by Separating at least the least Sig 
nificant bit from the value of the data in the respective 
regions in which a prediction of the data value is to be made, 
and from the adjacent regions on which the predictions are 
to be based prior to the prediction being made, and the 
Separated least Significant bits are Stored in association with 
the corresponding compressed median difference values of 
the respective regions. Preferably, the data values remaining 
of the respective regions from which one or more least 
significant bits have been separated is divided by 2" where 
n is equal to the number of least Significant bits Separated. 

Preferably, at least Some of the digital image data is 
Scanned prior to the Separation of noise for determining the 
number of least Significant bits to be separated. 

In a further aspect of the invention, the digital image data 
is modified prior to computing the predicted data values for 
reducing the numerical difference between the data values 
occurring in the digital image data, the digital image data 
being modified by arranging all the determined actual data 
values occurring in the image data in the form of a Series of 
actual data values in ascending order of data values, assign 
ing each actual data value occurring in the image a modified 
data value So that the numerical difference between adjacent 
modified data values is less than the numerical difference 
between the respective adjacent actual data values in the 
Series, the modified data values forming the data values on 
which the predictions are based. Preferably, the modified 
data values are assigned So that the difference between 
modified data values which correspond to adjacent data 
values in the Series of data values is unity. Advantageously, 
the modified data values and the actual data values are 
cross-referenced in a look-up table. Ideally, an inverse 
look-up table based on the modified and the actual data 
values is prepared for use in Subsequent reconstruction of 
the image. 
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4 
Preferably, each look-up table is stored with the stored 

compressed median difference values. 
In one aspect of the invention, a histogram of the actual 

data values occurring in the digital image data is formed for 
preparing each look-up table. 

In one aspect of the invention, the data value of each 
region defines a value of greyScale between and including 
black and white. 

In another aspect of the invention, the data value of each 
region defines a value of intensity of a colour in a colour 
image. 

Ideally, the compressed data values of the digital image 
are stored in a predetermined format for retrieval thereof for 
Subsequent decompression. 

Ideally, each region defines a pixel. In one aspect of the 
invention, the digital image is in raster format. 

In another aspect of the invention, the method is carried 
out on an acquired image after the image has been acquired. 

In a further aspect of the invention, the method is carried 
out on an acquired image while the image is being acquired 
“on-the-fly”. 

In a still further aspect of the invention, the method is 
carried out on the acquired image with intermediate Storage 
or in parallel with intermediate Storage. 
The image in compressed form is Suitable for Storing 

and/or transmission. 
In another aspect of the invention, the method is used for 

compressing a three dimensional image, and one of the axes 
of the three dimensional image is time, the time axis forming 
a row or column of the matrix, and that row or column 
forming the row or column as the case may be in which a 
region or regions are located which form a basis for pre 
dicting a data value of a region. 

In another aspect of the invention, the method further 
comprises the step of decompressing the compressed digital 
image data, the decompression method comprising the Steps 
in reverse order to the order of the Steps of the compression 
method. 

Additionally, the invention provides a method for com 
pressing digital image data, the method comprising the Steps 
of 

Sequentially Scanning a plurality of regions of the image 
data and determining the actual value of the data in 
respective regions, 

predicting the value of image data in at least Some of the 
regions based on the determined actual values of Some 
of the already Scanned regions which are adjacent the 
region for which the image data is being predicted, 

comparing the predicted value with the corresponding 
actual value of each region for which a predicted value 
is made, and 

computing the value of the difference between the respec 
tive predicted values and the corresponding actual 
values, and 

compressing the respective difference values, 
characterised in that 

the respective difference values are compressed by 
encoding the difference values with respective vari 
able length codes, unique codes being assigned to the 
respective difference values. 

Preferably, the Shortest code is assigned to the most 
frequently occurring difference value, and the longest code 
is assigned to the least frequently occurring difference value. 

In general, the most frequently occurring difference value 
is Zero. 

In a further aspect of the invention, the codes are different 
for the positive and negative values of the same absolute 
difference values. 
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The codes assigned to the difference values are binary 
codes. 

Ideally, the bit length of the longest code does not exceed 
the bit length of the data value of any region. 

In one aspect of the invention, the actual value of a region 
is retained instead of the difference value for that region 
should the difference value for that region exceed a prede 
termined value. Preferably, a first flag means is set to 
indicate that the data following the flag means is the actual 
data value of the region. 

In another aspect of the invention, a Second flag means is 
Set to indicate a run of actual data values where the differ 
ence values of a run of regions exceeds a predetermined 
value. Preferably, the number of actual data values included 
in the run is associated with the Second flag means. 
Advantageously, the Second flag means is provided before 
the run of actual determined data values. 

Ideally, the coded difference values and the actual data 
values for the respective regions are Stored in a predeter 
mined format for Subsequent retrieval and decompression. 

Further, the invention provides a method for compressing 
digital image data, the method comprising the Steps of 

Sequentially Scanning a plurality of regions of the image 
data and determining the actual value of the data in 
respective regions, 

predicting the value of image data in at least Some of the 
regions based on the determined actual values of Some 
of the already Scanned regions which are adjacent the 
region for which the image data is being predicted, 

comparing the predicted value with the corresponding 
actual value of each region for which a predicted value 
is made, and 

computing the value of the difference between the respec 
tive predicted values and the corresponding actual 
values, and 

compressing the respective difference values, character 
ised in that 
noise is separated from the digital image data by 

Separating at least the least Significant bit from the 
value of the data in the respective regions in which 
a prediction of the data value is to be made and from 
the adjacent regions on which the predictions are to 
be based prior to the prediction being made, and 

the Separated least Significant bits are Stored in asso 
ciation with the corresponding compressed differ 
ence values of the respective regions. 

Preferably, the data values remaining of the respective 
regions from which one or more least Significant bits have 
been separated is divided by 2" where n is equal to the 
number of least Significant bits separated. 

Preferably, at least Some of the digital image data is 
Scanned prior to the Separation of noise for determining the 
number of least Significant bits to be separated. 

Additionally, the invention provides a method for com 
pressing digital image data, the method comprising the Steps 
of 

Sequentially Scanning a plurality of regions of the image 
data and determining the actual value of the data in 
respective regions, 

predicting the value of image data in at least Some of the 
regions based on the determined actual values of Some 
of the already Scanned regions which are adjacent the 
region for which the image data is being predicted, 

comparing the predicted value with the corresponding 
actual value of each region for which a predicted value 
is made, and 
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6 
computing the value of the difference between the respec 

tive predicted values and the corresponding actual 
values, and 

compressing the respective difference values, 
characterised in that 

the digital image data is modified prior to computing 
the predicted data values for reducing the numerical 
differences between the data values occurring in the 
digital image data, the digital image data being 
modified by arranging all the determined actual data 
values occurring in the image data in the form of a 
Series of actual data values in ascending order of data 
values, assigning each actual data value occurring in 
the image a modified data value So that the numerical 
difference between adjacent modified data values is 
less than the numerical difference between the 
respective adjacent actual data values in the Series, 
the modified data values forming the data values on 
which the predictions are based. 

Preferably, the modified data values are assigned So that 
the difference between modified data values which corre 
spond to adjacent data values in the Series of data values is 
unity. 

Preferably, the modified data values and the actual data 
Values are cross-referenced in a look-up table. 
Advantageously, an inverse look-up table based on the 
modified and the actual data values is prepared for Subse 
quent reconstruction of the image. 

Ideally, each look-up table is stored with the stored 
compressed difference values. 

In one aspect of the invention, a histogram of the actual 
data values occurring in the digital image data is formed for 
preparing the look-up tables. 

Further, the invention provides apparatus for compressing 
digital image data, the apparatus comprising 

a means for Sequentially Scanning a plurality of regions of 
the image data and for determining the actual value of 
the data in respective regions, 

a means for predicting the value of image data in at least 
Some of the regions based on the determined actual 
values of Some of the already Scanned regions which 
are adjacent the region for which the image data is 
being predicted, 

a means for comparing the predicted value with the 
corresponding actual value of each region for which a 
prediction is made, and 

a means for computing the value of the difference between 
the respective predicted values and the corresponding 
actual values, and 

a means for compressing the respective difference values, 
characterised in that 

the means for predicting the value of image data 
comprises a means for making at least three predic 
tions of data value for each region for which a 
prediction is being made, a Selecting means is pro 
Vided for Selecting the predicted data value which 
produces the median difference value of the differ 
ence values between the predicted data values and 
the actual value, and the means for compressing the 
respective difference values compresses the median 
difference values for the regions for which a predic 
tion is made, the means for making the at least three 
predictions makes the respective predictions for each 
region based on the actual value or values of a 
different Scanned region or regions and/or a different 
combination or combinations of Scanned regions to 
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those for which the others of the predictions for that 
region are based. 

Additionally, the invention provides apparatus for com 
pressing digital image data, the apparatus comprising the 
Steps of 

a means for Sequentially Scanning a plurality of regions of 
the image data and for determining the actual value of 
the data in respective regions, 

a means for predicting the value of image data in at least 
Some of the regions based on the determined actual 
values of Some of the already Scanned regions which 
are adjacent the region for which the image data is 
being predicted, 

a means for comparing the predicted value with the 
corresponding actual value of each region for which a 
prediction is made, and 

a means for computing the value of the difference between 
the respective predicted values and the corresponding 
actual values, and 

a means for compressing the respective difference values, 
characterised in that 

the means for compressing the respective difference 
values comprises a means for encoding the differ 
ence values with respective variable length codes, a 
unique code being assigned to each value of differ 
ence value. 

Further, the invention provides apparatus for compressing 
digital image data, the apparatus comprising the Steps of 

a means for Sequentially Scanning a plurality of regions of 
the image data and for determining the. actual value of 
the data in respective regions, 

a means for predicting the value of image data in at least 
Some of the regions based on the determined actual 
values of Some of the already Scanned regions which 
are adjacent the region for which the image data is 
being predicted, 

a means for comparing the predicted value with the 
corresponding actual value of each region for which a 
prediction is made, and 

a means for computing the value of the difference between 
the respective predicted values and the corresponding 
actual values, and 

a means for compressing the respective difference values, 
characterised in that 

a means for Separating noise from the digital image 
data is provided, the Separating means Separating at 
least the least significant bit from the value of the 
data in the respective regions in which a prediction 
of the data value is to be made, and from the adjacent 
regions on which the predictions are to be based 
prior to the prediction being made, and 

a means for Storing the Separated least Significant bits in 
asSociation with the corresponding difference values of 
the respective regions. 

The invention also provides apparatus for compressing 
digital image data, the apparatus comprising the Steps of 

a means for Sequentially Scanning a plurality of regions of 
the image data and for determining the actual value of 
the data in respective regions, 

a means for predicting the value of image data in at least 
Some of the regions based on the determined actual 
values of Some of the already Scanned regions which 
are adjacent the region for which the image data is 
being predicted, 
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8 
a means for comparing the predicted value with the 

corresponding actual value of each region for which a 
prediction is made, and 

a means for computing the value of the difference between 
the respective predicted values and the corresponding 
actual values, and 

a means for compressing the respective difference values, 
characterised in that 

a means is provided for modifying the digital image 
data prior to computing the predicted data values for 
reducing the numerical difference between the data 
values occurring in the digital image data, the Said 
means comprising a means for arranging all the 
determined actual data values occurring in the image 
data in the form of a Series of actual data values in 
ascending order of data values, and a means for 
assigning each actual data value occurring in the 
image a modified data value So that the numerical 
difference between adjacent modified data values is 
less than the numerical difference between the 
respective adjacent actual data values in the Series, 
the modified data values forming the data values on 
which the predictions are based. 

The invention will be more clearly understood from the 
following description of an embodiment thereof which is 
given by way of example only, with reference to the accom 
panying drawings, in which: 

FIG. 1 is a diagrammatic representation of a digital X-ray 
image to which a method for compressing digital image data 
according to the invention is to be applied, 

FIG. 2 is a flowchart of the method according to the 
invention for compressing the digital image data, 

FIG. 3 is a flowchart of a method also according to the 
invention for decompressing the compressed digital image 
data, 

FIG. 4 is portion of a histogram showing the frequency of 
the occurrence of greyScale values in the image of FIG. 1 
which has been contrast Stretched, 

FIG. 5(a) is a numerical representation of the histogram 
of FIG. 4, 

FIG. 5(b) is a look-up table for modifying the image from 
which the histogram of FIG. 4 has been prepared so that the 
differences between greyScale values occurring in the image 
is unity, 

FIG. 5(c) is an inverse look-up table, which is the inverse 
of the look-up table of FIG. 5(b) for use in restoring the 
image during decompression, 

FIG. 6(a) is an enlarged view of a portion of the image of 
FIG. 1 showing greyScale values of Some of the pixels, 

FIG. 6(b) shows the value of the least significant noise 
bits which have been separated from the pixels of FIG. 6(a), 

FIG. 6(c) shows the remaining data value of the pixels of 
FIG. 6(a) after the least significant noise bits have been 
Separated from the pixels, 

FIGS. 7(a) to (c) show algorithms according to the 
method of the invention for making three predictions of 
greyScale value of each of the pixels of the image of FIG. 1, 

FIG. 7(d) illustrates diagrammatically how the three 
methods of prediction of FIGS. 7(a) to 7(c) are used in 
determining a median difference value for each pixel, 

FIGS. 7(e) and (f) show algorithms and illustrate dia 
grammatically alternative prediction methods also according 
to the invention which include five predictions of greyScale 
value of each pixel for enabling a median difference value to 
be selected, 

FIGS. 8(a) to (d) illustrate mathematically how median 
difference values are Selected for ten pixels in the digital 
image of FIG. 1, 
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FIG. 9 illustrates a look-up table for encoding median 
difference values, 

FIG. 10 is a distribution graph illustrating the distribution 
of the median difference values of the image of FIG. 1, 

FIG. 11 shows the values of some of the pixels of FIG. 6 
after the image of FIG. 1 has been modified to reduce the 
differences between greyScale values occurring in the image 
to unity, the value of the noise bits Separated from the 
modified values of the pixels, and the encoded median 
difference values of the pixels, 

FIG. 12 illustrates a bit packed binary string of the pixels 
of FIG. 11, 

FIGS. 13 and 14 illustrate a computer programme in 
pseudo-code according to the invention for compression of 
the image of FIG. 1, and 

FIG. 15 illustrates a flow diagram of the computer pro 
gramme of FIGS. 13 and 14 for compression of the image 
of FIG. 1. 

Referring to the drawings, a method for compressing 
digital image data, typically, a digital image of an X-ray 1 
will now be described. The digital X-ray image is acquired 
in raster format, see FIG. 1, having a plurality of rows 4 of 
regions, which in this case are pixels 5 which are formed in 
a matrix of the rows 4 and columns 6. Each pixel 5 defines 
the level of greyScale at the location of the image corre 
sponding to the pixel by an eight bit binary code. Although 
for convenience of illustration, the image 1 is illustrated in 
FIG. 1 as having twelve rows 4 and sixteen columns 6 of 
pixels 5, it will be appreciated by those skilled in the art that, 
in general, Such an image would have a Significantly larger 
number of pixels 5 per row and per column. In general, the 
number of pixels per row and column can vary from 64 
pixels per row by 64 pixels per column to 5,000 pixels per 
row by 4,000 pixels per column. The method according to 
the invention is Suitable for dealing with an image with any 
number of pixels per row and per column. Additionally, 
while in the embodiment of the invention described with 
reference to the drawings, the level of greyScale of each 
pixel is defined by an eight bit binary code, it will be 
appreciated that the level of greyScale may be defined by 
Smaller or larger bit codes, indeed, in general, in X-ray 
imagery the greyScale level per pixel is defined by ten or 
twelve bit binary codes. The method according to the 
invention may be used for compressing any digital image 
irrespective of the size of the bit code for defining greyScale 
values. The method according to the invention for compress 
ing the digital image comprises the following Steps which 
are set out in the flowchart of FIG. 2. In Step 1, the original 
X-ray image is acquired and Scanned for determining the 
actual greyScale value of each pixel. Step 2 then checks if 
there are gaps in greyScale values occurring in the acquired 
image. In other words, Step 2 checks if greyScale values are 
missing from the acquired image. If So, Step 2 modifies the 
acquired image for reducing the numerical differences 
between greyScale values occurring in the image to unity. 
Step 2 is only carried out where there are gaps in greyScale 
values occurring in the acquired image. Such gaps in grey 
Scale values could have been caused if the image had already 
been modified, for example, by contrast Stretching. In Such 
cases, many values of greyScale would be missing from the 
image, and Such gaps in the greyScale values would prevent 
Subsequent Steps of the method being carried out effectively, 
as will be described below. 

Step 3 checks for noise in the acquired image. If noise is 
present, the noise is separated from each pixel, and this is 
achieved by Separating the least Significant bit or bits from 
the greyScale values of the pixels. The Separated noise bits 
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are stored uncompressed as will be described below in 
asSociation with the compressed data So that they can be 
replaced during decompression of the image. 

In Step 4 the greyScale value of each pixel is predicted, the 
prediction being based on the determined actual greyScale 
values of its adjacent pixels as will be described in detail 
below. In this embodiment of the invention, three predic 
tions of greyScale values are made for each pixel. The three 
predicted greyScale values of each pixel are then compared 
with the actual value of the pixel and the values of the 
differences between the predicted values and the actual 
value are computed. The median difference value of the 
three difference values is Selected. 

In Step 5 the median difference values for the pixels are 
coded using variable length codes as will be described 
below. 

In Step 6, the coded median difference values for the 
pixels are packed, and the Separated noise bits, if noise bits 
were originally Separated, are also packed associated with 
the coded median difference values for the corresponding 
pixels. 

In Step 7, further compression of the packed bits may be 
carried out using any Suitable known lossleSS data compres 
Sion method, Such as LZW. Such general lossleSS data 
compression methods will be well known to those skilled in 
the art. The compressed image is then outputted to Storage 
or transmitted as desired. 

FIG. 3 illustrates a flowchart for decompression of the 
compressed image which comprises Steps 9 to 16, which as 
can be seen are effectively the reverse of Steps 1 to 8 of the 
compression flowchart of FIG. 2. The flowchart of FIG. 3 
will be briefly described below. 

For convenience, each of the Steps 1 to 8 will be described 
Separately below under Separate headings. 
Input Original Image 
AS the original digital image of the X-ray is being 

acquired, it is Scanned. Because each pixel defines the level 
of greyScale which the pixel represents in eight bit binary 
form, 256 levels of greyScale are available, and because the 
image is an X-ray image, in general, all 256 levels of 
greyScale will be present in the image if the image has not 
been altered, for example, by contrast Stretching or the like. 
On being scanned, should it be determined that all or 
Substantially all levels of greyScale are to be found in the 
image, Step 2, namely, the modification of the image for 
reducing the numerical differences between greyScale values 
to unity is not required, and is omitted. However, where 
large gaps occur in the greyScale values found in the image, 
the method of Step 2 is applied to the image as will. now be 
described. 
Modification of the Image to Reduce Greyscale Gaps 

Referring now to FIGS. 4 and 5, Step 2 for reducing the 
numerical differences between the greyScale values occur 
ring in the image will now be described. A histogram of the 
frequency of greyScale values occurring in the image is 
constructed. A typical histogram is illustrated graphically in 
FIG. 4, however, in practice the method will be carried out 
by a computer programme and the histogram will be pre 
pared in the form of FIG. 5(a). As can be seen from FIGS. 
4 and 5, none of the pixels in the image contain a greyScale 
value of 0. Four of the pixels contain a greyScale value of 1. 
There are no pixels with greyScale values of 2 and 3, and 
there are five pixels of greyScale value of 4. No pixels have 
a greyScale value of 5 and 6, but ten pixels have a greyScale 
value of 7. None of the pixels have a greyscale value of 8 or 
9 and eleven have a greyScale value of 10. For convenience, 
the entire image will not be considered here, however, 
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towards the top end of greyScale values, four pixels have a 
greyScale value of 247, none have greyScale values of 248 
and 249, and three have a greyscale value of 250, while none 
have greyscale values of 251 to 254. One pixel has a 
greyscale value of 255. In FIG. 5(a) the greyscale values are 
shown above the boxes and the frequency of occurrence of 
the greyScale values are shown by the numbers in the boxes. 
In order to reduce the differences between the greyScale 
values occurring in the image to unity, the look-up table of 
FIG. 5(b) is prepared. The greyscale value of 1 is assigned 
the greyscale value of 0 for the reduced modified image. The 
greyScale value of 4 is assigned the greyScale value of 1 for 
the reduced modified image, the greyScale value of 7 is 
assigned the value 2 for the reduced modified image, the 
greyScale value of 10 is assigned the greyScale value of 3 for 
the reduced modified image, and So on up to the greyScale 
value of 247 which is assigned the value of 92 for the 
reduced modified image, and So on up to the greyScale value 
of 255, which is assigned the value of 94 for the reduced 
modified image. The greyScale values of 4 to 91 are also all 
used in the reduced modified image. Accordingly, in the 
reduced modified image to which the remaining Steps of the 
method will be applied, the differences between the grey 
Scale values occurring in the image is unity. FIG. 5(c) 
illustrates an inverse look-up table for reproducing the 
original image during decompression as will briefly be 
described below. 

In preparing of the modified image the greyScale values of 
the pixels from 0 to 94 are assigned to the pixels of the 
acquired image in accordance with the look-up table of FIG. 
5(b). The reduced modified image is then subjected to Step 
3, as will now be described. 
Noise Separation 

In Step 3, the acquired image, or if the image has been 
Subjected to Step 2 the reduced modified image is Scanned 
to ascertain the level of noise. Any Suitable method may be 
used, for example, the number of noise planes may be 
calculated using bit plane entropy Statistics, which will be 
known to those skilled in the art. This will determine the 
number of least Significant bits to be separated from each 
pixel to reduce noise to an optimum level. This method will 
also determine if there is insufficient noise to justify 
Separation, and if So, the image is passed to Step 4. Where 
noise is present, typically, one to three least Significant bits 
will be separated. In this embodiment of the invention, the 
two least Significant bits are separated from the value of each 
pixel and Stored. Each pixel is then divided by four, namely, 
2' where n is the number of least significant bits which have 
been Separated, namely, in this case, two. This maintains the 
difference between the greyScale values occurring in the 
image or the reduced modified image at unity. The two least 
Significant bits which have been Separated from each pixel 
are Stored in pixel order for Subsequent bit packing which 
will be described below. After the step of noise reduction, 
the digital image is then Subjected to Step 4. 
Prediction of Greyscale Value 

Referring now to FIGS. 6 to 8, Step 4, the step of 
predicting the greyScale value in each pixel of the image will 
now be described. The image which is subjected to Step 4 
may be the acquired image if the image has not been 
Subjected to modification under Step 2 and noise Separation 
under Step 3. Alternatively, the image which is Subject to 
Step 4 may be a modified image which may or may not have 
been Subjected to noise Separation, or the acquired image 
which may or may not have been Subjected to noise Sepa 
ration. In this embodiment of the invention, the image has 
been modified and also Subjected to noise Separation. 
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12 
Referring initially to FIG. FIG. 6(a) illustrates a portion of 

the matrix of pixels 5, and pixel values are shown in Some 
of the pixels 5. These are the actual pixel values of the 
acquired image as it was acquired. FIG. 6(b) shows the 
modified values of the pixels from pixel P. to pixel 
Pol after the image had been modified under Step 2. FIG. 
6(c) shows pixel values for the same pixels as in FIG. 6(b) 
after the image has been Subjected to Step 3, namely noise 
reduction. It is the pixel values of FIG. 6(c) which are the 
actual values of the pixels which are used as a basis for 
making the three predicted values of the respective pixels. 

For the purpose of describing the method, the greyScale 
value of pixel P. will be described. The pixel value of 
pixel P is predicted based on the actual values of the 
following pixels: 

P-1P Pr-1; and Pri–1–1) 

The three predictions of the value of pixel Pare made 
and the differences between each predicted value and the 
actual value of the pixel P. from FIG. 6(c) are computed. 
A first prediction of the value of the pixel P is made 

based on the actual value shown in FIG. 6(c) of the pixel 
P-1 where the first predicted value of P is 

P1-P 1 

see FIG. 7(a). 
Since the value of the pixel P is equal to 6, the first 

predicted value 

P1-6. 

A second prediction of the value of the pixel P is based 
on the value shown in FIG. 6(c) of the pixel P. and is 
determined by the formula 

P2P 

see FIG. 7(b). 
Since the value of the pixel P-1 is 11, the second 

predicted value 

P2=11. 

A third prediction of the value of the pixel P is made 
based on the values shown in FIG. 6(c) of the pixels P 
P- and the gradient of the pixel values in rows i-1 
between the pixels P-1 j-11. and P-1 and the gradient of 
the pixel values in column j-1 between the pixels P 
and P. This is obtained from the formula 

PriPr-1'-(P-1Pl-1-1), 

see FIG. 7(c), where P3 is the third predicted value. 
The value of the pixel P - is 8 and since the values 

of the pixels P, and P are 6 and 11, respectively, the 
third predicted value P3 from the formula of FIG. 7(c) is 
9. 

The three predicted values Pli P2,land P3,and the 
actual value of the pixel P. are compared and the respec 
tive differences values between the predicted values and the 
actual value are computed. The difference values between 
the three predicted values and the actual value of pixel P. 
are shown in FIGS. 8(a) to (c). The difference value between 
the first predicted value and the actual value is +4, the 
difference value between the second predicted value and the 
actual value is -1, and the difference value between the third 
predicted value and the actual value is +1. In accordance 
with the method of the invention, the median difference 
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value is selected, which in this case is +1, see FIG. 8(d). The 
median difference value is then coded as will be described 
below in accordance with Step 5. Also in FIGS. 8(a), (b) and 
(c), the difference values between the first, second and third 
predicted values P1, P2 and P3, and the actual values of the 
pixels P1 to Po are also shown. The median differ 
ence values for the pixels P1 to Polare shown in FIG. 
8(d). The first, second and third predicted values, P1, P2 and 
3, respectively, are determined in the same manner as 
described above for determining the first, second and third 
predicted values Plf P2, and P3, respectively, and 
the respective difference values and the median values are 
likewise computed in Similar fashion as the difference values 
and median difference value for the pixel P. 

After each median difference value has been computed, 
the median difference value is encoded in accordance with 
Step 5 which will now be described. 
Difference Coding 

Referring now to FIGS. 9 and 10, the bit codes which are 
of variable length for coding the median difference values 
are illustrated in the look-up table of FIG. 9. The median 
difference value of 0 is the most frequently occurring median 
difference value, and thus the shortest bit code, namely, the 
one bit code “” is assigned to this. The median difference 
values of t1 are the next most frequently occurring median 
difference values and the next shortest bit codes which are 
three bit codes are assigned to these, and So on up to the 
median difference values of t6, to which eight bit codes are 
assigned. FIG. 10 illustrates the distribution of the median 
difference values for the X-ray image of FIG. 1. Each code 
of FIG. 9 is a unique code, and when read from the 
right-hand Side to the left-hand Side can be instantly iden 
tified as being a bit code for coding the median difference 
values, the Significance of this is that there is no need to 
indicate the beginning and end of the bit codes for the 
median difference values when the bit codes fare being bit 
packed as will be described below in relation to Step 6. 
AS discussed above, the bit codes for the difference values 

-6 and +6 are eight bit codes. Since the value of each pixel 
is provided in an eight bit code, there is no advantage in 
coding difference values over -6 or +6, Since the bit code 
would be longer than the actual bit code of the pixel. In such 
cases, where the median difference value exceeds +6 or -6, 
the actual value of the pixel is Stored and bit packed, See Step 
6 below. A first flag means is provided for flagging when an 
actual value of a pixel is being bit packed, and in this case, 
the first flag means is an eight bit code which is shown in the 
look-up table of FIG. 9 against the abbreviation “Lit 1'. The 
actual value referred to here is the value of the pixel after 
modification of the image under Step 2 and noise reduction 
under Step 3. Where a run of pixels is encountered where the 
median difference values in each case exceeds to, the actual 
values of the pixels in the run are bit packed. A Second flag 
means for indicating that a run of actual values of pixels is 
being bit packed is provided by an eight bit code which is 
shown in the look-up table of FIG. 9 against the abbreviation 
“Lit N”. After the eight bit code of the second flag the 
number of pixels in the run is provided in a four bit code, and 
then the eight bit values of the respective pixels in the run 
are bit packed, as will be described below. After the median 
difference value of each pixel has been coded or its actual 
value retained, the coded value or actual value is bit packed 
in a bit string in accordance with Step 6 which will now be 
described. 
Bit Packing 
The bit packing of the coded median difference values, the 

actual values of the pixels where appropriate and the Sepa 
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rated least significant noise bits will now be described with 
reference to FIGS. 11 and 12. FIG. 11 illustrates the median 

difference values for the string of pixels P1 to Po. The 
median difference values of three of the pixels exceeded itó, 
and thus the actual values of those pixels are retained. FIG. 
11 also shows the actual modified values of the pixels P. 
to Po as well as the values of the noise components, 
namely, the values of the two least significant noise bits 
separated from the pixels P to Pro FIG. 12 shows the 
bits of pixels P1 to Pobit packed into a string of bits. 
The median difference value of pixel P is +1, and the 
difference value code from the look-up table of FIG. 9 is 
101. The noise bits which had been separated from the pixel 
value are combined with the difference value code and 
included in the String. In this case, the noise bits which had 
been separated under Step 3 are the bits 01. For convenience 
and for ease of understanding FIG. 12, the least Significant 
bits which have been included along with the median 
difference value codes and actual values are underlined. The 
bits for each pixel of FIG. 12 are combined and illustrated 
in boxes. The value of the median difference value code or 
the actual value of the pixel which is bit packed for each of 
the pixels is shown above the relevant box. The median 
difference value of pixel P. is also +1, and thus the 
median difference value code is 101. The separated noise 
bits of 10 are combined with the median difference value 

code 101. In the case of pixel Pie the median difference 
value is -2, and thus the median difference value code is 
1100. The two least significant noise bits 11 which had been 
separated from pixel P. are combined with the median 
difference value code. The median difference values of 
pixels Prs and Pall being greater than t0, the actual 
values of 26 and 34, respectively, of these two pixels are 
included in the bit String. However, to indicate that the actual 
values of the two pixels Psand Paare being included 
in the bit string, the second flag “Lit 2 is included in the bit 
String preceding the actual values of these two pixels, and 
the second flag “Lit 2 is followed by the four bit code 
indicating that the next two values following the-Second-flag 
“Lit 2' are actual values. Since no noise bits were separated 
from the pixel Ps, the two bits 00 are combined with the 
actual value of the pixel P. The noise bits which were 
separated from the pixel P. of 01 are combined with the 
actual value of the pixel in the bit String. The median 
difference value code is bit packed for the pixels Poland 
P7 Since the median difference value of the pixel Ps 
exceeds itó, the actual value is bit packed along with the 
noise bits which had been Separated. In the case of the pixel 
Po the median difference value code is bit packed along 
with the noise bits which had been separated. 

After bit packing, the compression of the image according 
to the invention has been completed. The compressed bit 
packed image may then be Subjected to further well-known 
compression techniques, for example, LZW compression if 
desired. The bit packed image or the compressed bit packed 
image is then outputted along with relevant header infor 
mation which is required for decompression, and the com 
pressed bit packed image and the header information may be 
Stored or transmitted. The header information contains 
details of the image width, the height and the number of bits 
per pixel, in other words, the number of bits used for giving 
the greyScale value of each pixel in the originally acquired 
image. The header information also includes an indication as 
to whether or not the image was modified to reduce the gaps 
between the greyScale values occurring in the original 
image, and if So, the header information also includes the 
inverse look-up table. The header information includes the 
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number of least Significant bits which were separated in the 
compression method for optimising noise reduction. The 
header information also includes the algorithms used for 
predicting the levels of greyScale of each pixel. 

Turning now to FIG. 3, the steps of decompression will 
briefly be described. Under Step 9, the compressed image 
from Step 8 is acquired. Step 10 decompresses the bit 
packed image if the bit packed image had been Subjected to 
LZW compression or other well-known compression, using 
the appropriate decompression algorithm. Step 10 is omitted 
if the image acquired by Step 9 had not been subjected to 
Step 7. Step 11 then unpacks the bits and separates the least 
Significant bits from the coded median difference values or 
the actual values of the pixels as the case may be. The image 
from Step 11 is then subjected to Step 12 which using similar 
algorithms to those described with reference to Step 4 
predicts the values of the pixels and determines the median 
difference values. In Step 13, the median difference values 
are then decoded using the table of FIG. 9 in reverse, and the 
image is Subjected to Step 14 which returns the noise to the 
pixel values determined from Step 13. If the image was 
Subjected to reduction modification of Step 2, the image is 
subjected to Step 15 which by the use of the inverse look-up 
table of FIG. 5(c) reverses Step 2 of the compression 
method, and then Step 16 outputs a restored image which is 
identical to the original image acquired in Step 1. 

Returning now to FIGS. 7(e) and 7(f) two alternative 
prediction methods for predicting the value of pixel Pare 
illustrated. In each of these prediction methods, two further 
additional predictions of the pixel values of pixel Pare 
carried out as well as the first three predictions, P1, P2, 
and P3 already described. In the case of the method of 
FIG. 7(e), a fourth prediction P4 of the pixel value of 
pixel P is carried out based on the previous two pixels in 
the row i, namely, pixel P-, and pixel P-2 from the 
formula 

Since the pixel Pi,j 
311) is closer to the pixel Pithan is the pixel P-2, this 

latter pixel P-2 is weighted with a weighting of 2. Pixel 
P-2 gives the gradient of the pixel values between the 
pixel P-2 and the pixel P-1. The fifth prediction P5 
is carried out based on the two adjacent pixels in the column 
j, namely, pixels P_1 and pixel P-2 in similar fashion 
from the formula 

PSF2xP 1-P 2. 

The pixel P. being closest to the pixel P is given a 
Weighting of 2, while the pixel P-2 gives the gradient. 

In this embodiment of the invention, the difference values 
between the five predicted values, P1,i P2. P3,i P4. 
and P5 and the actual value of the pixel Pare computed 
and the median difference value of the five difference values 
is Selected. 

In the case of FIG. 7(f), the fourth and fifth predictions 
which for convenience are referred to as P6, and P7 are 
based on pixels which are diagonally aligned with the pixel 
P. from the formulae 

P6-2xP-11-P 2-2 and 

P7-2xP-11-P-22 

The closest pixels to the pixel P. of the diagonally 
aligned pixels, namely, pixels P-1-1 and P-11 are 
respectively weighted with a value of 2. The pixels P-22 
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and P22 give the gradient of the pixel values between 
the pixels P-2-2 and P-1-1 and P-22 and P-11 
respectively. In this case, the difference values between the 
five predicted values Pli P2 - P3 P6, and P7 
and the actual value of the pixel P. are computed and the 
median difference value of the five difference values is 
Selected. 
By using five predictions as opposed to three, the median 

difference values, in general, will be closer to Zero. 
The method according to the invention may be imple 

mented in hardware or Software, typically, it will be imple 
mented in Software on a computer, however, it may be 
implemented in an integrated circuit chip. A typical com 
puter programme in pseudo-code is Set out in FIGS. 13 and 
14, and a flow diagram of the computer programme is 
illustrated in FIG. 15. The computer programme will now be 
briefly described, however, it will be readily apparent to 
those skilled in the art that many other Suitable programmes 
for implementing the method may be used without departing 
from the Scope of the invention. The computer programme 
of FIGS. 13 and 14 makes two passes over the digital image. 
The first pass will be described with reference to FIG. 13, 
and the second pass will be described with reference to FIG. 
14. The first pass comprises three functions. The first func 
tion is to prepare the greyScale values frequency array from 
the digital image. The Second function is to calculate the 
greyScale value reduction and restoration look-up tables, in 
other words, the forward look-up table of FIG. 5(b) for 
preparing a reduced modified digital image and the inverse 
look-up table of FIG. 5(c) for restoring the modified reduced 
image to its original form after decompression. The third 
function determines the number of least Significant bits to be 
Separated from the greyscale value of each pixel for opti 
mising noise reduction. 

Line 1 of the programme clears the grey level frequency 
arrayS. Lines 2 and 3 on Scanning of the image prepares the 
frequency array of FIG. 5(a) by incrementing the greyscale 
value frequency count of each greyScale value as a pixel of 
that greyScale value is located in the image. Lines 4 and 5 
create the forward looking look-up table of FIG. 5(b) and the 
inverse look-up table of FIG. 5(c). Lines 6, 7, 8 and 9 
calculate for each bit plane Starting with the least significant 
bit plane the entropy Statistic and the run Statistic. If either 
test indicates noise then the function breaks and increments 
the noise plane NR by one. Determination of the number of 
least significant bits to be separated using bit plane entropy 
statistics will be well known to those skilled in the art. 
The Second pass of the computer programme will now be 

described with reference to FIG. 14. Pass 2 comprises two 
programme functions. The first function outputs image 
header information for use in decompression, and the Second 
function compresses the data in accordance with the method. 
Lines 1,2 and 3 of the first function of the second pass forms 
the image header which includes the image width, height 
and bits per pixel. The header also includes the number of 
least Significant bits Separated for optimising noise reduction 
and the inverse look-up table for restoring the greyScale 
level of the compressed image to form the original image 
after decompression. This header information as well as 
other header information discussed above is outputted with 
the compressed image. The Second programme function 
which compresses the image commences with Line 4 which 
calls Function 1 of the first pass to prepare the greyScale 
frequency array of FIG. 5(a). Line 5 of the second pro 
gramme function of the Second pass calls the Second func 
tion of the first pass for calculating the forward look-up table 
and the inverse look-up table of FIGS. 5(b) and (c). Line 6 
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of the Second programme function of the Second pass calls 
the third function of the first pass, namely, the function 
which calculates the number of least significant bits to be 
Separated. Line 7 of the Second pass calls the output image 
header information. The Second pass then moves on to Line 
8, and for each pixel in the image, Line 8 applies the 
greyscale level reduction look-up table of FIG. 5(b) for 
preparing a modified image with numerical differences 
between the greyScale values occurring in the image reduced 
to unity. Line 9 of the Second pass Separates the appropriate 
number of least significant bits from the bit value of each 
pixel and then divides the remaining bit value of the pixel by 
2" where n equals the number of least Significant bits 
Separated for noise reduction. Line 10 of the Second pass 
makes the relevant number of predictions of the value of 
each pixel and Line 11 compares the predicted values with 
the actual value of the pixel and computes the difference 
values between the respective predicted values and the 
actual value. Line 11 also Selects the median difference value 
from the difference values of each pixel. Line 12 checks if 
the absolute median difference value is less than or equal to 
6, and if So, Line 13 Selects the appropriate variable length 
bit code corresponding to the median difference value from 
the look-up table of FIG. 9 and outputs the appropriate 
variable length bit code for the pixel. If it is determined that 
the absolute value of the median difference value is greater 
than 6 then Line 14 Selects the appropriate code, namely, 
“Lit 1' or “Lit N” which is outputted and Line 15 outputs the 
actual pixel value after the relevant bit code “Lit 1' or “Lit 
N”. Should a run of pixels occur where the actual value is 
to be outputted, the number of actual values in the run is 
outputted after the code for “Lit N” in a four bit code as 
already described. Line 16 outputs the separated least Sig 
nificant bits along with either the variable length bit code of 
each pixel or the actual value of each pixel as appropriate. 

Turning now to FIG. 15 the flow diagram of the computer 
programme will now be briefly described. The digital image 
data is received and the predictor type is Selected. This will 
normally be selected by the operator. In other words, the 
operator will Select whether three predictions of pixel value 
are to be made for each pixel, five and possibly Seven, and 
the operation will also determine the algorithms for making 
each prediction. The acquired digital image data is passed to 
block 1 which identifies the bit planes containing noise and 
determines the number of least Significant bits to be: 
Separated, if any. The digital image data is also passed 
through block 2 which prepares the greyScale frequency 
array of the type illustrated in FIG. 5(a). The histogram of 
frequencies is then passed to block 3 which prepares the 
look-up table of the type of FIG. 5(b). The histogram of 
frequencies is also passed to block 4 which prepares the 
inverse look-up table of the type illustrated in FIG. 5(c) for 
restoring the image. The digital image data is also passed to 
block 5 which reduces the greyScale values of the image 
using an appropriate look-up table of the type of FIG. 5(b). 
The modified image resulting from block 5 is passed to 
block 6 where the number of least significant bits deter 
mined by block 1 are separated from the modified image. 
The modified image with the least Significant bits having 
been Separated is then passed to block 7 which prepares the 
relevant number of predictions of greyScale value for each 
pixel based on the Selected number of predictions to be 
made, and compares the predicted values with the actual 
greyScale value of the pixel of the modified image and 
computes the difference values between the respective pre 
dicted values and the actual value. Block 7 then selects the 
median difference value of the difference values. Block 8 
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checks if the absolute value of the median difference value 
for each pixel is less than or equal to 6. If less than or equal 
to 6, the difference value is coded using the variable length 
codes of FIG. 9 by block 9. Should block 8 determine that 
the absolute value of the median difference value is greater 
than 6, the appropriate bit code "Lit 1' indicating an actual 
value is outputted by block 10 and the actual value of the 
pixel is subsequently outputted by block 11 to form a bit 
stream of the type of that of FIG. 12. The image may then 
be stored or transmitted or subjected to further known 
compression and then Stored or transmitted. 
The advantages of the invention are many. By virtue of 

the fact that a number of predictions of the greyScale value 
of each pixel are made, any noise which may occur in 
individual predicted values is separated by virtue of the fact 
that the median difference value based on the predictions is 
selected. By virtue of the fact that the code used for encoding 
the median difference values is a variable length bit code, 
efficient compression of data is achieved and by assigning 
the shortest codes to the median difference values most 
frequently occurring, further Significant reduction of the 
compressed image is achieved. 
Where the acquired image has already been modified by 

contrast Stretching, reducing the numerical differences 
between the greyScale values occurring in the image to unity 
considerably improves the compression process. Since most 
naturally occurring images, typically, X-ray images, gener 
ally do not have Sudden jumps in greyScale values between 
adjacent pixels, and thus if the differences between the 
greyScale Values occurring in the image is unity, in general, 
the difference in greyScale values between adjacent pixels 
should be relatively low and commonly in the order of 0 to 
6. This, thus, ensures that the median difference values 
between the predicted and actual values of pixels will be 
relatively Small, and in most cases, below t1, See the 
distribution of difference values of FIG. 10. This further 
enhances the reduction which can be achieved during com 
pression. Separation of noise from the bit values of each 
pixel prior to compression further adds to the efficiency of 
compression, Since it has been found that the compression of 
noise gives no benefit. The use of median values of the 
difference values achieves two important advantages in one 
Step. Firstly, it combines the results of Several matched 
predictions, and these matched predictions are Selected to 
work well in combination and each one is Selected to 
respond to particular features in the image data. Secondly, 
noise in a pixel on which an individual prediction is made is 
reduced by ignoring values of Spurious predictions. This is 
important Since the most effective predictions are based on 
a Small matrix of immediate neighbouring values of pixels, 
and Such predictions may be Subject to considerable noise. 
This matrix of neighbourhood pixels which is available for 
predicting the value of the pixel P. can clearly be seen in 
FIG. 6. It will be apparent to those skilled in the art that only 
previous values of the current row and previous rows are 
available for prediction if the compression and decompres 
Sion is performed in a Scan line order. 

In general, it has been found that the method according to 
the invention provides relatively high compression ratioS 
typically of the order of 4:1, with no loSS of image data. 

It will be appreciated by those skilled in the art that since 
the first pixel in the first row and in the first column, in other 
words, pixel Piwill be the first pixel to be scanned, it will 
not be possible to make a prediction for this pixel, and thus, 
the actual value of the first pixel will be bit packed in the bit 
Stream in the appropriate manner as already described. 
Similarly, Since it is not possible to base predictions for the 
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pixels in the first row on pixels in a previously occurring 
row, a lesser number of predictions will be made for the 
pixels P2 onwards in the first row. In cases where three 
predictions are being made as described with reference to 
FIGS. 7(a), (b), (c) and (d), in general, only the prediction 
of FIG. 7(a), namely, prediction P1 will be made for the 
pixels in the pixels from Ponwards for the first row. The 
difference values computed between the predicted values 
and the actual values of the relevant pixels will then be 
encoded. The header information Stored and transmitted 
with the bit packed image will include the algorithm or 
algorithms used for making the predictions of the predicted 
values of the pixels in the first row of the image. It will be 
appreciated that where five predictions are being made of the 
greyScale value for each pixel using the predictions of FIGS. 
7(e) or (f), it will not be possible to make five predictions for 
the pixels in the first two rows, and accordingly, these first 
two rows of the image will be treated as just described. 

It will be appreciated that while the compression method 
has been described as comprising the eight Steps of FIG. 2, 
as already discussed where an acquired image has not been 
altered with resultant gaps in greyScale values, Step 2 may 
be omitted. Similarly, in certain cases, Step 3 may be 
omitted. Firstly, Step 3 may be omitted if there is little noise 
in the acquired image, and even where there is noise in the 
acquired image, in certain cases, Step 3 may be omitted. 
Steps 4, 5 and 6 of FIG. 2 are essential to the invention, 
however, it will be appreciated that any odd number of 
predictions of pixel values may be made once there are at 
least three predictions in order to provide a median differ 
ence value. It will also be appreciated that while Specific bit 
codes have been described for coding the median difference 
values, other Suitable bit codes may be provided, although, 
as discussed above, it is important that the bit codes should 
be of the shortest length possible, and preferably, of variable 
length, the codes of Shortest lengths being assigned to the 
most frequently occurring median difference values. While 
bit packing is essential to the invention, other Suitable bit 
packing methods may be used. 
AS discussed above, it will be appreciated that the number 

of bits defining the greyScale value of each pixel is irrelevant 
to the method of the present invention. The method for 
compressing digital image data according to the invention 
may be used irrespective of the number of bits defining the 
greyScale values of the pixels. Indeed, it will be appreciated 
that the higher the number of bits which define the greyscale 
values of the pixels, the more efficient will be the compres 
Sion. Furthermore, where more than eight bits are used for 
defining greyScale values, for example, ten to twelve bits, it 
is envisaged that where noise does occur, more than the two 
least Significant bits may be separated from the value of each 
pixel if necessary, in certain cases, it is envisaged that up to 
four, and possibly, five least Significant bits may be sepa 
rated from the pixel value. 

It will also be appreciated that the order in which the steps 
of the method according to the invention is carried out may 
be altered. For example, noise Separation may be carried out 
on the acquired image prior to modification of the image to 
reduce the numerical differences between the greyScale 
values occurring in the image. 

While the method has been described for use in com 
pressing a digital X-ray image in black and white with 
greyScale, it will be appreciated that the method may also be 
used for compressing a digital colour image where the pixels 
define the intensities of the respective primary colours. In 
Such cases, the image would comprise a set of three images, 
one for each of the three primary colours, and the image for 
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each colour may be compressed Separately, or, alternatively, 
the images may be compressed simultaneously, where either 
the rows or columns of pixels would correspond to a row or 
column of pixels extending from colour image to colour 
image. 
The invention is not limited to the embodiment herein 

before described which. may be varied in construction and 
detail. 
What is claimed is: 
1. A method for compressing digital image data, the 

method comprising the Steps of 
Sequentially Scanning a plurality of regions of the image 

data and determining the actual values of the image 
data in respective regions, 

making at least three predictions of the value of image 
data for each of at least Some of the regions based on 
the determined actual values of the image data of Some 
of the already Scanned regions which are adjacent to the 
region for which the value of image data is being 
predicted, 

comparing each of the at least three predicted values of 
image data with the actual value of image data of the 
corresponding region for each region for which a 
prediction is made, 

computing the values of the differences between the 
respective predicted values of image data and the actual 
value of image data for each region for which a 
prediction is made, 

Selecting the median difference value of the at least three 
difference values for each region for which a prediction 
is made, and 

compressing the respective median difference values, 
wherein 

a first one of the at least three predictions of image data 
values of each region for which a prediction is being 
made is based on the actual image data value of a 
first region adjacent to the region for which the 
prediction is being made, the first region lying in a 
row in which the region for which the prediction is 
being made lies, 

a Second one of the at least three predictions of image 
data values of each region for which a prediction is 
being made is based on the actual image data value 
of a Second region adjacent to the region for which 
the prediction is being made, the Second region lying 
in a column in which the region for which the 
prediction is being made lies, 

a third one of the at least three predictions of image data 
values of each region for which a prediction is being 
made is based on the gradients of actual image data 
values from a third region to the first region and from 
the third region to the Second region, the third region 
being located adjacent to the first and Second regions 
and lying in the row in which the Second region lies, 
and in the column in which the first region lies, and 

at least Some of the at least three predictions of image 
data values of each region for which a prediction is 
made are based on the actual image data values of at 
least two regions, one of which lies closer to the 
region for which the prediction is being made than 
the others of the Said at least two regions, the actual 
image data values of the Said at least two regions 
being weighted in proportion to their closeness to the 
region for which a prediction is being made. 

2. A method as claimed in claim 1 in which the image data 
is Scanned region by region as a matrix array of regions. 
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3. A method as claimed in claim 1 in which each third 
prediction of the image data value takes into account the 
Slopes of the gradients. 

4. A method as claimed in claim 1 in which the at least 
three predictions of image data values are made for every 
region of the digital image. 

5. A method as claimed in claim 1 in which the respective 
median difference values are compressed by encoding the 
median difference values with respective variable length 
codes, unique codes being assigned to the respective median 
difference values. 

6. A method as claimed in claim 5 in which the shortest 
code is assigned to the most frequently occurring median 
difference value, and the longest code is assigned to the least 
frequently occurring median difference value. 

7. A method as claimed in claim 5 in which the codes are 
different for the positive and negative values of the same 
absolute median difference values. 

8. A method as claimed in claim 5 in which the codes 
assigned to the median difference values are binary codes. 

9. A method as claimed in claim 5 in which the bit length 
of the longest code for the median difference values does not 
exceed the bit length of the data value of any region. 

10. A method as claimed in claim 5 in which the actual 
data value of a region is retained instead of the median 
difference value for each region for which the median 
difference value exceeds a predetermined value. 

11. A method as claimed in claim 10 in which a first flag 
means is Set to indicate that the data following the flag 
means is the actual data value of the region. 

12. A method as claimed in claim 10 in which a second 
flag means is Set to indicate a run of actual data values where 
the median difference values of a run of regions exceeds a 
predetermined value. 

13. A method as claimed in claim 12 in which the number 
of actual data values included in the run is associated with 
the Second flag means. 

14. A method as claimed in claim 12 in which the second 
flag means is provided before the run of actual data values. 

15. A method as claimed in claim 5 in which the coded 
median difference values and the actual data values for the 
respective regions are Stored in a predetermined format for 
Subsequent retrieval and decompression. 

16. A method as claimed in claim 5 in which the most 
frequently occurring median difference value is assigned the 
value Zero. 

17. A method as claimed in claim 11 in which noise is 
Separated from the image data by Separating at least the least 
Significant bit from the value of the data in the respective 
regions in which a prediction of the image data value is to 
be made, and from the regions on which the predictions are 
to be based prior to the prediction being made, and the 
Separated least Significant bits are Stored in association with 
the corresponding compressed median difference values of 
the respective regions. 

18. A method as claimed in claim 17 in which the data 
values remaining of the respective regions from which one 
or more least significant bits have been Separated is divided 
by 2" where n is equal to the number of least significant bits 
Separated. 

19. A method as claimed in claim 17 in which at least 
Some of the digital image data is Scanned prior to the 
Separation of noise for determining the number of least 
Significant bits to be separated. 

20. A method as claimed in claim 1 in which the image 
data value of each region defines a value of greyScale 
between and including black and white. 
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21. A method as claimed in claim 1 in which the image 

data value of each region defines a value of intensity of a 
colour in a colour image. 

22. A method as claimed in claim 1 in which the com 
pressed data values of the digital image are Stored in a 
predetermined format for retrieval thereof for Subsequent 
decompression. 

23. A method as claimed in claim 1 in which each region 
defines a pixel. 

24. A method as claimed in claim 1 in which the digital 
image is in raster format. 

25. A method as claimed in claim 1 in which the method 
is carried out on an acquired image after the image has been 
acquired. 

26. A method as claimed in claim 1 in which the method 
is carried out on an acquired image while the image is being 
acquired “on-the-fly”. 

27. A method as claimed in claim 1 in which the method 
is carried out on the acquired image with intermediate 
Storage or in parallel with intermediate Storage. 

28. A method as claimed in claim 1 in which the image in 
compressed form is Suitable for Storing and/or transmission. 

29. A method as claimed in claim 1 in which the method 
is used for compressing a three dimensional image, and one 
of the axes of the three dimensional image is time, the time 
axis forming a row or column of the matrix, and that row or 
column forming the row or column as the case may be in 
which a region or regions are located which form a basis for 
predicting a data value of a region. 

30. A method as claimed in claim 1 in which the method 
further comprises the Step of decompressing the compressed 
image data, the decompression method comprising the Steps 
in reverse order to the order of the Steps of the compression 
method. 

31. A method for compressing digital image data, the 
method comprising the Steps of 

Sequentially Scanning a plurality of regions of the image 
data and determining the actual values of the image 
data in respective regions, 

modifying the image data values for reducing the numeri 
cal difference between the actual data values occurring 
in the image data, the image data values being modified 
by arranging the determined actual image data values 
occurring in the image data in the form of a Series of 
actual image data values in ascending order of image 
data Values, assigning each actual image data Value 
occurring in the image a modified image data value So 
that the numerical difference between the adjacent 
modified image data values is less than the numerical 
difference between the respective adjacent actual image 
data values in the Series, 

making at least three predictions of the value of image 
data for each of at least Some of the regions based on 
the modified image data values of the image data of 
Some of the already Scanned regions which are adjacent 
to the region for which the value of image data is being 
predicted, 

a first one of the at least three predictions of image data 
values of each region for which a prediction is being 
made being based on the modified image data value of 
a first region adjacent to the region for which the 
prediction is being made, the first region lying in a row 
in which the region for which the prediction is being 
made lies, 

a Second one of the at least three predictions of image data 
values of each region for which a prediction is being 
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made being based on the modified image data value of 
a Second region adjacent to the region for which the 
prediction is being made, the Second region lying in a 
column in which the region for which the prediction is 
being made lies, and 

a third one of the at least three predictions of image data 
values of each region for which a prediction is being 
made being based on the gradients of modified image 
data values from a third region to the first region and 
from the third region to the Second region, the third 
region being located adjacent to the first and Second 
regions and lying in the row in which the Second region 
lies, and in the column in which the first region lies, 

comparing each of the at least three predicted values of 
image data with the modified image data value of the 
corresponding region for each region for which a 
prediction is made, 

computing the values of the differences between the 
respective predicted values of image data and the 
modified image data value for each region for which a 
prediction is made, 

Selecting the median difference value of the at least three 
difference values for each region for which a prediction 
is made, and 

compressing the respective median difference values. 
32. A method as claimed in claim 31 in which the 

modified image data values are assigned So that the differ 
ence between modified image data values which correspond 
to adjacent actual image data values in the Series of actual 
image data values is unity. 

33. A method as claimed in claim 31 in which the 
modified image data values and the actual image data values 
are cross-referenced in a look-up table. 

34. A method as claimed in claim 33 in which an inverse 
look-up table based on the modified and the actual image 
data values is prepared for use in Subsequent reconstruction 
of the image. 

35. A method as claimed in claim 33 in which each 
look-up table is Stored with the Stored compressed median 
difference values. 

36. A method as claimed in claim 33 in which a histogram 
of the actual image data values occurring in the image data 
is formed for preparing each look-up table. 

37. A method for compressing digital image data, the 
method comprising the Steps of 

Sequentially Scanning a plurality of regions of the image 
data and determining the actual values of the image 
data in respective regions, 

modifying the image data values for reducing the numeri 
cal difference between the actual data values occurring 
in the image data, the image data values being modified 
by arranging the determined actual image data values 
occurring in the image data in the form of a Series of 
actual image data values in ascending order of image 
data Values, assigning each actual image data Value 
occurring in the image a modified image data value So 
that the numerical difference between the adjacent 
modified image data values is less than the numerical 
difference between the respective adjacent actual image 
data values in the Series, 

making at least three predictions of the value of image 
data for each of at least Some of the regions based on 
the modified image data values of the image data of 
Some of the already Scanned regions which are adjacent 
to the region for which the value of image data is being 
predicted, 
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comparing each of the at least three predicted values of 

image data with the modified image data actual value of 
the corresponding region for each region for which a 
prediction is made, 

computing the values of the differences between the 
respective predicted values of image data and the 
modified image data value data for each region for 
which a prediction is made, 

Selecting the median difference value of the at least three 
difference values for each region for which a prediction 
is made, and 

compressing the respective median difference values. 
38. A method for compressing digital image data, the 

method comprising the Steps of 
Sequentially Scanning a plurality of regions of the image 

data and determining the actual values of the image 
data in respective regions, 

making at least three predictions of the value of image 
data for each of at least Some of the regions based on 
the determined actual values of the image data of Some 
of the already Scanned regions which are adjacent to the 
region for which the value of image data is being 
predicted, 

comparing each of the at least three predicted values of 
image data with the actual value of image data of the 
corresponding region for each region for which a 
prediction is made, 

computing the values of the differences between the 
respective predicted values of image data and the actual 
value of image data for each region for which a 
prediction is made, 

Selecting the median difference value of the at least three 
difference values for each region for which a prediction 
is made, and 

compressing the respective median difference values, 
wherein 

at least Some of the at least three predictions of image 
data values of each region for which a prediction is 
made are based on the actual image data values of at 
least two regions, one of which lies closer to the 
region for which the prediction is being made than 
the others of the Said at least two regions, the actual 
image data values of the Said at least two regions 
being weighted in the proportion to their closeness to 
the region for which a prediction is being made. 

39. Apparatus for compressing digital image data, the 
apparatus comprising 

a means for Sequentially Scanning a plurality of regions of 
the image data and for determining the actual values of 
the image data in respective regions, 

a means for making at least three predictions of the value 
of image data in each of at least Some of the regions 
based on the determined actual values of Some of the 
already Scanned regions which are adjacent to the 
region for which the image data is being predicted, 

a means for comparing each of the at least three predicted 
values of image data with the actual value of image data 
of the corresponding region for each region for which 
a prediction is made, 

a means for computing the values of the differences 
between the respective predicted values of image data 
and the actual value of image data for each region for 
which a prediction is made, 

a means for Selecting the median difference value for each 
region for which a prediction is made, and 
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a means for compressing the respective median difference third region to the first region and from the third 
values, region to the Second region, the third region being 

wherein, located adjacent to the first and Second regions and 
the means for making the at least three predictions adjacent to the region for which the prediction is 

comprises: 5 being made and lying in the row in which the 
a means for making a first one of the at least three 

predictions of image data values which is based on 
the actual image data value of a first region 
adjacent to the region for which the prediction is 
being made, the first region lying in a row in 10 
which the region for which the prediction is being 
made lies, 

a means for making a Second one of the at least three 
predictions of image data values which is based on 
the actual image data value of a second region 15 

Second region lies, and lying in the column in 
which the first region lies, and 

at least Some of the means for making the first, 
Second and third predictions of image data values 
of each region for which a prediction is being 
made comprises a means for making the predic 
tion based on the actual image data values of at 
least two regions, one of which lies closer to the 
region for which the prediction is being made than 

adjacent to the region for which the prediction is the others of the said at least two regions, the 
being made, the Second region lying in a column actual image data values of the Said at least two 
in which the region for which the prediction is regions being weighted in proportion to their 
being made lies, and closeness to the region for which a prediction is 

a means for making a third one of the at least three 20 being made. 
predictions of image data values which is based on 
the gradients of actual image data values from a k . . . . 


