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Efficient Resource Utilization in Data Centers

TECHNICAL FIELD
LULHEY This disclosure relates to efficient resource utilization in data centers upon a

system failure.

BACKGROUND
18082} A distributed systern generally includes many loosely coupled computers,
cach of which typically includes a computing resource (€.g., one or more processors)
and/or storage resources {¢.g., merory, flash memory, and/or disks). A distributed
storage sysiern overlays a storage abstraction {e.g., key/value store or file system ) on the
storage resources of a distributed system. In the distributed storage system, a server
Process running ou one coraputer can export that computer’s resources o client processes
runming on other computers. Remote procedure calls (RPC) may transfer data from
server processes to clicnt processes. Alternatively, Remote Direct Memory Access
(RBMA) primitives may be used to transfer data from server hardware to client

PrOCOSSCs.

SUMMARY
18063} One aspect of the disclosure provides a method for efficiently using resources
{(e.g., processors and/or memory devices) in data centers. The method includes
identifying high-avaiiability jobs and low-availability jobs that demand usage of
resources of a distributed system and determining a first quota of the resources available
to low-availability jobs as a quantity of the resources available during normal operations.
The method optionally includes determining a second quota of the resources available to
high-availability jobs as a quantity of the resources available during normal operations
minus a quantity of the resources lost due to a tolerated event. The method ray include
executing the jobs on the resources of the distributed system and constraining a total
usage of the resources by both the high-availabiity jobs and the low-availability jobs to

the quantity of the resources available during normal operations.
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8084 implementations of the disclosure may include one or more of the following
optional features. In some implementations, the resources include data processing
devices, networking systems, power systems, or cooling systems. For these types of
resources, the method may include migrating or re-executing jobs assigned to resources
fost due to the tolerated event o remaining resources,

16685] In some implementations, the resources include non-transitory merory
devices {also referred to as storage resources). For this type of resource, the method may
include leaving jobs assigned to the lost resources without reassigning the jobs to
remaining resources and reconstructing any unavailable data associated with the lost
resources. Storage resources have two types of usage: a byte usage / storage capacity;
and an access bandwidth (such as the number of input/output operations per sccond
allowed to hard disk storage or the amount of spindle utilization/access allowed for such
storage). The allocation of jobs to storage resources may depend on tis type of usage. In
some examples, up to 100% of the normal byte usage / storage capacity may be assigned
to high-availability jobs, whereas a fraction of the normal bandwidth (spindle usage) may
be assigned to high-availability jobs.

[6086] The method may inchude determining the second quota of the resource
available to high-availability jobs as the quantity of the resources available during normal
operations minus the quantity of the resources lost duc to a tolerated event minus an
inercased quantity of the remaining resources needed due to the tolerated event.
Additionally or alternatively, the method may include limiting a sum of the first quota
and the second quota to a maximum quota.

18307} In some implementations, the method inchudes monitoring a usage of the
resources by the high-availability jobs. When a high-availability job exceeds a threshold
usage, the mocthod includes downgrading the high-availability job to a low-availability
job. The method may include lowering the first quota of the resources available to low-
availability jobs for a period of time before the tolerated event and increasing the second
quota of the resources available to high-avatlability jobs for the period of time before the
tolerated event. Additionally or alternatively, the method may include suspending or
ending at least some of the low-availability jobs for the period of time before the

tolerated event.

o
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[ 8088 in some cxamples, the method includes determining the quantity of the
resources lost due to a tolerated event based on an assignment of the jobs to particalar
resources and a system hierarchy of the distributed system. The system hierarchy
mcludes systerm domains. Each system domain has an active state or an inactive state.
The system hicrarchy may include system levels, such as first, second, third, and fourth
systera levels. The first system level corresponds to host machines of data processing
devices, non-transitory memory devices, or network mterface controllers. Each host
maching has a system domain. The second system level corresponds to power deliverers,
communication deliverers, or cooling deliverers of racks housing the host machines.
Each power deliverer, communication deliverer, or cooling deliverer of the rack has a
systera domain. The third system level corresponds to power deliverers, coramunication
deliverers, or cooling deliverers of cells having a system domain. Fach power deliverer,
communication deliverer, or cooling deliverer of the cell has a system domain. The
fourth system level corresponds to a distribution center module of the cells, gach
distribution center module having a system: domain.

16069} Another aspect of the disclosure provides a system for efficicotly utilizing
resources of a distributed systern. The system includes resources of a distributed system
and a computer processor in communication with the resources. The computer processor
tdentifies high-availability jobs and low-availability jobs that demand usage of the
resources and determines a first quota of the resources available to low-availability jobs
as a quantity of the resources available during normal operations. The computer
processor may optionally determine a second quota of the resources available to high-
availability jobs as a quantity of the resources available during normal operations minus a
guantity of the resources lost due to a tolerated cvent. The processor executes the jobs on
the distributed system and constrains a total usage of the resources by both the high-
availability jobs and the low-availability jobs to the quantity of the resources available
during vormal operations.

18816} This aspect may include one or more of the following optional features. In
sorc imaplementations, the system resources include data processing devices, networking

systems, power systems or cooling systems. For these types of resources, the computer



[91]

(53]

WO 2015/116490 PCT/US2015/012629

processor may migrate or re-execute jobs assigned to resources lost due to the tolerated
event to remaining resources.

16611} in some implementations, the system resources include non-transitory
memory devices. For this type of resource, the computer processor may leave jobs
assigned to the lost resources without reassigning the jobs to remaining resources and
reconstructs any unavailable data associated with the lost resources.

16612} The computer processor may determine the second quota of the resources
available to high-availability jobs as the guantity of the resources available during normal
operations minus the quantity of the resources lost due to a tolerated event mainus an
increased quantity of the remaining resources needed due to the tolerated event.
Additionally or alternatively, the computer processor may limit a sum of the first quota
and the second quota to a maximum quota.

(8613} In some implementations, the computer processor monitors a usage of the
resources by the high-availability jobs. When a high-availability job exceeds a threshold

usage, the computer processor downgrades the high-availability job to a low-avatlability

job. The computer processor may further lower the first quota of the resources available

to low-availability jobs for a period of time before the tolerated event and increase the
second quota of the resources available to high-availability jobs for the period of time
before the tolerated event. Additionally or alternatively, the computer processor may
suspend or end at least some of the low-avatlability jobs for the pertod of time before the
tolerated event.

(80614} In some exaraples, the computer processor determines the quantity of the
resources fost due to a tolerated event based on an assignment of the jobs to particular
resources and a systemn hierarchy of the distributed system. The system hicrarchy
includes system domains. Each systern domain has an active state or an inactive state.
The system hicrarchy may include systemn levels, such as first, second, third, and fourth
system levels. The first system level corresponds to host machines of data processing
devices, non-transitory memory devices, or network interface controllers. Each host
machine has a systera domain. The second system level corresponds to power deliverers,
communication deliverers, or cooling deliverers of racks housing the host machines.

Each power deliverer, cormrnunication deliverer, or cooling deliverer of the rack has a
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system domain. The third system level corresponds to power deliverers, communication
deliverers, or cooling dehiverers of cells having associated racks. Each power deliverer,
communication deliverer, or cooling deliverer of the cell has a system domain. The
fourth system level corresponds to a distribution center module of the cells, cach
distribution center module having a system domain.

0015} Another aspect of the disclosure provides, a method that includes identifying
high-availability jobs and low-availability jobs that demand usage of resources of a
distributed system, determining a first quota of the resources available to low-availability
jobs as a quantity of the resources available doring normal operations, and determining a
second quota of the resources available to high-availability jobs based on a respurce type.
For storage capacity resources, the second guota of the resources availabic to high-
availability jobs is the guantity of the resources avatlable during normal operations. For
storage bandwidth resources, the second quota of the resources available to high-
availability jobs is the quantity of the resources available during normal operations minus
a quantity of the resources lost due to a tolerated event and minus an increased quantity
of the remaining resources needed due to the tolerated event. For other (i.e., non-storage)
resources, the second quota of the resources available to high-availability jobs is the
guantity of the resources available during normal operations winus the guantity of the
resources lost due to a tolerated event. The method further inchudes executing the jobs on
the resources of the distributed system and constraining a total usage of the resources by
both the high-availability jobs and the low-availability jobs to the quantity of the
resources available during normal operations.

18616} The details of one or more implementations of the disclosure are set forth in
the accompanying drawings and the description below. Other aspects, features, and

advantages will be apparent frown the description and drawings, and from the claims.

DESCRIPTION OF DRAWINGS
18017 FIG. 1A 18 a schematic view of an exemplary distributed system.
6618 FIG. 1B 15 a schematic view of an excraplary distributed syster having a ccll
of resource hosts managed by a job management system.

[6619] FIG. 2 1s a schematic view of an exemplary curator for a distributed system.
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8626} FI(. 3Ais a schematic view of an exemplary file split into replicated stripes.
16621 FIG. 3B s a schematic view of an excroplary file split into data chunks and
non~-data chunks.

08622} FIGS. 4A-4B arc schomatic views of exemplary system hierarchies.

[B623] FIG. 5 1s a flow chart of an exemplary arrangement of operations for
efficiently using storage resources and data processors when a maintenance event occurs.,
16624] FIG. 6 is a schematic view of an exemplary arcangement of operations for
cfficiently using resources of a system when a maintenance/failure event occurs.

[B025] FIG. 7 1s a schematic view of an exemplary arrangement of operations for

efficiently using resources of a system when a maintenance/failure event occurs.

6026} Like reference symbols in the various drawings indicate like elements.
DETAILED DESCRIPTION
18627 Referring to FIGS. 1A-1B, in some implementations, a distributed system 1060

includes loosely coupled resource hosts 110, 110a-n {¢.g., computers or scrvers), each
having a computing resource 112 {e.g., one or more processors or central processing ynits
{CPUs)) in communication with storage resources 114 {(e.g., memory, flash memory,
dynaroic randors access meemory {DRAM), phase change memory (PCM), and/or disks)
that may be used for caching data. A storage abstraction {¢.z., key/value store or file
systemn) overlain on the storage resources 114 allows scalable use of the storage resources
114 by one or more clients 120, 120a-n. The clients 120 may communicate with the
rescurce hosts 110 through a network 130 (e.g., via RBC).

3028} The distributed system 100 may inchade multiple layers of redundancy where
data 312 is replicated and stored in multiple data centers. Data centers (not shown) house
computer sysierns and their associated components, such as telecommunications and
distributed systems 100. Data centers usually include backup power supplics, redundant
communications connections, environmental controls (fo maimtain a constant
temperature ), and security devices. Pata centers can be large industrial scale operations
that usc a great amount of clectricity {e.g., a5 much as a small town). Data 312 may be
located in different geographical locations {e.g., different cities, different countries, and

different continents). In some examples, the data centers, or a portion therecof, requires
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nmaintenance {e.g., due to a power outage or disconnecting a portion of the system for
replacing parts, or a system failure, or a combination thereof). The data 312 stored in
these data centers, and in particular, the distributed system 100 may be unavatlable to
users/clients 120 during the maintenance period resulting in the iapatrment or halt of a
user’s operations. Therefore, it is desirable to provide a distributed system 100 capable
of ctficiently using the resource hosts 110, the processors 112, storage resources 114, and
the network resources of the system 100 during maintenance and/or failure of the system
100 or portions thereof.

186291 In some implementations, the distributed system 100 s “single-sided,”
climinating the need for any server jobs for responding to remote procedure calls (RPC)
from clients 120 to store or retrieve data 312 on thewr corresponding resource hosts 110
and may rely on specialized hardware to process remote requests 122 justead. "Single-
sided” refers to the method by which most of the request processing on the resource hosts
110 may be done in hardware rather than by software executed on CPUs 112 of the
resource hosts 110, Rather than having a processor 112 of a resource host 110 {(c.g., a
server) execute a server process 118 that exports access of the corresponding storage
resource 114 (¢.g., non-transitory memory) to client processes 128 executing on the
clients 120, the clients 120 may directly access the storage resource 114 through a
network interface controller (NIC) 116 of the resource host 110, In other words, a client
process 128 executing on a chient 120 may directly interface with one or more storage
resources 114 without requiring execution of a routine of any server processes 118
exccuting on the computing resources 112, This single-sided distributed architectare
offers relatively high-throughput and low latency, since clients 120 can access the storage
resources 114 without interfacing with the computing resources 112 of the resource hosts
110. This has the effect of decoupling the requirements for storage 114 and CPU cycles
that typical two-sided distributed systems 100 carry. The single-sided distributed system
100 can utilize remote storage resources 114 regardless of whether there are spare CPU
cycles on that resource host 110; furthermore, since single-sided operations do not
contend for server CPU 112 resources, a single-sided system can serve cache roquoests
122 with very predictable, low latency, even when resource hosts 110 are running at high

CPU utilization. Thus, the single-sided distributed systern 100 allows higher utilization

~3
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of both cluster storage |14 and CPU 112 resources than traditional two-sided systems,
while delivering predictabie, low latency.

6036 In some implementations, the distributed system 100 includes a storage logic
portion 102, a data control portion 104, and a data storage portion 106, The storage logic
portion 102 may include a transaction application programming interface (AP} 350 (e.g.,
a single-sided transactional system client library) that is responsible for accessing the
underlying data, for exaruple, via RPC or single-sided operations. The data control
portion 104 may manage allocation and access to storage resources 114 with tasks, such
as allocating storage resources 114, registering storage resources 114 with the
corresponding network interface controller 116, setting up connections between the
chient(s} 120 and the resource hosts 110, handhing ervors in case of machine failures, etc.
The data storage portion 106 may include the loosely coupled resource hosts 110, 110a-n.
8631} The distributed systern 100 may store data 312 i dynaric randorn access
memory (BRAM} 114 and serve the data 312 from the remote hosts 110 via remote direct
nmemory access {RDMA }-capable network interface controllers 116, A network interface
controller 116 (also known as a network interface card, network adapter, or LAN adapier)
may be a computer hardware component that connects a computing resource 112 to the
network 130, Both the resource hosts 110a-n and the client 120 may each have a network
mnterface controlier 116 for network communications. A host process 118 executing on
the computing processor 112 of the resource host 110 registers a set of remote direct
memory accessible regions 115a-n of the memory 114 with the network interface
controller 116. The host process 118 may register the remote direct memory accessible
regions 115a-n of the memory 114 with a permission of read-only or read/write. The
network interface controller 116 of the resource host 110 creates a client key 302 for cach
registered memory region 115a-0.

6032} The single-sided operations performed by the network interface controllers
116 may be lirotted to simple reads, writes, and compare-and-swap operations, none of
which may be sophisticated enough to act as a drop-in replacement for the software logic
tmplemented by a traditional cache server job to carry out cache requests and manage
cache policies. The transaction AP 350 translates commands, such as look-up or jusert

data commands, into sequences of primitive network interface controller operations. The
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transaction API 350 interfaces with the data control and data storage portions 104, 106 of
the distributed system 100,

[6G33] The distributed system 100 may inchude a co-located software process to
register memory 114 for remote access with the network interface controllers 116 and set
up connections with client processes 128, Once the connections are set up, client
processes 128 can access the registered memory 114 via engines in the hardware of the
network interface coutrollers 116 without any involverent from software on the local
CPUs 112 of the corresponding resource hosts 110.

18034} Referring to FIGS., 1B, 1o sore implementations, the distributed systera 100
includes multiple cells 200, each cell 200 including resource hosts 110, a curator 210 in
comrunication with the resource hosts 110, and a job management system 220 i
communication with the resource hosts 118, The curator 210 {e.g., process) may execute
on a computing processor 202 (c.g., server having a non-transitory memory 204}
connected to the network 130 and manage the data storage (¢.g., manage a file system
stored on the resource hosts 110), control data placements, and/or initiate data recovery.
Moreover, the curator 210 may track an existence and storage location of data 312 on the
resource hosts 110, Redundant curators 210 are possible. In some implementations, the
curator(s) 210 track the striping of data 312 across multiple resource hosts 110 and the
existence and/or location of multiple copies of a given stripe for redundancy and/or
performance. In computer data storage, data striping 18 the technique of segmenting
fogically sequential data 312, such as a file 310 (FIG. 2), in a way that accesses of
sequential segments are made to different physical storage devices 114 (e.g., cells 200
and/or resource hosts 118). Striping is useful when a processing device requests access
to data 312 more quickly than a storage device 114 can provide access. By performing
segment accesses on multiple devices, multiple segments can be accessed concurrently.
This provides more data access throughput, which avoids causing the processor to idly
wait for data accesses. The job management system 220 schedules jobs {e.g., processing
jobs or memory jobs) across the resource hosts 110,

16635] In some implementations, the transaction API 350 mnterfaces between a client
128 (e.g., with the client process 128) and the curator 210, In some examples, the client

120 communicates with the curator 210 through one or more remote procedure calls
e i
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(RPC). In response to a client request 122, the transaction AP 350 may find the storage
location of certain data 312 on resource hosi(s) 110 and obtain a key 302 that allows
access to the data 312, The transaction AP 350 communicates directly with the
appropriate resource hosts 110 (via the network interface countrollers 116) to read or write
the data 312 (e.g., using remote direct memory access). In the case that a resource host
110 15 non-operational, or the data 312 was moved to a different resource host 110, the
chent request 122 fails, prompting the client 120 to re-query the curator 210,

[6G36] Referring to FIG. Z, in some implementations, the curator 210 stores and
manages file system metadata 212, The metadata 212 may inclade a file map 214 that
maps files 310, to file descriptors 300, ,. The curator 210 may examine and modify the
representation of its persistent metadata 212, The curator 210 may use three different
access patterns for the metadata 212: read-only; file transactions; and stripe transactions.
16637} Referring to FIGS. 3A and 3B, data 312 may be one or more files 310, where
cach file 310 has a specified replication level 311 and/or error-correcting code 313, The
curator 210 may divide cach file 310 into a collection of stripes 320a-n, with each stripe
320a-n bemng replicated or encoded independently from the rewaining stripes 320a-n.
For a replicated file 310 (FIG. 3A), cach stripe 320a-n is a single logical chunk that the
curator 210 replicates as stripe replicas 330n and stores on multiple storage resources
114, In that scenario, a stripe replica 330n is also referred to as a chunk 330n. Foran
encoded file 310 (FIG. 3B), cach stripe 320a-n consists of multiple data chunks 330nDy,
and non-data chunks 330nC (e.g., code chunks) that the curator 210 places on multiple
storage resources |14, where the collection of data chunks 330D and non-data chunks
3300 forms a single code word. In general, the curator 210 may place each stripe 320a-
n on storage resources |14 independently of how the other stripes 320a-n i the file 310
are placed on the storage resources 114, The error-correcting code 313 adds redundant
data, or parity data to a file 310, so that the file 310 can later be recovered by a receiver
even when a number of ervors (up to the capability of the code being used) were
introduced. The error-correcting code 313 1s used to maintain data 312 integrity in
storage devices, to reconstruct data 312 for performance (latency), or to more gquickly

drain machines.
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16638 Referring back to FIG. 2, in some implementations, file descriptors 300,
stored by the curator 210 contain metadata 212, such as the file wmap 214, which maps the
stripes 32{a-n to stripe replicas 330n or to data chunks 330sD and code chunks 330nC, as
appropriate, stored on the resource hosts 110, To open a file 310, a client 120 sends a
recuest 122 to the curator 210, which retumns a file descriptor 360, The client 120 uses
the file descriptor 300 to translate file chunk offsets to remote mernory locations 115a-n.
The file descriptor 300 may include a client key 302 {¢.g., a 32-bit key) that is unique to a
chunk 330n on a resource host 110 and is used to RDMA-read that chunk 330n. After the
client 120 loads the file descriptor 300, the chent 120 may access the data 312 of a file
310 via RDMA or another data retrieval method.

16639 The curator 210 roay maintain status information for all resource hosts 110
that are part of the cell 200, The status information may include capacity, free space,
foad on the resource host 110, latency of the resource host 110 from s clicot’s point of
view, and a current state. The curator 210 may obtain this information by querying the
resource hosts 110 in the cell 200 directly and/or by querying a client 120 to gather
latency statistics from a client's point of view. In some examples, the curator 210 uses
the resource host status information to make rebalancing, draining, recovery decisions,
and allocation decisions.,

{8046} The curator(s) 210 may allocate chunks 330 in order to handle client requests
122 for more storage space in a file 310 and for rebalancing and recovery. In some
examples, the processor 202 replicates chunks 330n among the storage devices 114
difterently than distributing the data chunks 330nD and the code chunks 330nC among
the storage devices 114, The curator 210 may maintain a load map 216 of resource host
load and liveliness. In some implementations, the curator 210 allocates a chunk 330 by
generating a list of candidate resource hosts 110 and sends an allocate chuonk request to
cach of the candidate resource hosts 110, 1f the resource host 110 is overloaded or has no
available space, the resource host 110 can deny the request. To this case, the curator 210
selects a different respurce host 110, Each curator 210 may continuously scan its
designated portion of the file namespace, cxamining all the metadata 212 every minutc or
so. The curator 210 may use the file scan to check the integrity of the metadata 212,

determine work that needs to be performed, and/or to generate statistics. The file scan
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may operate concurrently with other operations of the curator 210. The scan itself may
not modity the metadata 212, but schedules work to be done by other components of the
systemy and computes statistics.

80641 Referring to FIGS. 4A-4B, the job managernent system 220 may determine or
receives a system hierarchy 400 of the distributed system 100 to identify the levels (e.g.,
levels 1-4) at which maintenance or failure may occur without affecting a user’s access to
stored data 312 and/or the processors 112 allowing access to the stored data 312.
Maintenance or fatlures (strict hicrarchy 400a (FI1G. 4A), non-strict hierarchy 400b (FIG.
48} way mclude power maiotenance/failure, cooling systers maintenance/fatlure,
networking maintenance/failure, updating or replacing parts, or other maintenance or
power outage affecting the distributed system 100, Maintcnance may be scheduled and
in some examples, an unscheduled system failure may occur.

16042} The system hicrarchy 400 includes systemn levels (e.g., levels 1-5) with
maintenance units/system domains 402 spanning one or more system levels 1-5. Each
system domain 402 has an active state or an inactive state. A distribution center module
418 includes one or more cells 420, 420a-n, and cach cell 420 includes one or more racks
430 of resource hosts 110, Each cell 420 also inclades cell cooling 422, cell power 424
{e¢.g., bus ducts), and cell level networking 426 {e.g., network swiich{es)). Similarly,
cach rack 430 includes rack cooling 432, rack power 434 (c.g., bus ducts), and rack level
networking 436 {(e.g., notwork switch{es)).

[6043] The system levels may include first, second, third, and fourth system levels I-
4. The first system level 1 corresponds to resource hosts or host roachines 110, 110a-n of
data processing devices 112, non-transitory memory devices 114, or network devices 116
{e.g., NICs). Each host machine/ resgurce host 110 has a system domain 402, The
second system level 2 corresponds fo racks 430, 430a-n and cooling deliverers 432,
power deliverers 434 (e.g., bus ducts), or communication deliverers 436 (e.g., network
swiiches and cables) of the bost machines 110 at the rack level. Each rack 430 or rack
fevel ~cooling deliverer 432, -power deliverer 434, or ~communication deliverer 436 has a
systera domain 402, The third system level 3 corresponds to any cells 420, 420a-n of the
distribution center module 410 and the cell cooling 422, cell power 424, or cell level

networking 426 suppliced to the associated racks 430, Fach cell 420 or cell cooling 422,
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cell power 424, or cell level networking 426 has a system domain 402. The fourth
system level 4 corresponds to the distribution center modale 410, Hach distribution
center 410 module has a system domain 402,

[8044] F1G. 4A shows a strict system hicrarchy 4004 where cach hierarchy
component (€.g., a resource host 110, a rack 430, a cell 420, or a distribution center
module 410) of the systern hierarchy 400 depends on one other hierarchy component 110,
410, 428, 430, While FIG. 4B shows a non-strict systern hierarchy 400b, where one
hicrarchy component 110, 410, 420, 430 has more than one input feed. In some
examples, job management systern 220 stores the system hierarchy 400 on the non-
transitory memory 204 of its processor 202, For example, the job management system
220 maps a first resource host 110 (and its corresponding processor resource 112a and
storage resource 114a} to a first rack 4304, the first rack 430a to a first bus duct 420a, and
the first bus duct 420a to g first distribution center module 410a.

[3045] The job management system 220 determines, based on the mappings of the
hierarchy components 110, 410, 420, 430, which resource hosts 110 are inactive when a
hierarchy component 1180, 410, 420, 430 is undergoing mantenance. Ouce the job
management system 220 maps the system domains 402 to the resource hosts 110 (and
therefore to their corresponding processor resources 112a and storage resources 114a),
the job management system 220 determines a highest level {e.g., levels 1-4) at which
maintenance can be performed while maintaining processor or data availability.

[6046] A systern domain 402 includes a hicrarchy component 118, 410, 420, 430
undergoing maintenance and any hicrarchy components 110, 410, 420, 430 depending
therefrom. Therefore, when one hierarchy component 110, 410, 420, 430 undergoes
maintenance, that hicrarchy component 110, 410, 420, 430 is inactive and any other
hierarchy components 110, 418, 420, 430 wn the systerm domain 402 of the hierarchy
component 110, 410, 420, 430 are also inactive. For example, when a resource host 110
is undergoes maintenance, a level 1 systern domain 402a, which includes the storage
device 114, the data processor 112, and the NIC 116, is in the inactive state. When a rack
430 undergoces maintenance, a level 2 system domain 402b, which includes the rack 430
and any resource hosts 118 depending from the rack 430, ts in the inactive state. When a

cell component 420 (for example, to any one of the cell cooling component 422, the bust
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duct 424, and/or the network switch 426 of the cell component 420a) undergoes
maiotenance, a level 3 system domain 402¢, which mncludes the celi 420 and any
hierarchy components 110, 410, 420, 4380 in levels 3 and 4 that depend from the cell
componcunt 420, 1s in the inactive state. Finally, when a distribution center module 410
undergoes maintenance, a level 4 system domain 402, 402d, which includes the
distribution center module 410a and any hicrarchy coraponents 110, 410, 420, 430 i
levels 2 to 4 depending from the distribution center module 410, 1s in the mactive state.
66471 {n some examples, as shown in FIG 48, a non-strict hierarchy component 410,
420, 430, 114 way have dual feeds, 1.e., the hicrarchy component 110, 410, 420, 430
depends on two or more other hierarchy components 110, 410, 420, 430. For example, a
cell comaponent 420 may have a feed from two distribution center modules 410; and/or a
rack 430 may have a dual feed from two cell components 420. As shown, a level 2
system doraain 402b may include two racks 4304, 4300, where the second rack 430n
includes two feeds from two cell components 420a, 420n. Therefore, the second rack
430n is part of two system domains 402bb and 402cc. Therefore, the lower levels of the
systern hicrarchy 400 are maintained without causing the loss of the higher levels of the
system hierarchy 400. This causcs a redundancy in the distributed system 100 which
allows the for data accessibility. In particolar, the distribution center module 410 roay be
maintained without losing any of the cell components 420 depending from it. In some
exarapics, the racks 430 include a dual-powered rack that allows the maintenance of the
bus duct 424 without losing power to the dual-powered racks 430 depending from it. In
some examples, systerm domains 402 that may be maintained without causing outages are
tgnored when distributing chunks 330n to allow for maintenance; however, the ignored
system domains 402 may be included when distributing the chunks 330n since an
anplanned outage may still cause the loss of chunks 330n.

[6048) in some examples, a cooling device, such as the cell cooling 422 and the rack
cooling 432, are used to cool the cell components 420 and the racks 430, respectively.
The cell cooling component 422 may cool one or multiple cell components 420,
Similarly, a rack cooling component 432 may cool one or more racks 430, The curator
210 stores the association of the resource hosts 116 with the cooling devices (i.e., the cell

cooling 422 and the rack cooling 432). In some iraplementations, the job management
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system 220 considers all possible combinations of maintenance that might occur within
the systern 100 o determine a system hierarchy 400 or a cornbination of maintenance
hierarchies 400, before storing the association of the resource hosts 110 with the cooling
devices 422, 432, For example, a systern hierarchy 400 where one or more cooling
devices 422, 432 fail, or a system hierarchy 400 where the network devices 116, 426, 436
fail, or a system hicrarchy 400 where the power distribution 424, 434 fails.

16049] Therefore, when a hierarchy compounent 110, 410, 420, 430 i the system 100
undergoes maintenance or fails, that hierarchy component 118, 410, 420, 430 and any
hierarchy coraponents 1190, 410, 420, 430 that are mapped to or dependivg frow that
hierarchy component 114, 410, 420, 430 are in an inactive state. A hierarchy component
110, 410, 420, 430 1 an inactive state 1s maccessible by a user 120, while a hicrarchy
component 110, 410, 420, 430 in an active state is accessible by a user 120, allowing the
user 120 to process/access data 312 stored/supported/maintained by that hierarchy
component 110, 410, 420, 430. As previously mentioned, during the inactive state, a user
120 s incapable of accessing the resource host110 associated with the system domains
402 undergoing maintenance; and therefore, the user 120 is incapable of accessing the
files 310 {i.e., chunks 330, which include stripe replicas 330n, data chunks 330nD and
non-data chunks 330a().

180561 in some implementations, the curator 210 restricts a number of chunks 330
distributed to storage devices 114 of any one system domain 402, ¢.¢., based on the
mapping of the hierarchy components 110, 410, 420, 430. Therefore, if a level 1 system
dornain 402 1s nactive, the curator 210 maintains accessibility to the file 310 {or stripe
320} although some chunks 330 may be inaccessible. In some examples, for cach file
310 {or stripe 320), the curator 210 determines a maximum number of chunks 330 that
may be placed within any storage device 114 within a single system domain 402, so that
if a system domain 402 associated with the storage device 114 storing chunks 330 for a
file 310 is undergoing maintenance, the curator 210 may still retrieve the file 310, The
maximum mimber of chunks 330 ensures that the curator 210 is capable of reconstructing
the file 310 although some chunks 330 may be unavailable. In some examples, the
maximum number of chunks 330 1s set to a lower threshold to accommodate for any

system failures, while still being capable of reconstructing the file 310 from the chunks
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330. When the curator 210 places chunks 330 on the storage devices 114, the curator 210
ensures that within a stripe 320, no more than the maximum momber of chunks 330 are
inactive when a single system domain 402 undergoes maintenance. Moreover, the
curator 210 ruay also restrict the number of processing jobs on a data processor 112 of 4
resource host 110 within a system domain 402, e.g., based on the mapping of the
hierarchy components 110, 410, 420, 430, Thercfore, ifa level 1 system dornain 402 1s
inactive, the curator 210 maintains accessibility to the jobs although some of the
processors 112 of the resource hosts 110 are inactive.

18051} Referring to FIG. 5, insome implementations, the systern 100 follows the
operations 300 shown for cfficiently using storage resources 114 and data processors 112
when a maintenance event occurs, The systern 100 identifies, at step 502, a resource
type: 1) non-storage resources {e.g., computing usage of a data processor 112,
networking, power delivery, cooling, etc.); 2) storage capacity resources {¢.g., a byte
usage / storage capacity of a storage device 114); or 3} storage bandwidth resources {e.g.,
a number of input/output operations per second allowed to hard disk storage or the
amount of spindle utilization/access allowed for sach storage).

[6052] The system 100 also identifics two classes of jobs/requests 122, A first class
of jobs 122 includes high-availability jobs 122a and a second class includes standard or
low-availability jobs 122b (FIG. 1B). The system 100 exccutes processing jobs 122 on
the processor 112 of the resource host 110 and storage jobs 122 for accessing/storing data
312 on the storage devices 114 of the resource hosts 110, The high-availability jobs 122a
are jobs 122 that have a higher priority than the low-availability jobs 122b, when both
types of jobs 122a, 122b are within a quota (discussed below).

183531 in some implementations, when the system 100 designates which types of
resource losses may be tolerated, the systern 100 determaines a strategy, at step 504, for
tolerating that loss based on whether the loss includes a loss of data processors 112 or
memaory devices 114 or both. For non-storage resource usage, the job management
system 2280 uses a first strategy 506a of migrating and/or restarting jobs 122 from failed
non-storage resources (¢.g., data processor 112) to other available non-storage resources.
For storage resource usage, the job management system 220 uses a second strategy 506b

of leaving jobs 122 accessing failed storage resources |14 in place (at least for a certain



[91]

(53]

30

WO 2015/116490 PCT/US2015/012629

period of time) and/or may use data reconstruction to retrieve unavailable data 312, In
some exaraples, the fivst strategy handles resources 110 relating o computing resources
112 (e.g., computation or networking); and the second strategy handles storage resources
114 (¢.g., storage devices, such as hard disks and flash memory). When a failure/loss
ocours, the job management system 220 may determine whether the loss 13 a loss of data
processors 112 or storage device 114, It the loss 18 a loss of storage devices 114, the job
management system 220 employs strategy 2 at step 506b; otherwise, the job management
system 220 employs strategy 1 at step 506a.

[18054] When the job mavagement system 220 employs the first strategy (at step
506a) that relates to data processors 112 (i.e., computation and networking), the job
management system 220 migrates and/or re-executes high-availability computing jobs
122 assigned to data processors 112 lost due to tolerated events to the remaining available
data processors 112, For example, if a certain power or network maintcnance cvent
renders 10% of the data processors 112 unavailable, the job management system 228
moves the jobs 122 to run on the remaining 90% of the data processors 112,

6G55] When the job managemeunt system 220 erploys the second strategy (at step
506b) used for storage resources 114, the job management system 220 leaves the data
312 stored ou the storage devices 114 that are in the inactive state during the waintenance
or failure events, and allows the system 100 to use the replication and/or coding
{discussed with respect to FIGS. 3A and 3B) to reconstruct the unavailable data 312, In
some examples, the system 100 employs the first and second strategies simultancously.
[8056] Once the system 100 determines which strategy to use, the system 100
calculates the quantity {i.e., a quota {J) of cach resource 110 (i.e., the storage resource
114 and the data processor resource 112) that is available to the jobs 122 during normal
use (i.c., when the system 100 is not undergoing maintenance) at step 508,

[6G57] The job management system 228 determines a first quota @, and a second
quota Q,of available resources 110, The first quota @, of available resources 110
includes resources 110 available to low-availability jobs 122b and is a quantity of the
resources 110 avallable during normal operations (i.e., when the system 1080 1s not
undergoing maintenance or a failore). The second quota @, of available resources 110

includes resources 110 available to high-availability jobs 122b and is a quantity of the
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resources 110 available during normal operations. When infrequent maintenance or a
fatlure event occurs, the low-availability jobs 122b encounter insufficient resources 114,
which results in degraded or nonexistent performance. The total available quota or job
capacity {J may be calculated using the following equation:

Q=0+ (1
where {#is the total available quota of resources 110 demanded by the jobs 122 (high-
availability and low-avatlability}, O; is the first quota, and {, 1s the sccond quota. Since
the total available demanded quota/capacity 0 may exceed the guantity of resources
available during normal operations Ry, , the job management systemn 220 constrains a
total usage of the resources 110 by both the high-availability jobs 1224 and the low
availability jobs 122b to the quantity of the resources 110 that are available during
normal operations Ry (i.c., when the system 100 is not undergoing maintenance or a
faitlure) to ensure that the nuraber of jobs 122 allocated to the resources 110 does not
exceed an actual available capacity of the resources 110 {e.g., Ry). The system 100 may
use equation 1 to determine the available quota @ for storage resources 114 and
processing resources 112, The available quota 0 may be the capacity, a capacity
percentage, a bandwidth, or a size measurement of the resourcees.
(6038 In sorac examples, the system 100 lowers the first quota @ of the resources
110 available to low-availability jobs 122b for a period of tivae before the tolerated event
{i.e., maintenance event or system failure) and increases the second quota @, of the
available resources 110 to high-availability jobs 122a for the period of time before the
tolerated event. Additionally or alternatively, the system 100 way suspend or end at Jeast
some of the low-availability jobs 122b for the period of time before the tolerated event.
This allows the system 100 to move the high-availability jobs 1224 to the available
resources 114,
[8059] In some implementations, the systera 100 may determine the quantity of the
resources 110 lost due to a tolerated event based on an assignment of the jobs 122 to
particular resources 110 associated with the system hicrarchy 400 (FIGS. 4A and 4B) of
the distributed storage systern 100, In some implementations, the job manageroent
system 220 designates certain types of host resource 110 losses as “tolerated” when a

planned maintenance or failure occurs. The quota @ available to these jobs 122 1
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recduced by the maxinmum amount of loss that is tolerated, while maintaining data
accessibility and data processing accessibility. The system hierarchy 400a, 400b, the
distribution center module 418, the cell component 420, the rack 430, or the resource host
110 may be designated as being tolerated.
[8066] In some examples, during normal operations of the system 100, 160% of the
resources 11{ are available for storing data 312 on the storage devices 114 or for
processing the data 312 on the data processors 112 of the resource hosts 110, A “largest”
tolerated event (i.c., maintenance event or system failure} may result in a loss of 20% of
the avatlable resources 110, based on the system hierarchy 400 and the assignmcot of the
resources 110 to system domains 402, This leaves 80% of the resources 110 always
available despite a maximum loss of 20% of the resources 110, Therefore, job
management system 220 assigns a maximum of 80% of the resources 110 to high-
availability jobs 122a, allowing the systern 100 to have cuough resources 110 when a
scheduled maintenance or system failure occurs. If the job management system 220 re-
assigns jobs 122 related to the data processor 212 to 80% of available processors 212,
then the system 100 will have enough processors 212 to execute the high-availability jobs
122a. In addition, if the system 100 has to reconstruct data 312 unavailable duc to the
tactive state of the system domain 402 that includes the storage device 114 storing the
data 312, the system 100 has cnough storage devices 114 that have enough chunks 330
{e.g., data chunks 330nD and non-data chunks 330nC) and replicas 330n to reconstruct
the lost data 312,
18061 When deterrmning, at step 508a, the second quota @) of resources 110
available to high-availability jobs 122a for non-storage resource usage {i.¢., under
strategy 1), the second quota O» of available resources 110 is a quantity of the resources
110 available during normal operations minus a quantity of the resources 110 lost due to
a tolerated event. Therefore, the second quota ) may be calculated based on the
following equation when the resource 1190 lost is data processors 112:

Yo =Ry — Ry 2)
where Ry s the quantity of the resources available during normal operations, and 8, is

the maxirouro quantity of the resources lost due to a tolerated cvent.
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8062} in some implementations, the system 100 determines the second quota >
when the resource 110 lost 1s a storage device 114, When determining, at step SORb, the
second quota (Fr of resources 110 available to high-availability jobs 122a for storage
capacity usage (i.c., under strategy 2), the second quota {0, of the storage devices 114
available to high-availability jobs 122a may equal the full amount of the resource 110
that 1s normally available {although the usage of that resource 110 could require
redundancy of replicated chunks 330n or coded chunks 330nC, 330nD), for example, as
calculated using equation 3.

. = Ry (3)
This may apply for byte usage /capacity of the storage device 114, For example, up to
100% of the byte usage /capacity of the storage device 114 can be assigned to high-
availability jobs 122a.
16063] When determining, at step S08c¢, the second quota {J; of resources 110
available to high-availability jobs 122a for storage bandwidth usage (i.c., under strategy
2}, the second guota O (1.¢., bandwidth or usage) of that storage resource 114 (such as
the number of input/output operations per second allowed to hard disk storage or the
amount of spindle utilization/access allowed for such storage) may be calculated as the
amount of resource 110 normally available Ry minus the largest loss R of that resource
110 due to a tolerated event minus the increased quantity R; of that resource used due to
the largest loss duc to a tolerated event, as shown in the following equation:

=Ry — R, — R, {4)
[8064] In some exaraples, the systern 100 may determuine the second guota ausing
the following equation when calculating the resources 110 lost are storage devices 114,
such as hard disks:

{(Ry—Ry}
(By+x+Ry)

U, = (5A)

where x 18 a resource multiplier corresponding to the tolerated event.

[8065] For exaraple, if up to 10% of the hard disk spindles can be lost in a tolerated
event, and if each access to the data 312 that is lost requires on average 4 times as much
spindle usage (due to the need to reconstruct the data 312 using a code), then using

equation SA:
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(160%~10%)
(160%+3+10%)

{; =

[#G66] Therefore, 69% of the spindle resource can be made availabic to high-

=69%  (5B)

availability jobs {this calculation 18 based ou the fact that only 90% of the spindles are
available and support 130% of the normal load from high-availability jobs).
168671 Once the systern 100 calculates the second quota O, of the resource 110, the
systemy 100 allows both low-availability jobs and high-availability jobs to run in the data
center, subjoct to two constraints at step 510, The first constraint is that the total amount
of each resource 110 used by the high-availability and the low-availability jobs 122a,
122b (@4 + @) cannot exceed the quantity of the resource that is normally available Ry,
as shown in the below equation:

U1 +0; = Ry {6)
16068 The second constraint is that the amount of each resource used @ by the
high-availability jobs 122a cannot exceed the second quota §,, as shown in the following
cquation:

Qv = @ {7)
18069] In some implementations, the job roanagement systern 220 monitors a usage
of the resources 110 by the high-availability jobs 122a to ensure that they do not consume
too many resources 110, When a high-availability job 1224 exceeds a threshold usage,
the job management system 220 downgrades the high-availability job 122a to a low-
availability job 122b. When a high-availability job 122a 1s downgraded, the job
management system 220 may terminate the downgraded job 122b, which increases the
available capacity (second quota) available for the high-availability jobs 122a.
16G76] After the job roanagement systera 220 determines the quotas @) that may be
used, the job management system 220 implements the processes for accommodating the
maintenance and failure events. When a maintenance or failure event decreases the
amount of a resource 110 that 1s available, the job management systern 228 may suspend,
kili, cvict or otherwise prevent a sufficiont number of low-availability jobs 122b are from
using the resource 110, so that the resource 110 is available for the high-availability jobs
122a. Tn addition, if these jobs 122 are serving live traffic, the amount of traffic sent to

them way be reduced or diverted to other data centers.
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18671 Furthermore, in the case of planned maintenance, the job management systen
220 may suspend, kill, evict or otherwise prevent some or all low~availability jobs 122b
from using certain resources 110 for some amount of time prior to the maintenance in
order to allow the high-availability jobs 122a to move to use those resources 110

188721 While the above description focused on resources 1160 in a data center, the
same principles can be applied at the level of a resource host 110 (machine), a rack 430, a
cell 420, a network, cluster, building, site, region, or entire global collection of data
centers.

18873} FIG. 6 provides an exerplary arrangemeuot of operations for a method 600 of
efficiently using resources 110 {c.g., processors 112 and/or resource hosts 114) in data
centers. The method 600 meludes identifyimg 602 high-availability jobs 122a and low-
availability jobs 122b that demand usage of resources 110 of a distributed system 100 and
determining 604 a first quota ¢ of the resources 110 available to low-avatlability jobs
122b as a guantity of the resources 110 available during normal operations Ry, The
method 600 also inchudes determining 606 a second quota (0, of the resources 110
available to high-availability jobs 1224 as a quantity of the resources 110 available during
normal operations minus a quantity of the resources 110 lost duc to a tolerated event K.
The raethod 600 includes executing 608 the jobs 122, 122a, 122b on the distributed
system 100 and constraining a total usage of the resources 110 by both the high-
availability jobs 1223 and the low-availability jobs 122a to the quantity of the resources
110 available during normal operations Ry.

16674] In some implementations, the resources 110, 112, 116, 422, 424, 426, 432,
434, 436 mcelude data processing devices 112, networking systems 116, 426, 436, power
systems 424, 434, or cooling systems 422, 432, For these types of resources 110, 112,
116,422, 424, 426, 432, 434, 436, the 600 method may inchude migrating or re-executing
jobs 122 assigned to resources 110 lost due to the tolerated event to remaining resources
110 to maintain accessibility of the data 312 or accessibility of the data processors 212.
18075} In some implementations, the resources 110 include non-transitory memory
devices 114, For this type of resources 114, the method 600 may inclade leaving jobs
assigned to the lost resources 110 without reassigning the jobs to remaining resources

110, and reconstructing any unavatlable data associated with the lost resources 110,



[91]

1R
o

WO 2015/116490 PCT/US2015/012629

8076} The method 600 may include determining the second quota {0 of the resource
110 avaiable to high-availability jobs 122a as the quantity of the resources 110 available
during normal operations Ry minus the quantity of the resources 110 lost duc to a
tolerated event Ry minus an increased quantity of the remaining resources 110 needed due
to the tolerated event R;. Additionally or alternatively, the method 600 may include
Hmiting a sum of the first quota J; and the second quota O, to a maximum guota.

16677} In sowe 1mplementations, the rocthod 600 includes montioring a usage of the
resources 110 by the high-availability jobs 12a. When a high-availability job 122a
exceeds a threshold usage, the method 660 jucludes downgrading the high-availabiity
job 122a to a low-availability job 122b.

0078} The method 600 may further include lowering the first quota ) of the
resources 110 available to low-avatlability jobs 122b for a period of time before the
tolerated event, and increasing the second quota () of the resources 110 available to
high-availability jobs 122a for the period of time before the tolerated event. Additionally
or alternatively, the method 600 may include suspending or ending at least some of the
low-availability jobs 122b for the period of time before the tolerated event.

[6G79] in some examples, the method 600 includes determining the quantity of the
resources 110 lost due to a tolerated event Ry based oun an assignment of the jobs 122 to
particular resources 110 and a system hierarchy 400 of the distributed system 100, The
systern hicrarchy 400 includes system dornains or units 402, Each system domain 402
has an active state or an inactive state. The system hierarchy 400 may include system
fevels, such as levels 1-4. The first system level {(e.g., level 1) corresponds to resource
hosts 110 having data processing devices 112, non-transitory memory devices 114 or
network interface controliers 116, Each data processing device 112 or memory device
114 has one ot more system domains 402, The secoud system level {e.g., level 2)
corresponds to host machines 430 {c¢.g., racks) of the memory devices 114 or the data
processing devices 112, each host machine having one or more system domwain 402. A
third system level (e.g., level 3} corresponding to power deliverers 424 {e.g., bus ducts},
comrunication deliverers 426, or cooling deliverers 422 for the host machines 110, Each
power deliverer 424, communication deliverer 426, or cooling deliverer 422 has a system

dornain 402. The fourth systera level {e.g., level 4) corresponds to a distribution center
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module 410 of the power deliverer 424, communication deliverer 426, or cooling
deliverer 422. Each distribution center module 410 bas a system domain 402,

[60G83] FIG. 7 provides an exemplary arrangement of operations for a method 700 of
availability jobs 122a and low-availability jobs 122b that demand usage of resources 112,
114 of a distributed systern 100, deternmuning 702 a first quota ) of the resources 112,
114 avaiable to low-avalability jobs 1224 as a quantity of the resources 112, 114
available during normal operations, and determining 706 a second quota ) of the
resources 112, 114 available to high-availability jobs 122a based on a type of resource
usage of the jobs 122. For storage capacity usage, the second quota (4, of the resources
114 available to high-availability jobs 122a is the quantity Ry of the resources 114
available during normal operations. For storage bandwidth usage, the second quota ) of
the resources 114 available to high-availability jobs 122a is the quantity Ry of the
resources |14 available during normal operations minus a quantity £; of the resources
114 lost duc to a tolerated event and minus an increased quantity R, of the remaining
resources 114 needed due to the tolerated event. For other resource usage, the second
quota {7, of the resources 112 available to high-availability jobs 122a is the guantity Ry of
the resources 112 available during normal operations minus the quantity &, of the
resources lost due to a tolerated event. The method further inchides executing 70¥ the
jobs 122 on the resources 112, 114 of the distributed system 100 and constraining 710 a
total usage of the resources 112, 114 by both the high-availability jobs 122a and the low-
availability jobs 122b to the quantity Ry of the resources available during normal
operations.

3081} Vartous implementations of the systems and techniques described here can be
realized n digital electronic circuitry, integrated circuitry, specially designed ASICs
{application specific integrated circuits), computer hardware, firmware, software, and/or
combinations thercotf. These various implementations can include implementation in one
or more computer programs that are executable and/or interpretable on a programmable
systern including at least one programmable processor, which may be special or general
purpose, coupled to receive data and instructions from, and to transmit data and

mstructions to, a storage systern, at least one input device, and at least one output device,
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60682} These computer programs {also known as programs, software, software
applications or code) include machine 1ostructions for a programunable processor and can
be implemented in a high-level procedural and/or object-oriented programming language,
and/or in assembly/machine langnage. As used herein, the terros “machine-readable
medium” and “computer-readable medium” refer to any computer program product,
apparatus and/or device {e.g., magnetic dises, optical disks, merory, Programmable
Logic Devices (PLDs)) used to provide machine instructions and/or datato a
programmable processor, including a machine-readable medium that receives machine
nstructions as a machine-readable signal. The term “machine-readable signal” refers to
any signal used to provide machine instructions and/or data to a programmable processor.
0083} Implementations of the subject matter and the functional operations described
in this specification can be implemented in digital electronic circuitry, or in computer
software, firmware, or hardware, including the structures disclosed n this specification
and their structural equivalents, or in combinations of one or more of them. Moreover,
subject matter described in this specification can be implemented as onc or more
computer program products, 1.¢., ove or more modules of corputer program mstructions
encoded on a computer readable medium for exccution by, or to control the operation of,
data processing apparatus. The coraputer readable redinm can be a machine-readable
storage device, a machine-readable storage substrate, a memory device, a composition of
matter atfecting a machine-readable propagated signal, or a combination of one or more
of them. The terms “data processing apparatus”, “computing device” and “computing
processor” encorapass all apparatus, devices, and machines for processing data, including
by way of example a programmable processor, a computer, or multiple processors or
computers. The apparatus can include, in addition to hardware, code that creates an
execution environment for the computer program i question, ¢.g., code that constitutes
processor firmware, a protocol stack, a database management system, an operating
system, or a combination of one ot more of them. A propagated signal is an artificially
generated signal, ¢.g., a machine-generated electrical, optical, or electromagnetic signal
that is generated to encode information for transmission to suitable recciver apparatus.
[60G84] A computer program {also known as an application, program, software,

software application, script, or code) can be written 1o any form of prograraming
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language, including compiled or interpreted languages, and it can be deployed in any
form, including as a stand-aloue program or as a wodule, component, subroutine, or other
unit suitable for use in a computing environment. A computer program does not
necessarily correspond to a file in a file system. A program can be stored in a portion of
a file that holds other programs or data {¢.g., one or more scripts stored in a markup
language document), in a single file dedicated to the prograrn in question, or in multiple
coordinated files {¢.g., files that store one or more modules, sub programs, or portions of
code}). A computer program can be deployed to be executed on one computer or on
wultiple computers that are located at one site or disiributed across multiple sites and
interconnected by a communication network.

0085} The processes and logic flows described 1 this specification can be performed
by one or more programmable processors executing one or more computer programs (o
performa functions by operating on input dats and gencrating output. The processes and
fogic flows can also be performed by, and apparatus can also be implemented as, special
purpose logic circuitry, e.g., an FPGA (field programmable gate array) or an ASIC
{application specific integrated circut).

{6086} Processors suitable for the execution of a computer program include, by way
of example, both general and special purpose microprocessors, and any one or more
processors of any kind of digital computer. Generally, a processor will recetve
instructions and dats frorn a read only memeory or a random access mernory or both, The
essential elements of a computer are a processor for performing instructions and one or
more memory devices for storing instructions and data. Generally, a computer will also
include, or be operatively coupled to receive data from or transfer data to, or both, one or
nore mass storage devices for storing data, e.g., magnetic, magneto optical disks, or
optical disks. However, a computer need not have such devices. Moreover, a computer
can be embedded in another device, ¢.g., a mobile telephone, a personal digital assistant
{PDA), a roobile audio player, a Global Positioning System (GPS) receiver, to vame just
a few. Computer readable media suitable for storing computer program instructions and
data include all forms of non-volatile memory, media and memory devices, including by
way of example semiconductor memory devices, ¢.g., EPROM, EEPROM, and flash

memory devices; magnetic disks, ¢.g., internal hard disks or removable disks; magneto
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optical disks; and CD ROM and DVD-ROM disks. The processor and the memory can
be suppleruented by, or incorporated in, special purpose logic circuitry.

G087} To provide for interaction with a user, one or more aspects of the disclosure
can be implemented on a computer having a display deviee, ¢.g., a CRT {cathode ray
tube), LCD (liquid crystal display) monitor, or touch screen for displaying information to
the user and optionally a keyboard and a pointing device, ¢.g., a mousc or a trackball, by
which the user can provide input to the corputer. Other kinds of devices can be used to
provide interaction with a user as well; for example, feedback provided to the user can be
any form of sensory feedback, e.g., visual feedback, anditory fecdback, or tactile
feedback; and input from the user can be received in any form, including acoustic,
speech, or tactile input. In addition, a computer can interact with a user by sending
documents to and receiving documents from a device that is used by the user; for
example, by sending web pages to a web browser on a user's client device in response o
requests received from the web browser.

[ 3088 One or more aspects of the disclosure can be implemented in a computing
systemn that includes 8 backend component, ¢.g., as a data server, or that includes a
middleware component, ¢.g., an application server, or that includes a frontend
component, ¢.g., a chent computer having a graphical user interface or 2 Web browser
through which a user can interact with an implementation of the subject matter deseribed
i this specification, or any combination of one or more such backend, mddleware, or
frontend components. The components of the system can be interconnected by any form
or medium of digital data cornmunication, ¢.g., a conumunication network. Exarmaples of
communication networks include a local area network ("LAN”) and a wide area network
(“WAN"), an inter-network {¢.g., the Internet), and peer-to-peer networks (e.g., ad hoe
peer-to-peer networks).

[6G8Y] The computing system can include clients and servers. A client and server are
generally remote frova each other and typically interact through a communication
network. The relationship of client and server arises by virtue of computer programs
running on the respective computers and having a client-server relationship to cach other.
In some implementations, a server transmits data {e.g., an HTML page} to a client device

{c.g., for purposes of displaying data to and receiving user input from a user interacting
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with the client device). Data generated at the client device {(e.g., a result of the user
interaction} can be recetved from the client device at the server.

UL While this specification contains many specifics, these should not be
construed as limitations on the scope of the disclosure or of what may be claimed, but
rather as descriptions of features specific to particular implementations of the disclosure.
Certain featurcs that are described in this specification in the context of scparate
fmaplementations can also be implemented in combination in a single implementation.
Conversely, various features that are described in the context of a single implementation
can also be oplemented i moultiple oplementations separately or in any suitable sub-
combination. Morcover, although features may be described above as acting in certain
combinations and even initially claimed as such, one or more features from a claimed
combination can in some cases be excised from the combination, and the claimed
combination may be directed to a sub-combination or variation of a sub-combination.
8091} Similarly, while operations are depicted in the drawings in a particular order,
this should not be understood as requiring that such operations be performed in the
particular order shown or in sequential ovder, or that all illustrated operations be
performed, to achicve desirable results. In certain circumstances, multi-tasking and
parallel processing may be advantageous. Morcover, the separation of various system
components in the embodiments described above should not be understood as requiring
such scparation in all embodiments, and it should be understood that the described
program components and systems can generally be integrated together in a single
software product or packaged into multiple software products.

188921 A number of implementations have been described. Nevertheless, it will be
understood that various modifications may be made without departing from the spirit and
scope of the disclosure. Accordingly, other implementations are within the scope of the
following claims. For example, the actions recited in the claims can be performed in a

different order and still achieve desirable results.
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WHAT IS CLAIMED IS:

1. A method comprising:

identifying high-availability jobs and low-availability jobs that demand usage of
resources of a distributed system;

determining a first quota of the resources available to low-availability jobs as a
quantity of the resources available during normal operations;

determining a second quota of the resources available to high-availability jobs as
a quantity of the resources available during normal operations minus a quantity of the
resources lost due to a tolerated event;

executing the jobs on the resources of the distributed system; and

constraining a total usage of the resources by both the high-availability jobs and
the low-availability jobs to the quantity of the resources available during normal

operations.

2. The method of claim 1, wherein the resources comprise data processing devices,

networking systems, power systems, or cooling systems.

3. The method of claim 2, further comprising migrating or re-executing jobs

assigned to resources lost due to the tolerated event to remaining resources.

4. The method of claim 1, wherein the resources comprise non-transitory memory
devices.
5. The method of claim 4, further comprising:

leaving jobs assigned to the lost resources without reassigning the jobs to
remaining resources; and

reconstructing any unavailable data associated with the lost resources.

6. The method of claim 1, further comprising determining the second quota of the

resources available to high-availability jobs as:
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Q:=Ry—R,— R
wherein Q, is the second quota, Ry is the quantity of the resources available
during normal operations, Ry, is the quantity of the resources lost due to a tolerated event,
and R;is an increased quantity of the remaining resources needed due to the tolerated

event.

7. The method of claim 1, further comprising determining the second quota of the

resource available to high-availability jobs as:

0, - _Ru=RD
2 (RN + X * RL)

wherein Q, is the second quota, Ry is the quantity of the resource available during
normal operations, Ry, is the quantity of the resource lost due to a tolerated event, and x is

a resource multiplier corresponding to the tolerated event.

8. The method of claim 7, wherein the resource comprises non-transitory memory
devices.
9. The method of claim 1, further comprising limiting a sum of the first quota and

the second quota to a maximum quota.

10. The method of claim 1, further comprising:
monitoring a usage of the resources by the high-availability jobs; and
when a high-availability job exceeds a threshold usage, downgrading the high-

availability job to a low-availability job.

11. The method of claim 1, further comprising suspending or ending at least some of

the low-availability jobs for the period of time before the tolerated event.

12. The method of claim 1, further comprising determining the quantity of the

resources lost due to a tolerated event based on an assignment of the jobs to particular
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resources and a system hierarchy of the distributed system, the system hierarchy

comprising system domains, each having an active state or an inactive state.

13. The method of claim 13, wherein the system hierarchy comprises system levels
comprising:

a first system level corresponding to host machines of data processing devices,
non-transitory memory devices, or network interface controllers, each host machine
having a system domain;

a second system level corresponding to power deliverers, communication
deliverers, or cooling deliverers of racks housing the host machines, each power
deliverer, communication deliverer, or cooling deliverer of the rack having a system
domain; and

a third system level corresponding to power deliverers, communication deliverers,
or cooling deliverers of cells having associated racks, each power deliverer,
communication deliverer, or cooling deliverer of the cell having a system domain; and

a fourth system level corresponding to a distribution center module of the cells,

each distribution center module having a system domain.

14. A system comprising;
resources of a distributed system; and
a computer processor in communication with the resources, the computer
processor:
identifying high-availability jobs and low-availability jobs that demand
usage of the resources;
determining a first quota of the resources available to low-availability jobs
as a quantity of the resources available during normal operations;
determining a second quota of the resources available to high-availability
jobs as a quantity of the resources available during normal operations minus a quantity of
the resources lost due to a tolerated event;

executing the jobs on the resources of the distributed system; and
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constraining a total usage of the resources by both the high-availability
jobs and the low-availability jobs to the quantity of the resources available during normal

operations.

15. The system of claim 14, wherein the resources comprise data processing devices,

networking systems, power systems, or cooling systems.

16. The system of claim 15, wherein the computer processor migrates or re-executes

jobs assigned to resources lost due to the tolerated event to remaining resources.

17.  The system of claim 1, wherein the resources comprises non-transitory memory
devices.
18. The system of claim 17, wherein the computer processor:

leaves jobs assigned to the lost resources without reassigning the jobs to
remaining resources; and

reconstructs any unavailable data associated with the lost resources.

19. The system of claim 14, wherein the computer processor determines the second
quota of the resources available to high-availability jobs as:
Q:=Ry—R,— R
wherein Q, is the second quota, Ry is the quantity of the resources available
during normal operations, Ry, is the quantity of the resources lost due to a tolerated event,
and R;is an increased quantity of the remaining resources needed due to the tolerated

event.

20. The system of claim 14, wherein the computer processor determines the second

quota of the resource available to high-availability jobs as:

(Ry —R1)

QZZ(RN‘HC*RL)
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wherein Q, is the second quota, Ry is the quantity of the resource available during
normal operations, Ry is the quantity of the resource lost due to a tolerated event, and x is

a resource multiplier corresponding to the tolerated event.

21.  The system of claim 20, wherein the resources comprise non-transitory memory
devices.
22. The system of claim 14, wherein the computer processor limits a sum of the first

quota and the second quota to a maximum quota.

23. The system of claim 14, wherein the computer processor:
monitors a usage of the resources by the high-availability jobs; and
when a high-availability job exceeds a threshold usage, downgrades the high-

availability job to a low-availability job.

24, The system of claim 14, wherein the computer processor suspends or ends at least

some of the low-availability jobs for the period of time before the tolerated event.

25. The system of claim 14, wherein the computer processor determines the quantity
of the resources lost due to a tolerated event based on an assignment of the jobs to
particular resources and a system hierarchy of the distributed system, the system

hierarchy comprising system domains, each having an active state or an inactive state.

26. The system of claim 25, wherein the system hierarchy comprises system levels
comprising:

a first system level corresponding to host machines of data processing devices,
non-transitory memory devices, or network interface controllers, each host machine
having a system domain;

a second system level corresponding to power deliverers, communication

deliverers, or cooling deliverers of racks housing the host machines, each power
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deliverer, communication deliverer, or cooling deliverer of the rack having a system
domain; and

a third system level corresponding to power deliverers, communication deliverers,
or cooling deliverers of cells having associated racks, each power deliverer,
communication deliverer, or cooling deliverer of the cell having a system domain; and

a fourth system level corresponding to a distribution center module of the cells,

each distribution center module having a system domain.

27. A method comprising:
identifying high-availability jobs and low-availability jobs that demand usage of
resources of a distributed system;
determining a first quota of the resources available to low-availability jobs as a
quantity of the resources available during normal operations;
determining a second quota of the resources available to high-availability jobs
based on a resource type, wherein:
for storage capacity resources, the second quota of the resources available
to high-availability jobs is the quantity of the resources available during normal
operations;
for storage bandwidth resources, the second quota of the resources
available to high-availability jobs is the quantity of the resources available during normal
operations minus a quantity of the resources lost due to a tolerated event and minus an
increased quantity of the remaining resources needed due to the tolerated event; and
for non-storage resource resources, the second quota of the resources
available to high-availability jobs is the quantity of the resources available during normal
operations minus the quantity of the resources lost due to a tolerated event;
executing the jobs on the resources of the distributed system; and
constraining a total usage of the resources by both the high-availability jobs and
the low-availability jobs to the quantity of the resources available during normal

operations.
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28.  The method of claim 27, further comprising, for non-storage resources, migrating
or re-executing jobs assigned to resources lost due to the tolerated event to remaining

resources.

29. The method of claim 27, further comprising, for storage resources:
leaving jobs assigned to the lost resources without reassigning the jobs to
remaining resources; and

reconstructing any unavailable data associated with the lost resources.

30. The method of claim 27, further comprising determining the quantity of the
resources lost due to a tolerated event based on an assignment of the jobs to particular
resources and a system hierarchy of the distributed system, the system hierarchy

comprising system domains, each having an active state or an inactive state.
Google Inc.

Patent Attorneys for the Applicant
SPRUSON & FERGUSON
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