
(12) United States Patent 
Kawanishi et al. 

USOO775 1619B2 

US 7,751,619 B2 
Jul. 6, 2010 

(10) Patent No.: 
(45) Date of Patent: 

(54) IMAGE PROCESSINGAPPARATUS AND 
METHOD, RECORDING MEDIUM, AND 
PROGRAM 

(75) Inventors: Isao Kawanishi, Kanagawa (JP); 
Miyuki Okada, Kanagawa (JP); 
Nobuyuki Sato, Tokyo (JP); Ken 
Nakajima, Tokyo (JP) 

(73) Assignee: Sony Corporation, Tokyo (JP) 

(*) Notice: Subject to any disclaimer, the term of this 
patent is extended or adjusted under 35 
U.S.C. 154(b) by 51 days. 

(21) Appl. No.: 12/264,500 

(22) Filed: Nov. 4, 2008 

(65) Prior Publication Data 

US 2009/OO67744 A1 Mar. 12, 2009 

Related U.S. Application Data 
(63) Continuation of application No. 10/921,284, filed on 

Aug. 19, 2004, now Pat. No. 7,460,728. 

(30) Foreign Application Priority Data 
Sep. 5, 2003 (JP) ............................. 2003-313.521 
Apr. 23, 2004 (JP) ............................. 2004-128251 

(51) Int. Cl. 
G06K 9/00 (2006.01) 
G06K 9/40 (2006.01) 

(52) U.S. Cl. ........................ 382/167; 382/274; 382/286 
(58) Field of Classification Search ................. 382/162, 

382/167, 274, 286: 348/241; 358/3.26, 461, 
358/518, 537 

See application file for complete search history. 

INFORMATION DATA 

PSTON 

START SHADING CORRECTION PROCESS 

READ SIGNAL OF EACH CAPTURED IMAGE PXEL 

COMPUTE PFICA-AXIS-CENTER POSION 

PERFORM, WESHING OF UPAND-DOWN AND S3 
RGHT-AM-LF SANCES 

HAS COLOR SHADMG OCCURRED NO 

PERFORM WEIGHTING OF UP-AND-DOWN AND S5 
RIGHT-AMD-LEFT DISTANCES AT S PIXEL 

PERFORM DSTANCE BALANCE PROCESS S8 
FOR G PIXEL ATR AND B PXES 

CMRUTE DISTANCE TO OPTICAL-AXS-CENTER S. 

- - - 
OBTANCORRECTIONCOEFFICENTCORRESPONDING ISB 
TO DISTANCE TO OPTICAL-AXIS-NERPOSITION 

(56) References Cited 

U.S. PATENT DOCUMENTS 

6, 195,469 B1 2/2001 Nishioka et al. 
6,707,955 B1 3/2004 Shiomi 
7,075,569 B2 7/2006 Niikawa 

2002fOO25164 A1 2/2002 Suzuki 
2002fOO94131 A1 7/2002 Shirakawa 
2003. O156204 A1 8, 2003 Sato et al. 

OTHER PUBLICATIONS 

Patent Abstracts of Japan, JP 9-307789. Nov. 28, 1997. 

Primary Examiner Duy M. Dang 
(74) Attorney, Agent, or Firm Oblon, Spivak, McClelland, 
Maier & Neustadt, L.L.P. 

(57) ABSTRACT 

For each pixel read from an imaging device, a horizontal 
counter value and a vertical counter value corresponding to 
the pixel are Supplied from a signal generator to a distance 
computation section via an optical-axis-centercoordinate set 
ting section and an up-and-down and right-and-left weighting 
section. In the distance computation section, the distance to 
the optical-axis center is computed, and correction coeffi 
cients for the Zoom wide end and for the Zoom tele end, which 
correspond to the distance, are obtained by look-up tables. 
The two obtained correction coefficients are blended at a 
mixture ratio determined by a blend ratio setting section. The 
blended shading correction coefficients are gain adjusted by a 
gain adjustment section, after which they are Supplied to a 
correction section. As a result, a correction corresponding to 
the distance to the optical-axis-center position is performed 
on the signal of each pixel Supplied from an imaging section. 
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1. 

IMAGE PROCESSINGAPPARATUS AND 
METHOD, RECORDING MEDIUM, AND 

PROGRAM 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application is a continuation Application of, and 
claims the benefit of priority under 35 U.S.C. 120 from, U.S. 
application Ser. No. 10/921,284, filed Aug. 19, 2004, now 
U.S. Pat. No. 7,460,728, herein incorporated by reference, 
which claims the benefit of priority under 35 U.S.C. 119 from 
Japanese Patent Application Nos. 2003-313521, filed Sep. 5, 
2003; and 2004-128251, filed Apr. 23, 2004. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to an image processing appa 

ratus and method, a recording medium, and a program. More 
particularly, the present invention relates to an image process 
ingapparatus and method capable of correcting shading (sen 
sitivity nonuniformity) of a captured image in a case where, 
for example, a subject is recorded by a video camera having a 
digital still camera function, a PDA (Personal Digital Assis 
tant), a cellular phone, a PHS (Personal Handyphone System) 
or the like, to a recording medium therefor, and to a program 
therefor. 

2. Description of the Related Art 
In an imaging apparatus having a lens System and an imag 

ing section, in general, it is known that shading (sensitivity 
nonuniformity) occurs in a captured image due to, for 
example, a reduction in the amount of peripheral light due to 
a lens system. 

In recent years, as the cell size of imaging devices has been 
minimized, the construction in the height direction of wiring 
of imaging devices has been relatively minimized, and the 
pupil distance has been shortened as a result of a size reduc 
tion of lenses, causing shading to likely occur in a captured 
image. 
The principles of this shading are described in, for 

example, Japanese Unexamined Patent Application Publica 
tion No. 2002-218298 as follows. In the imaging device, in 
order to improve light sensitivity for each pixel, a microlens is 
provided for each photosensitive pixel portion of the imaging 
device. When light beams passing through an image-captur 
ing lens nearly vertically enter the photosensitive section of 
the imaging device, the incident light beams are collected on 
the photosensitive section of the imaging device almost with 
out any problems. On the other hand, when the light beams 
passing through an image-capturing lens obliquely enter the 
imaging device, due to the optical relation between the 
image-capturing lens and the microlens, only some of the 
original incident light beams enter each photosensitive sec 
tion of an area away from the optical axis of the image 
capturing lens (i.e., peripheral portions of the imaging 
device), and shading occurs. 

This phenomenon becomes more intense as the pixel posi 
tion on the imaging device becomes further away from the 
optical axis of the image-capturing lens. Furthermore, in the 
case of an imaging device of a large size, in some of the 
image-capturing lenses, the angle of the incidence of the light 
beams to the peripheral portion of the imaging device 
becomes larger. In this case, shading in which the sensitivity 
decreases occurs in the peripheral portion of the imaging 
device, where the incidence angle becomes larger, due to the 
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2 
position of the microlens, manufacture variations of on-chip 
color filters, the device structure of the imaging device, and 
the like. 
As a method of preventing the occurrence of such shading, 

for example, the lens system may be designed with a large 
number of lenses. Such a lens system designed with a large 
number of lenses is expensive, and application in so-called 
consumer products is often difficult. 
On the other hand, for example, when extraction of signals 

is performed in accordance with the XY coordinates as in 
devices incorporating semiconductor imaging devices, the 
image can be corrected by a digital process on the extracted 
signal. Accordingly, in the field of Scanners, etc., hitherto, 
various technologies for digitally correcting lens shading, 
Such as distortion which occurs because photo-taking is per 
formed by an inexpensive lens system, reduction of the 
amount of peripheral light, or color blur, have been proposed 
(see, for example, Japanese Unexamined Patent Application 
Publication Nos. 11-355511 and 2000-41 183). 

However, all of these conventional technologies are per 
formed by being restricted to the field of scanners, etc. (for 
example, a considerable time can be taken for correction 
processing), and correction processing in real time is not 
required as in a digital still camera. 

In comparison, various technologies relating to an imaging 
apparatus and a shading correction method for eliminating 
sensitivity nonuniformity on the plane of the imaging device, 
and an imaging apparatus and a shading correction method 
for correcting color shading which occurs in specific color 
channels of the imaging device (see, for example, Japanese 
Unexamined Patent Application Publication Nos. 2002 
218298 and 2000-41179) have been proposed. 

According to Japanese Unexamined Patent Application 
Publication No. 2002-218298, shading correction coeffi 
cients corresponding to pixels which are arranged two-di 
mensionally on the plane of the imaging device are stored in 
storage means, so that the correction coefficient is corrected 
So as to correspond to at least one of the Zoom position of the 
image-capturing lens, the focus position, the image height, 
the aperture stop value, the exit pupil position, and the amount 
of strobe light emission. 

According to Japanese Unexamined Patent Application 
Publication No. 2000-41179, shading correction data is cal 
culated by a CPU (Central Processing Unit), the data is writ 
ten into rewritable recording means (for example, RAM 
(Random Access Memory)), shading correction data is read 
in accordance with a captured image signal read from a CCD 
(Charge-Coupled Device), and shading correction is per 
formed by multiplying the captured image signal by the digi 
tal signal after the photographic signal is converted from 
analog into digital form, thus making it possible to perform 
high-speed and accurate shading correction. Furthermore, as 
a result of being configured in Such a manner that a program 
used for computations by the CPU can be changed externally, 
an image input device capable of performing shading correc 
tion of photo-taking corresponding to the scene of a subject 
(for example, corresponding to reverse optical correction and 
illumination) can be provided. 

According to the technology of Japanese Unexamined 
Patent Application Publication No. 2000-41179, the number 
of types of the step of storing a shading correction coefficient 
corresponding to each of the pixels arranged two-dimension 
ally on the plane of the imaging device is one. For example, 
when the Zoom position of the lens is moved from the wide 
end to the tele end, the correction coefficient needs to be 
corrected in Such a manner as to correspond to each continu 
ous Zoom position. 
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Part A of FIG. 1 shows shading characteristics in the rela 
tionship between the amount of light (the vertical axis) and 
the position of the Zoom wide end (the horizontal direction). 
Part B of FIG. 1 shows shading characteristics in the relation 
ship between the amount of light (the vertical axis) and the 
position of the Zoom tele end (the horizontal direction). As 
shown in part A of FIG. 1, shading characteristics L1 at the 
Zoom wide end are gradual reduction of the amount of light, 
whereas, as shown in part B of FIG. 1, shading characteristics 
L2 at the tele wide end often have characteristics such that the 
amount of light decreases sharply at the peripheral portion of 
the image plane. As a result, problems arise in that it is 
difficult to correct the correction coefficient while moving the 
Zoom position and to maintain the correction accuracy, and 
also in that the circuit Scale and the correction program 
become larger. 

The same applies to the focus position of the image-cap 
turing lens, the image height, the aperture stop value, the exit 
pupil position, and the amount of Strobe light emission. 

SUMMARY OF THE INVENTION 

The present invention has been made in view of such cir 
cumstances. The present invention aims to correct shading 
without increasing the circuit Scale and the program Scale 
even if one of the Zoom position of an image-capturing lens, 
the focus position, the image height, the aperture stop value, 
the exit pupil position, and the amount of strobe light emis 
sion is at a position between two ends. 

In one aspect, the present invention provides an image 
processing apparatus for correcting shading of a captured 
image, the image processing apparatus including: a first dis 
tance computation section for computing the distance from 
the image-plane center to each pixel by multiplying the dis 
tance by a distance gain; an obtaining section for obtaining a 
correction value for correcting the shading of the image on the 
basis of the distance computed by the first distance computa 
tion section; and a correction section for correcting the signal 
of each of the pixels on the basis of the correction value 
obtained by the obtaining section. 
The obtaining section may obtain a plurality of the correc 

tion values. 
The image processing apparatus may further include: a 

mixture-ratio setting section for setting the mixture ratio of 
the plurality of correction values obtained by the obtaining 
section; and a mixing section for mixing the plurality of 
correction values on the basis of the mixture ratio set by the 
mixture-ratio setting section, wherein the correction section 
may correct the signal of each of the pixels on the basis of the 
correction value mixed by the mixing section. 
The mixture-ratio setting section may set the mixture ratio 

on the basis of the lens Zoom position, the focus position, the 
image height, the aperture stop value, the exit pupil position, 
and the amount of strobe light emission. 
The image processing apparatus may further include again 

adjustment section for adjusting the gain of the correction 
value obtained by the obtaining section. 
The image processing apparatus may further include, when 

the image is composed of three colors of a G pixel, an R pixel, 
and a B pixel: a second distance computation section for 
computing the distance from the image-plane center to each 
pixel by multiplying the distance by a distance gain in accor 
dance with the G pixel; a first distance balance gain correction 
section for multiplying the distance gain in which the G pixel 
is used as a reference by the distance balance gain of the R 
pixel; and a second distance balance gain correction section 
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4 
for multiplying the distance gain in which the G pixel is used 
as a reference by the distance balance gain of the B pixel. 
The image processing apparatus may further include, when 

the image is composed of four colors of a Grpixel, an R pixel, 
a B pixel, and a Gb pixel, or four colors of an E pixel, an R 
pixel, a B pixel, and a G pixel: a second distance computation 
section for computing the distance from the image-plane 
center to each pixel by multiplying the distance by a distance 
gain in accordance with the Gb pixel or the G pixel; a first 
balance gain correction section for multiplying the distance 
gain in which the Gb pixel or the G pixel is used as a reference 
by the distance balance gain of the R pixel; a second balance 
gain correction section for multiplying the distance gain in 
which the Gb pixel or the G pixel is used as a reference by the 
distance balance gain of the B pixel; and a third balance gain 
correction section for multiplying the distance gain in which 
the Gb pixel or the G pixel is used as a reference by the 
distance balance gain of the Gr pixel or the Epixel. 

In another aspect, the present invention provides an image 
processing method for use with an image processing appara 
tus for correcting shading of a captured image, the image 
processing method including: a first distance computation 
step of computing the distance from the image-plane centerto 
each pixel by multiplying the distance by a distance gain; an 
obtaining step of obtaining a correction value for correcting 
the shading of the image on the basis of the distance computed 
in the first distance computation step; and a correction step of 
correcting the signal of each of the pixels on the basis of the 
correction value obtained in the obtaining step. 

In another aspect, the present invention provides a record 
ing medium having recorded thereon a computer-readable 
program executable to perform image processing for correct 
ing shading of a captured image, the program including: a first 
distance computation step of computing the distance from the 
image-plane center to each pixel by multiplying the distance 
by a distance gain; an obtaining step of obtaining a correction 
value for correcting the shading of the image on the basis of 
the distance computed in the first distance computation step; 
and a correction step of correcting the signal of each of the 
pixels on the basis of the correction value obtained in the 
obtaining step. 

In another aspect, the present invention provides a program 
for allowing a computer to execute image processing of an 
image processing apparatus for correcting shading of a cap 
tured image, the program including: a first distance compu 
tation step of computing the distance from the image-plane 
center to each pixel by multiplying the distance by a distance 
gain; an obtaining step of obtaining a correction value for 
correcting the shading of the image on the basis of the dis 
tance computed in the first distance computation step; and a 
correction step of correcting the signal of each of the pixels on 
the basis of the correction value obtained in the obtaining 
step. 

In the present invention, the distance from the image-plane 
center to each pixel is computed by multiplying the distance 
by a distance gain by dividing into an up-and-down portion 
and a right-to-left portion of the image plane. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 shows shading characteristics; 
FIG. 2 is a block diagram showing an example of the basic 

configuration of a camera system to which the present inven 
tion is applied; 

FIG. 3 shows an example of the configuration of an imag 
ing system of a digital still camera; 
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FIG. 4 shows a state in which an image whose right-to-left 
balance is degraded at a degree which is different for each 
color due to color shading is Subjected to shading correction; 

FIG. 5 shows a state in which an image whose right-to-left 
balance is degraded at a degree different for each color due to 
color shading is corrected by performing color shading bal 
ance, 

FIG. 6 shows a default H distance of right-to-left balance in 
the computation of the distance from the optical axis center; 

FIG.7 shows an unbalance H distance upward from right to 
the left; 

FIG. 8 shows an unbalance H distance upward from left to 
the right; 

FIG. 9 is a flowchart illustrating a shading correction pro 
cess performed by the digital still camera shown in FIG. 3; 

FIG. 10 shows another example of the configuration of an 
imaging system of a digital still camera; 

FIG. 11 is a flowchart illustrating a shading correction 
process performed by the digital still camera shown in FIG. 
10: 

FIG. 12 shows another example of the configuration of an 
imaging system of a digital still camera; 

FIG. 13 is a flowchart illustrating a shading correction 
process performed by the digital still camera shown in FIG. 
12: 

FIG. 14 shows another example of the configuration of an 
imaging system of a digital still camera; 

FIG. 15 shows another example of the configuration of an 
imaging system of a digital still camera; 

FIG. 16 shows another example of the configuration of an 
imaging system of a digital still camera; and 

FIG. 17 is a block diagram showing an example of the 
configuration of a personal computer. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

The best mode for practicing the present invention will now 
be described below. Before that, the corresponding relation 
ship between the invention described in the specification and 
the embodiments will be described with examples as follows. 
Even if there is an embodiment which is not described hereas 
an embodiment corresponding to the invention although 
described in another specification, this fact does not mean that 
the embodiment does not correspond to the invention. Con 
versely, even if the embodiment is described here as that 
corresponding to the invention, this fact does not mean that 
the embodiment does not correspond to the invention other 
than that invention. 

Furthermore, this description does not mean that all the 
aspects of the invention corresponding to the embodiments 
described in the specification are described. In other words, 
this description does not deny the existence of another inven 
tion described in another specification, that is, the existence of 
an invention, which will be divisionally applied for patent, or 
will appear or will be added by amendments in the future. 
An image processing apparatus (for example, a digital still 

camera of FIG. 3) as set forth in the first aspect of the present 
invention is an image processing apparatus for correcting the 
shading of a captured image, the image processing apparatus 
including a first distance computation section (for example, 
an up-and-down and right-and-left weighting section 22 of 
FIG. 3 for performing processing of step S3 in FIG.9, and a 
pseudo-distance computation section 42 of a distance com 
putation section 23 of FIG. 3 for performing processing of 
step S7) for computing the distance from the image-plane 
center to each pixel by multiplying the distance by a distance 
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6 
gain; an obtaining section (for example, look-up tables 24 and 
25 of FIG. 3 for performing processing of step S8 in FIG.9) 
for obtaining a correction value for correcting the shading of 
an image on the basis of the distance computed by the first 
distance computation section; and a correction section (for 
example, a correction section 29 of FIG. 3 for performing 
processing of step S12 in FIG.9) for correcting the signal of 
each pixel on the basis of the correction value obtained by the 
obtaining section. 
The obtaining section of the image processing apparatus 

obtains a plurality of correction values (for example, a cor 
rection coefficient for a Zoom wide end, and a correction 
coefficient for a Zoom tele end). 
The image processing apparatus of the present invention 

further includes mixture-ratio setting means (for example, a 
blend ratio setting section 26 of FIG. 3 for performing pro 
cessing of step S9 in FIG.9) for setting the mixture ratio of the 
plurality of correction values obtained by the obtaining sec 
tion; and a mixing section (for example, again blend process 
ing section 27 of FIG.3 for performing processing of step S10 
in FIG.9) for mixing the plurality of correction values on the 
basis of the mixture ratio set by the mixture-ratio setting 
means, wherein the correction section corrects the signal of 
each pixel on the basis of the correction value mixed by the 
mixing section. 
The mixture-ratio setting means of the image processing 

apparatus of the present invention sets the mixture ratio on the 
basis of the lens Zoom position, the aperture stop value, the 
focus position, the image height, the exit pupil position, or the 
amount of strobe light emission (for example, in accordance 
with a predetermined position between the minimum side and 
the maximum side). 
The image processing apparatus of the present invention 

further includes a gain adjustment section (for example, a 
gain adjustment section 28 of FIG.3 for performing process 
ing of step S11 in FIG. 9) for adjusting the gain of the cor 
rection value obtained by the obtaining section. 
The image processing apparatus of the present invention 

further includes, when the image is composed of three colors 
of a G pixel, an R pixel, and a B pixel: a second distance 
computation section (for example, an up-and-down and right 
and-left weighting section 22 of FIG. 3 for performing pro 
cessing of step S5 in FIG.9) for computing the distance from 
the image-plane center to each pixel by multiplying the dis 
tance by a distance gain in accordance with the G pixel; a first 
distance balance gain correction section (for example, a dis 
tance balance processing section 41 of FIG.3 for performing 
processing of step S6 in FIG.9) for multiplying the distance 
gain in which the G pixel is used as a reference by the distance 
balance gain of the R pixel; and a second distance balance 
gain correction section (for example, the distance balance 
processing section 41 of FIG.3 for performing processing of 
step S6 in FIG.9) for multiplying the distance gain in which 
the G pixel is used as a reference by the distance balance gain 
of the B pixel. 
The image processing apparatus of the present invention 

further includes, when the image is composed of four colors 
of a Gr pixel, an R pixel, a B pixel, and a Gb pixel, or four 
colors of an E pixel, an R pixel, a B pixel, and a G pixel: a 
second distance computation section (the up-and-down and 
right-and-left weighting section 22 of FIG. 3 for performing 
processing of step S5 in FIG. 9) for computing the distance 
from the image-plane center to each pixel by multiplying the 
distance by a distance gain in accordance with the Gb pixel or 
the G pixel; a first distance balance gain correction section 
(the distance balance processing section 41 of FIG. 3 for 
performing processing of step S6 in FIG. 9) for multiplying 
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the distance gain in which the Gb pixel or the G pixel is used 
as a reference by the up-and-down and right-to-left distance 
balance gain of the R pixel; a second distance balance gain 
correction section (the distance balance processing section 41 
of FIG.3 for performing processing of step S6 in FIG.9) for 
multiplying the distance gain in which the Gb pixel or the G 
pixel is used as a reference by the distance balance gain of the 
B pixel; and a third distance balance gain correction section 
(the distance balance processing section 41 of FIG. 3 for 
performing processing of step S6 in FIG. 9) for multiplying 
the distance gain in which the Gb pixel or the G pixel is used 
as a reference by the distance balance gain of the Gr pixel or 
the Epixel. 

The image processing method for use with an image pro 
cessing apparatus (for example, the digital still camera of 
FIG. 3) for correcting shading of a captured image as set forth 
in the second aspect of the present invention includes: a first 
distance computation step (for example, steps S3 and S7 in 
FIG. 9) of computing the distance from the image-plane 
center to each pixel by multiplying the distance by a distance 
gain; an obtaining step (for example, step S8 in FIG. 9) of 
obtaining a correction value for correcting the shading of the 
image on the basis of the distance computed in the process of 
the first distance computation step; and a correction step (for 
example, step S12 in FIG.9) of correcting the signal of each 
of the pixels on the basis of the correction value obtained in 
the process of the obtaining step. 

The image processing method of the present invention 
further includes, when the image is composed of three colors 
of a G pixel, an R pixel, and a B pixel: a second distance 
computation step (for example, step S5 in FIG.9) of comput 
ing the distance from the image-plane center to each pixel by 
multiplying the distance by a distance gain by using the G 
pixel as a reference; a first distance balance gain correction 
step (for example, step S6 in FIG. 9) of multiplying the 
distance gain in which the G pixel is used as a reference by the 
distance balance gain of the R pixel; and a second distance 
balance gain correction step (for example, step S6 in FIG.9) 
of multiplying the distance gain in which the G pixel is used 
as a reference by the distance balance gain of the B pixel. 
The image processing method of the present invention 

further includes, when the image is composed of four colors 
of a Gr pixel, an R pixel, a B pixel, and a Gb pixel, or four 
colors of an E pixel, an R pixel, a B pixel, and a G pixel: a 
second distance computation step (for example, step S5 of 
FIG. 9) of computing the distance from the image-plane 
center to each pixel by multiplying the distance by a distance 
gain in accordance with the Gb pixel or the G pixel; a first 
distance balance gain correction step (for example, step S6 of 
FIG.9) of multiplying the distance gain in which the Gb pixel 
or the G pixel is used as a reference by the distance balance 
gain of the R pixel; a second distance balance gain correction 
step (for example, step S6 of FIG. 9) of multiplying the 
distance gain in which the Gb pixel or the G pixel is used as a 
reference by the distance balance gain of the B pixel; and a 
third distance balance gain correction step (for example, step 
S6 of FIG.9) of multiplying the distance gain in which the Gb 
pixel or the G pixel is used as a reference by the distance 
balance gain of the Gr pixel or the Epixel. 

In the program recorded on the recording medium as set 
forth in the third aspect of the present invention, and the 
program as set forth in the fourth aspect of the present inven 
tion, an embodiment (one example) to which each step cor 
responds is identical to that of the image processing method 
as set forth in the second aspect of the present invention. 

Embodiments of the present invention will now be 
described below with reference to the drawings. 
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8 
FIG. 2 is a block diagram showing an example of the basic 

configuration of a camera system to which the present inven 
tion is applied. In this example of the configuration, the cam 
era system is broadly divided into three blocks of (i) an 
imaging System including a lens 1, an imaging device 2, an 
imaging section 3 having a CDS (Correlated Double Sam 
pling) circuit; an AGC (Automatic Gain Control) circuit; and 
an A/D (Analog to Digital) converter, a shading correction 
section 4, and a camera signal processing section 5; (ii) a 
display system including a display section 6; and (iii) a 
recording system including a recording section 7. 
The lens 1 allows light (i.e., a video image of a Subject) to 

enter the imaging device 2. The imaging device 2 is, for 
example, such that photoelectric conversion devices for per 
forming photoelectric conversion, including CCD (Charge 
Coupled Devices) imagers and C-MOS (Complementary 
Metal Oxide Semiconductor) imagers, are arranged two-di 
mensionally, with R, G, and B primary-color filters (not 
shown) arranged in a mosaic form being disposed in front of 
the photoelectric conversion devices. That is, the imaging 
device 2 photoelectrically converts an optical image of a 
subject, which enters via the lens 1 and the primary-color 
filters, in order to generate a captured image signal (charge), 
and outputs the generated captured signal to the imaging 
section 3 by a raster scanning method. For the primary-color 
filters, complementary-color-system filters in which Ye, Cy, 
Mg, and G filters are arranged in a mosaic form may be used. 

In the imaging section 3, noise reduction is performed on 
the captured image signal output from the imaging device 2 at 
the CDS circuit, and gain adjustment is performed on the 
signal at the AGC circuit, the signal is converted from an 
analog signal into a digital signal at the A/D converter, after 
which the signal is Supplied to the shading correction section 
4. 
The shading correction section 4 corrects the reduction of 

the amount of peripheral light of the image-capturing plane 
due to lens shading with respect to the captured image data 
Supplied from the imaging section 3, and thereafter, Supplies 
the data to the camera signal processing section 5. 
The camera signal processing section 5 performs signal 

processing. Such as gamma processing, color separation pro 
cessing, and YUV conversion at a ratio of 4:2:2, on the cap 
tured image data Supplied from the shading correction section 
4 so as to generate image data composed of luminance signal 
data and chroma signal data. The camera signal processing 
section 5 Supplies the generated image data to the display 
section 6, whereby the corresponding image is displayed, or 
Supplies the generated image data to the recording section 7. 
whereby the image data is recorded. 
The display section 6 includes, for example, an LCD (Liq 

uid-Crystal Display), and displays the image of a subject 
Supplied from the camera signal processing section 5. The 
recording section 7 controls, for example, a removable 
medium Such as a magnetic disk, an optical disk, a magneto 
optical disk, or a semiconductor memory, and records image 
data Supplied from the camera signal processing section 5 on 
the removable medium. 

Next, a description will be given of the operation of cor 
recting shading of the camera system configured as described 
above. 
An optical image of a Subject enters the imaging device 2 

via the lens 1, and as a result of being photoelectrically 
converted thereby, a captured image signal is generated. The 
captured image signal is subjected to noise reduction, gain 
adjustment, and A/D conversion in the imaging section3, and 
is output as captured image data (a digital video signal) to the 
shading correction section 4. Here, since shading is consid 
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ered to occur in proportion to the distance from the optical 
axis center, the distance from the optical-axis center is com 
puted by the shading correction section 4, a shading 
correction coefficient corresponding to the distance is read 
from the correction coefficient table, and the shading is cor 
rected by multiplying the captured image data by the correc 
tion coefficient. Then, the camera signal processing section 5 
performs signal processing. Such as gamma processing, color 
separation processing, and YUV conversion on the captured 
image data in which shading is corrected, thereby generating 
image data composed of luminance signal data and chroma 
signal data. The camera signal processing section 5 outputs 
the generated image data to the display section 6 or the 
recording section 7. 

Next, a description will be given below of a specific 
example of the camera system shown in FIG. 2. 

FIG. 3 shows an example of the configuration of an imag 
ing system of a digital still camera provided with a function 
for correcting, for example, the reduction of the amount of 
peripheral light in real time by reading the correction table 
based on the distance to the optical-axis center. Components 
in FIG.3, which correspond to those of FIG. 2, are designated 
with the corresponding reference numerals, and descriptions 
thereof are omitted where appropriate. 
A signal generator (SG) 11 generates a horizontal reset 

signal and a vertical reset signal, and Supplies these signals to 
a timing generator (TG) 12. Also, the signal generator 11 
generates a horizontal counter value and a vertical counter 
value, and Supplies these signals to an optical-axis-center 
coordinate setting section 21 of the shading correction section 
4. 

Based on the horizontal reset signal and the vertical reset 
signal Supplied from the signal generator 11, the timing gen 
erator 12 generates a horizontal driving signal and a vertical 
driving signal, and Supplies these signals to the imaging 
device 2. As a result, the signal of each pixel at which an 
image is captured is read from the imaging device 2 in accor 
dance with the horizontal driving signal and the vertical driv 
ing signal generated at the timing generator 12. 

Based on the horizontal counter value and the vertical 
counter value Supplied from the signal generator 11, the opti 
cal-axis-center coordinate setting section 21 computes opti 
cal-axis-center position information data. For example, when 
the pixel length in the horizontal direction of 5 million pixels 
is 2560 pixels, in order that the value of the optical-axis center 
becomes zero, this is achieved by subtracting the value of /2 
of the pixel length, that is, the value of 1280, from the hori 
Zontal counter value. Furthermore, when the line length in the 
vertical direction of 5 million pixels is 1920 lines, in order that 
the value of the optical-axis center becomes Zero, this is 
achieved by subtracting the value of /2 of the line length, that 
is, the value of 960, from the vertical counter value. 
The up-and-down and right-and-left weighting section 22 

multiplies the horizontal counter value by the horizontal dis 
tance gain on the right side or the horizontal distance gain on 
the left side, the distance gain being used as a weight, when 
viewed from the optical-axis-center position based on the 
optical-axis-center position information data computed by 
the optical-axis-center coordinate setting section 21. For 
example, in a case where the pixel length in the horizontal 
direction of 5 million pixels is 2560 pixels, if the value of /2 
of the pixel length, that is, the value of 1280, is subtracted 
from the horizontal counter value, the value of Zero is com 
puted in a portion in the optical-axis center, a negative value 
is computed in a portion to the left of the optical-axis center, 
and a positive value is computed in a portion to the right of the 
optical-axis center. In this manner, in the up-and-down and 
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10 
right-and-left weighting section 22, a determination is made 
as to which is the left side or the right side when viewed from 
the optical-axis-center position, and the right-side horizontal 
distance gain or the left-side vertical distance gain, which is 
used as a weight, is multiplied to the horizontal counter value. 

Furthermore, the up-and-down and right-and-left weight 
ing section 22 multiplies the vertical counter value by the 
Vertical distance gain on the upper side or the vertical distance 
gain on the lower side, the distance gain being used as a 
weight, when viewed from the optical-axis-center position 
based on the optical-axis-center position information data 
computed by the optical-axis-center coordinate setting sec 
tion 21. For example, when the line length in the vertical 
direction of 5 million pixels is 1920 lines, if the value of /2 of 
the line length, that is, the value of 960, is subtracted from the 
vertical counter value, the value of Zero is computed in the 
optical-axis center, a negative value is computed above the 
optical-axis center, and a positive value is computed below 
the optical-axis center. In this manner, in the up-and-down 
and right-and-left weighting section 22, a determination is 
made as to which is the upper side or the lower side when 
viewed from the optical-axis-center position, and the hori 
Zontal distance gain on the upper side or the vertical distance 
gain on the lower side, the distance gain being used as a 
weight, is multiplied to the vertical counter value. 

Furthermore, in order to perform weighting to the horizon 
tal counter value and the Vertical counter value, the up-and 
down and right-and-left weighting section 22 performs up 
and-down and right-to-left weighting commonly to the G 
pixel, the R pixel, and the B pixel in the case of the state as is. 
Furthermore, when the degrees of the up-and-down and right 
to-left unbalance of the G pixel, the R pixel, and the B pixel 
are the same, the up-and-down and right-and-left weighting 
section 22 performs weighting so that the up-and-down and 
right-to-left balance is achieved. 

However, when the degrees of the up-and-down and right 
to-left unbalance of the G pixel, the R pixel, and the B pixel 
differ from one another, even if a common up-and-down and 
right-to-left weighting process is performed, unbalance for 
each color cannot be corrected. 

Referring now to FIG. 4, a description will be given of an 
example of a case where the degrees of the up-and-down and 
right-to-left unbalance of the G pixel, the R pixel, and the B 
pixel differ from one another. 

Parts A to C of FIG. 4 show states in which an image whose 
right-to-left balance is degraded at a degree which is different 
for each color due to color shading is subjected to shading 
correction. In FIG. 4, the vertical axis indicates shading char 
acteristics, and the horizontal axis indicates the position at the 
Zoom wide end. 

Part A of FIG. 4 shows a waveform in which single shading 
which differs for each of RGB occurs, and right-to-left bal 
ance is degraded at a degree which is different for each color. 
In this state, a state in which, for example, the G pixel is taken 
note of, and the up-and-down and right-and-left weighting 
section 22 performs right-to-left weighting in accordance 
with the G pixel, and the gain adjustment section 28 multi 
plies a correction gain is shown in Part B of FIG. 4. Here, 
weighting and a correction gain are not yet performed to the 
R pixel and the B pixel. 

Part C of FIG. 4 shows that, since the R pixel and the B 
pixel are in the State of single shading, the single shading is 
not removed even if the up-and-down and right-and-left 
weighting section 22 performs right-to-left weighting in 
accordance with the G pixel, or the gain adjustment section 28 
makes a correction by a color-by-color gain. 
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The reason for this is that, after the up-and-down and 
right-and-left weighting section 22 performs right-to-left 
weighting in accordance with the G pixel, the gain adjustment 
section 28 uniformly multiplies a color-by-color gain with 
respect to the up-and-down and right-to-left of the image 
plane. That is, if a gain is multiplied while being kept in the 
state of single shading, in the case of the single shading 
upward from left to right, the single shading remains while 
the left-side shading is not corrected, and in the case of the 
single shading upward from right to left, the single shading 
remains while the right-side shading is not corrected. 

In the case of an image whose up-and-down balance is 
degraded at a degree which is different for each color, also, in 
the manner described above, shading cannot be corrected 
similarly to the case of an image whose right-to-left balance 
is degraded at a degree which is different for each color. 

Therefore, in order to correct that the right-to-left or up 
and-down balance is degraded at a degree which is different 
for each color due to color shading, the distance balance 
processing section 41 is provided inside the distance compu 
tation section 23 of FIG. 3. 

Referring now to FIG. 5, a description will be given below 
of an example of a case where the degradation of right-to-left 
or up-and-down balance at a degree which is different for 
each color due to color shading is corrected. 

Parts A to D of FIG.5 show states in which an image whose 
right-to-left or up-and-down balance is degraded at a degree 
which is different for each color due to color shading is 
corrected by performing color shading balance. In FIG. 5, the 
Vertical axis indicates shading characteristics, and the hori 
Zontal axis indicates the position at the Zoom wide end. 

Part A of FIG.5 shows a waveform in which single shading 
which differs for each of RGB occurs, and right-to-left bal 
ance is degraded at a degree which is different for each color. 
In this state, for example, the G pixel is taken note of, and the 
up-and-down and right-and-left weighting section 22 per 
forms weighting of up-and-down and right-to-left distances 
in accordance with the G pixel. That is, the up-and-down and 
right-and-left weighting section 22 multiplies the horizontal 
or vertical counter value by a gain corresponding to the up 
and-down and right-to-left distance from the optical-axis cen 
ter, the gain being used as a weight, in accordance with the 
shading of the G pixel. Thereafter, the distance balance pro 
cessing section 41 performs a distance balance process for 
achieving balance of the distance for the G pixel on each of 
the R pixel and the B pixel. That is, the distance balance 
processing section 41 achieves balance of the length of the 
distance from the optical-axis center on the left side and the 
length of the distance from the optical-axis center on the right 
side by dividing into the R pixel and the B pixel. The same 
applies to the upper side and the lower side. 
The result is shown in part B of FIG. 5. Each single shading 

of the R pixel and the B pixel is removed by the distance 
balance process. This makes it possible to converge the inten 
sity of the correction gain and to obtain a flat level in which 
the correction result is the same as that of the G pixel. 

FIG. 6 shows a default H distance of right-to-left balance 
(the right-to-left distance gain is 1x) in the computation of the 
distance from the optical-axis center. In FIG. 6, the vertical 
axis indicates the H distance of right-to-left balance, and the 
horizontal axis indicates the H counter value. The H counter 
value is calculated in Such a manner that the horizontal 
counter value Supplied from the signal generator 11 is 
obtained, the optical-axis centertakes a value of Zero, the left 
side takes a negative value, and the right side takes a positive 
value. In the default, the absolute value of the H counter value 
becomes the H distance (the default distance L11) as is (in the 
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12 
case where the right-to-left distance gain is 1x). In this man 
ner, the distance balance processing section 41 corrects the 
reduction of the amount of peripheral light in accordance with 
the H distance. 
A description will now be given below of a basic method of 

adjusting a right-to-left distance balance. Here, an example of 
a balance distance in a case where, as names of variables, 
Default dist is set as the default distance, and BAL dist is set 
as a balance distance (distance for adjusting unbalance) is 
shown in the following equations (1) and (2). It is assumed 
here that equation (1) is used for a case in which the H 
distance is negative, equation (2) is used for a case in which 
the H distance is positive, and the coefficient is from 0.0 to 
1998046875 (u,19). 

BAL dist=Default distxcoefficient (1) 

BAL dist=2.0xDefault dist-(Default distxcoeffi 
cient) (2) 

Of course, in addition to the above-described equations, 
other equations of calculating the balance distance can be 
used as long as they satisfy the achievement of the distance 
balance. 

Furthermore, as shown in FIG. 7, in the case of an unbal 
ance H distance upward from right to left (a balance distance 
L12 in the case of an example of FIG. 7), the distance balance 
is achieved so that, since the distance on the left side is shorter, 
the distance on the right side is increased correspondingly. 
Furthermore, as shown in FIG. 8, in the case of an unbalance 
H distance (a balance distance L21 in the case of an example 
of FIG. 8) upward from left to right, the distance balance is 
achieved so that, since the distance on the left side is longer, 
the distance on the right side is decreased correspondingly. 

In this manner, as a result of adjusting the color-by-color 
unbalance before the shading correction operation is per 
formed, if a color-by-color gain in which the gain is uniform 
is adjusted, it is possible to make the waveform to become 
closer to a flat waveform. Part C of FIG. 5 shows a state in 
which, as shown in part B of FIG. 5, after the unbalance is 
adjusted color by color, the up-and-down and right-and-left 
weighting section 22 performs right-to-left weighting in 
accordance with the G pixel, and the gain adjustment section 
28 multiplies a correction gain. Part D of FIG. 5 shows a state 
in which, after the up-and-down and right-and-left weighting 
section 22 performs right-to-left weighting in accordance 
with the G pixel with respect to the R pixel and the B pixel, the 
gain adjustment section 28 adjusts the gain in accordance 
with the G pixel by a color-by-color gain. 
The above processing makes it possible to solve color 

shading in which the right-to-left balance is degraded at a 
degree different for each color. 

In the foregoing, a description is given of three-color data 
of green, red, and blue. The present invention can also be 
applied to four-color data of Gr/R/B/Gb, E/R/B/G, etc. In this 
case, taking note of the Gb pixel or the G pixel, the up-and 
down and right-and-left weighting section 22 multiplies the 
horizontal or vertical counter value by a gain corresponding 
to the distance from each of the up-and-down and right-to-left 
distance from the optical-axis center in accordance with the 
shading of the Gb pixel or the G pixel, the gain being used as 
a weight. 

Thereafter, the distance balance processing section 41 per 
forms a distance balance process for achieving balance of the 
distance for the Gb pixel or the G pixel with respect to each of 
the Gr pixel, the R pixel, and the B pixel, or each of the E 
pixel, the R pixel, and the B pixel. That is, the balance of the 
length of the distance from the optical-axis center on the left 
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side and the length of the distance from the optical-axis center 
on the right side is achieved. The same applies to the upper 
side and the lower side. 

In the manner described above, regarding the four-color 
data of Gr/R/B/Gb, E/R/B/G, etc., color shading in which 
right-to-left balance is degraded at a degree different for each 
color can be solved. 
A pseudo-distance computation section 42 of the distance 

computation section 23 is formed of a 16-sided polygon 
(hexadecagon) pseudo-distance calculation circuit for com 
puting the distanced by an approximation using a polygon for 
the purpose of reducing the circuit scale. In the up-and-down 
and right-and-left weighting section 22, the weighting of the 
up-and-down and right-to-left distances is performed, and in 
the distance balance processing section 41, based on the data 
in which distance balance is achieved, the distanced to the 
optical-axis-center position is computed on the basis of the 
following equation (3). Here, the coordinates from the opti 
cal-axis center are denoted as (x, y), and the absolute values 
thereof are denoted as X and Y. 

The details of the hexadecagon pseudo-distance calcula 
tion are disclosed in Japanese Unexamined Patent Applica 
tion Publication Nos. 2002-216136 and 2002-237998. 

If the hexadecagon pseudo-distance calculation is simply 
calculated, a nearly regular 16-sided polygon is formed. 
However, here, since weights of up-and-down and right-to 
left distances are multiplied, it is not always that the shape is 
formed closer to a regular 16-sided polygon. 

In the look-up tables 24 and 25, for example, a correction 
coefficient table for correcting, for example, the reduction of 
the amount of peripheral light at the Zoom wide end and a 
correction coefficient table for correcting, for example, the 
reduction of the amount of peripheral light at the Zoom tele 
end are generated in advance and stored. The look-up tables 
24 and 25 obtain a correction coefficient at the Zoom wide end 
and a correction coefficient at the Zoom tele end, which cor 
respond to the distance data to the optical-axis-center posi 
tion, which is computed by the distance computation section 
23, and supply the correction coefficients to the gain blend 
processing section 27. 

In the look-up tables 24 and 25, two correction coefficients 
for the Zoom wide end and for the Zoom tele end are stored. In 
addition, for example, two correction coefficients in which 
the aperture stop is open and the aperture stop is closed may 
be stored. Furthermore, two correction coefficients between 
the minimum side and the maximum side of the focus posi 
tion, the image height, the exit pupil position, and the amount 
of strobe light emission may be stored. 
The blend ratio setting section 26 sets the mixture (blend) 

ratio of two correction coefficients (the correction coefficient 
at the Zoom wide end and the correction coefficient at the 
Zoom tele end) according to each Zoom position between the 
Zoom wide end and the Zoom tele end. More specifically, 
when the mixture ratio is set to 0, only the correction coeffi 
cient obtained from one of the look-up tables 24 and 25 (for 
example, the look-up table 24) is used. Then, as the value of 
the mixture ratio is set to be greater, the ratio of the correction 
coefficient obtained from the other table (for example, the 
look-up table 25) becomes greater. 

Furthermore, the blend ratio setting section 26 sets the 
mixture ratio of two correction coefficients according to a 
predetermined position between the minimum side and the 
maximum side of the aperture stop value, the focus position, 
the image height, the exit pupil position, or the amount of 
strobe light emission. 
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When the two correction coefficients which are read from 

the look-up tables 24 and 25 correspondingly are, for 
example, Subjected to shading correction at the Zoom posi 
tion, the gain blend processing section 27 mixes them at a 
mixture ratio determined by the blend ratio setting section 26 
according to the Zoom position in order to compute the shad 
ing correction coefficient. Furthermore, when shading is to be 
corrected, for example, by one of the aperture stop value of 
the image-capturing lens, the focus position, the image 
height, the exit pupil position, or the amount of strobe light 
emission, the gain blend processing section 27 mixes two 
correction coefficients read from the look-up tables 24 and 25 
correspondingly at a mixture ratio determined according to a 
predetermined position between the minimum side and the 
maximum side in order to compute the shading correction 
coefficient. 

For example, when the correction coefficient read from the 
look-up table 24 is denoted as A, the correction coefficient 
read from the look-up table 25 is denoted as B, and the 
mixture ratio set by the blend ratio setting section 26 is 
denoted as R, the blended shading correction coefficient C is 
computed on the basis of the following equation (4). 

C = (1-R). A + R. B (4) 

= A - R. A + R. B 

= A - R. (A - B) 

The gain adjustment section 28 identifies a color informa 
tion signal of Gr/R/B/Gb, G/R/B/E, etc., and multiplies the 
shading correction coefficient blended at the gain blend pro 
cessing section 27 by a color-by-color gain for each of the 
four colors. This color-by-color gain also serves the function 
of the degree of influence of shading correction, and the 
degree of influence of correction means that the intensity of 
correction is set for each photo-taking scene. 

Based on the shading correction coefficient which is gain 
adjusted at the gain adjustment section 28, the correction 
section 29 corrects the reduction of the amount of peripheral 
light according to the distance to the optical-axis-center posi 
tion with respect to the signal of each pixel, which is Supplied 
from the imaging section 3. This correction section 29 is 
generally formed of a multiplier for multiplying a correction 
coefficient, but may be an adder in a case where a correction 
is made by adding an offset. 
The camera signal processing section 5 performs an inter 

polation process and a simultaneous process on an image 
signal whose shading is corrected at the correction section 29, 
and forms output image signals (Y/C signals) to be output to 
terminals 31 and 32. 

Referring now to the flowchart in FIG.9, a description will 
be given of a shading correction process performed by the 
digital still camera having an imaging system shown in FIG. 
3. In this process, a description is given of three-color data of 
green, red, and blue, but this process can also be applied to 
four-color data of Gr/R/B/Gb, E/R/B/G, etc., in a similar 
a. 

In step S1, the imaging device 2 reads the signal of each 
pixel at which an image is captured in accordance with the 
horizontal driving signal and the vertical driving signal gen 
erated at the timing generator 12. In step S2, based on the 
horizontal counter value and the vertical counter value gen 
erated at the signal generator 11, the optical-axis-center coor 
dinate setting section 21 subtracts the value of /2 of the pixel 
length of the imaging device 2 from the horizontal counter 
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value and subtracts the value of /2 of the line length from the 
Vertical counter value in order to compute the optical-axis 
center position information data. 

In step S3, the up-and-down and right-and-left weighting 
section 22 multiplies the horizontal counter value by a hori 
Zontal distance gain on the right side or a horizontal distance 
gain on the left side, when viewed from the optical-axis 
center position based on the optical-axis-center position 
information data computed in the process of step S2, the 
horizontal distance gain being used as a weight, and multi 
plies the vertical counter value by a vertical distance gain on 
the upper side or a vertical distance gain on the lower side, the 
gain being used as a weight. 

In step S4, the up-and-down and right-and-left weighting 
section 22 determines whether or not the image is an image in 
which the right-to-left or up-and-down balance is degraded at 
a degree which is different for each color, that is, color shad 
ing has occurred. When it is determined that color shading has 
occurred, the process proceeds to step S5. In step S5, the 
up-and-down and right-and-left weighting section 22 per 
forms a distance computation process for computing the dis 
tance from the image-plane center to each pixel by multiply 
ing the distance by a distance gain by dividing into the upper 
side, the lower side, the left side, and the right side of the 
image plane in accordance with the green pixel. In step S6, the 
distance balance processing section 41 of the distance com 
putation section 23 performs a red distance balance compu 
tation for multiplying the distance gain in which the green 
pixel is used as a reference by up-and-down and right-to-left 
balance gains of the red pixel, and a blue distance balance 
computation for multiplying the distance gain in which the 
green pixel is used as a reference by up-and-down and right 
to-left balance gains of the blue pixel. 

After the process of step S6, or when it is determined in step 
S4 that color shading has not occurred, the process proceeds 
to step S7. In this step, based on the data to which weights of 
up-and-down and right-to-left distances are assigned in the 
process of step S3 and based on the data in which distance 
balance is achieved when the processing of steps S5 and S6 is 
completed, the pseudo-distance computation section 42 of 
the distance computation section 23 computes the distanced 
to the optical-axis-center position on the basis of equation (3) 
described above. 

As a result of the processing up to this point, for each pixel 
read from the imaging device 2, the horizontal counter value 
and the vertical counter value, corresponding to the pixel, is 
Supplied from the signal generator 11 via the optical-axis 
center coordinate setting section 21 and the up-and-down and 
right-and-left weighting section 22 to the distance computa 
tion section 23, whereby the distance to the optical-axis 
center position is computed. 

In step S8, the look-up tables 24 and 25 obtain the correc 
tion coefficient for the Zoom wide end and the correction 
coefficient for the Zoom tele end, which correspond to the 
distance to the optical-axis-center position for each pixel, the 
distance being computed in the process of step S7, respec 
tively. In step S9, the blend ratio setting section 26 sets the 
mixture ratio of two correction coefficients obtained in the 
process of step S8 in accordance with each Zoom position 
between the Zoom wide end and the Zoom tele end. In step 
S10, based on the equation (4) described above, the gain 
blend processing section 27 mixes the correction coefficient 
for the Zoom wide end and the correction coefficient for the 
Zoom tele end, obtained in the process of step S8, at a prede 
termined mixture ratio set in the process of step S9, in order to 
compute the shading correction coefficient C. 
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As a result of processing up to this point, even if shading 

characteristics differ greatly at both ends of the wide end and 
the tele end of the Zoom position of the image-capturing lens, 
by mixing the two types of correction coefficients of the two 
ends at a mixture ratio which is determined according to a 
predetermined Zoom position between the wide end and the 
tele end, the shading correction coefficient can be easily com 
puted without degrading the correction accuracy. 

Similarly, even if the shading characteristics differ greatly 
between two ends of the aperture stop value, the focus posi 
tion, the image height, the exit pupil position, and the amount 
of strobe light emission on the minimum side and those on the 
maximum side, by mixing the correction coefficients at the 
two ends at a mixture ratio determined according to a prede 
termined position between the minimum side and the maxi 
mum side, also, the shading correction coefficient can easily 
be computed without degrading the correction accuracy. 

In step S11, the gain adjustment section 28 multiplies the 
shading correction coefficient computed in the process of step 
S10 by a color-by-color gain for each of the three colors. In 
step S12, the correction section 29 makes a correction of for 
example, the reduction of the amount of peripheral light cor 
responding to the distance to the optical-axis-center position 
with respect to the signal of each pixel read from the imaging 
device 2 in the process of step S1 on the basis of the shading 
correction coefficient which is gain adjusted in the process of 
step S11. 
As described above, even if the shading characteristics are 

inclined to the up-and-down or right-to-left of the image 
plane, by performing up-and-down and right-to-left weight 
ing of the distance from optical-axis-center position, the up 
and-down and right-to-left balance of the image signal is 
achieved, the distance is computed using equation (3) which 
is approximated by a polygon, and the correction coefficients 
corresponding to the computed distance values are obtained 
from the two look-up tables 24 and 25, correspondingly. 
Then, the two obtained correction coefficients are blended at 
the mixture ratio which is determined according to a prede 
termined position between two ends, that is, the wide end and 
the tele end of the Zoom position of the image-capturing lens, 
thus computing the target shading correction coefficient. As a 
result, even if the Zoom position of the image-capturing lens 
is at any position between the wide end and the tele end, the 
shading correction coefficient can easily be computed with 
out degrading the correction accuracy. Therefore, satisfactory 
lens shading correction can be performed with simple hard 
ware configuration. 
The look-up tables 24 and 25 are each formed of one block. 

In addition, for example, values corresponding to the three 
primary-color signals (R, G, B), a luminance signal (Y sig 
nal), or color-difference signals (Cb and Cr signals) may be 
stored. 

In the foregoing, by reading two correction coefficients 
based on the distance to the optical-axis-center position, 
shading correction is performed in real time. In addition, 
when the image is thinned out in one of the vertical direction 
and the horizontal direction or in both directions, shading 
correction can similarly be performed in real time. 

FIG. 10 shows an example of the configuration of an imag 
ing system of a digital still camera provided with a function 
for correcting reduction of the amount of peripheral light in 
real time by reading a correction table based on the direction 
to the optical-axis-center position in a case where an image is 
thinned out in one of the vertical direction and the horizontal 
direction or in both directions. Components in FIG. 10, which 
correspond to those of FIG. 3, are designated with the corre 
sponding reference numerals, and descriptions thereof are 
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omitted where appropriate. The case of the configuration 
shown in FIG. 10 is identical to that of FIG. 3 except that a 
conversion section 52 is newly provided inside the distance 
computation section 23. 
The distance computation section 23 computed the dis 

tance d to the optical-axis-center position on the basis of 
equation (3) described above from the data in which weight 
ing of up-and-down and right-to-left distances is performed at 
the up-and-down and right-and-left weighting section 22 and 
the distance balance is achieved at the distance balance pro 
cessing section 41. Thereafter, the distance computation sec 
tion 23 causes the conversion section 52 to convert the value 
of the distanced in accordance with the thinning-out infor 
mation (the reciprocal of the thinning-out rate) Supplied from 
a terminal 51. 

Referring now to the flowchart in FIG. 11, a description is 
given of a shading correction process performed by the digital 
still camera having an imaging system shown in FIG. 10. 
The processing of steps S21 to S26 is identical to the 

above-described processing of steps S1 to S6 of FIG. 9, and 
accordingly, a description thereof is omitted. That is, the 
signal of each pixel at which an image is captured is read, the 
optical-axis-center position information data is computed on 
the basis of the horizontal counter value and the vertical 
counter value corresponding to each pixel, weighting of up 
and-down and right-to-left distances, when viewed from the 
optical-axis-center position, is performed, and distance bal 
ance is achieved when color shading has occurred. 

In step S27, the distance computation section 23 computes 
the distanced to the optical-axis-center position on the basis 
of equation (3) described above from the data in which 
weighting of up-and-down and right-to-left distances is per 
formed in the process of step S23 and the data in which 
distance balance is achieved when the processing of steps S25 
and S26 is completed. The conversion section 52 converts the 
computed value of the distanced on the basis of the thinning 
out information supplied from the terminal 51. 
The processing of steps S28 to S31 is identical to the 

above-described processing of steps S9 to S12 of FIG.9, and 
accordingly, a description thereof is omitted. That is, the 
correction coefficient for the Zoom wide end and the correc 
tion coefficient for the Zoom tele end are obtained on the basis 
of the distance to the optical-axis-center position for each 
pixel, which is converted in the process of step S27, and these 
coefficients are blended at a predetermined mixture ratio, 
thereby computing the shading correction coefficient. Then, 
the gain of the shading correction coefficient is adjusted, and 
based on the shading correction coefficient, correction of for 
example, the reduction of the amount of peripheral light, 
corresponding to the distance to the optical-axis-center posi 
tion, is made with respect to the read signal of each pixel. 
As described above, even if the thinning-out of the image 

has been performed, the conversion section 52 converts the 
count value into a count value in the state in which thinning 
out is not performed, and the distance from the optical-axis 
center position can be determined correctly. As a result, a 
satisfactory correction of for example, lens shading, can be 
performed. 

In the look-up tables 24 and 25 shown in FIGS. 3 and 10, a 
correction coefficient table for correcting, for example, the 
reduction of the amount of peripheral light at the Zoom wide 
end and a correction coefficient table for correcting, for 
example, the reduction of the amount of peripheral light at the 
Zoom tele end are prestored. Alternatively, for example, a 
correction coefficient for correcting, for example, the reduc 
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tion of the amount of peripheral light can also be computed in 
accordance with the value of the distance to the optical-axis 
center position. 

FIG. 12 shows an example of the configuration of the 
imaging system of a digital still camera provided with a 
function for correcting, for example, the reduction of the 
amount of peripheral light in real time by computing a cor 
rection coefficient in accordance with the value of the dis 
tance to the optical-axis-center position. Components in FIG. 
12, which correspond to those of FIG.3, are designated with 
the corresponding reference numerals, and descriptions 
thereof are omitted where appropriate. The case of the con 
figuration shown in FIG. 12 is identical to that of FIG. 3 
except that correction function computation sections 61 and 
62 are provided in place of the look-up tables 24 and 25. 
The correction function computation sections 61 and 62 

compute a correction coefficient for correcting, for example, 
the reduction of the amount of peripheral light at the Zoom 
wide end and a correction coefficient for correcting, for 
example, the reduction of the amount of peripheral light at the 
Zoom tele end, respectively, in accordance with the distance 
data to the optical-axis-center position computed by the dis 
tance computation section 23. 

Referring now to the flowchart in FIG. 13, a description is 
given of a shading correction process performed by the digital 
still camera having an imaging system shown in FIG. 12. 
The processing of steps S41 to S47 is identical to the 

above-described processing of steps S1 to S7 of FIG. 9, and 
accordingly, a description thereof is omitted. That is, the 
signal of each pixel at which an image is captured is read, the 
optical-axis-center position information data is computed on 
the basis of the horizontal counter value and the vertical 
counter value corresponding to each pixel, weighting of up 
and-down and right-to-left distances is performed, the dis 
tance balance is achieved when color shading has occurred, 
and the distance to the optical-axis-center position for each 
pixel is computed. 

In step S48, the correction function computation sections 
61 and 62 compute a correction coefficient for the Zoom wide 
end and a correction coefficient for the Zoom tele end, which 
correspond to the distance to the optical-axis-center position 
for each pixel, the distance being computed in the process of 
step S47. 
The processing of steps S49 to S52 is identical to the 

above-described processing of steps S9 to S12 of FIG.9, and 
accordingly, a description thereof is omitted. That is, as a 
result of the correction coefficient for the Zoom wide end and 
the correction coefficient for the Zoom tele end, which are 
computed in the process of step S48, being blended at a 
predetermined mixture ratio, the shading correction coeffi 
cient is computed. Then, the gain of the shading correction 
coefficient is adjusted, and based on the shading correction 
coefficient, a correction of for example, the reduction of the 
amount of peripheral light, corresponding to the distance to 
the optical-axis-center position, is performed on the read 
signal of each pixel. 
As described above, even if the correction coefficient table 

is not stored, the correction function computation sections 61 
and 62 compute the correction coefficient for the Zoom wide 
end and the correction coefficient for the Zoom tele end, 
respectively. As a result, a satisfactory correction of, for 
example, lens shading can be made using the computed cor 
rection coefficients. 

In the foregoing, the shading correction section 4 is pro 
vided at a stage prior to the camera signal processing section 
5. Alternatively, for example, as shown in FIG. 14, the shad 
ing correction section 4 may be provided at a stage Subse 
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quent to the camera signal processing section 5. In this case, 
shading correction is performed after the image signal is 
separated into a luminance signal (Y signal) and color-differ 
ence signals (Cb and Crsignals) in the camera signal process 
ing section 5. Therefore, independent processing can be per 
formed on the luminance signal and the color-difference 
signals, for example, the correction of the reduction of the 
amount of peripheral light is performed on the luminance 
signal and color blur correction is performed on the color 
difference signals. 
The shading correction section 4 can also be provided at a 

stage Subsequent to the color interpolation processing section 
71 inside the camera signal processing section 5, as shown in, 
for example, FIG. 15. In this case, when the three primary 
color signals (R,G,B) for all the pixels are collected by the 
interpolation process by the color interpolation processing 
section 71, a shading correction process is performed. Then, 
the three primary-color signals (R', G', B') on which the 
shading correction process is performed are processed so as 
to become simultaneous by the simultaneous processing sec 
tion 72, and output image signals (Y/C signals) are formed. 

Furthermore, as shown in FIG. 16, in the device provided 
with a plurality of imaging devices 2-1 to 2-3, a shading 
correction process may be performed for each signal of each 
pixel, which is read from each of the imaging devices 2-1 to 
2-3. 

In the foregoing, even if the shading characteristics are 
inclined either up and down or right to left of the image plane, 
up-and-down and right-to-left unbalance of the shading char 
acteristics can be corrected with simple hardware configura 
tion. 

Regarding one of the Zoom position of the image-capturing 
lens, the aperture stop value, the focus position, the image 
height, the exit pupil position, and the amount of strobe light 
emission, the shading characteristics curve greatly differs 
between the two ends on the minimum side and on the maxi 
mum side, by obtaining or computing two types of correction 
coefficients, that is, a correction coefficient on the minimum 
side and a correction coefficient on the maximum side and by 
computing a target shading correction coefficient by mixing 
those correction coefficients at a mixture ratio determined 
according to a predetermined position between the minimum 
side and the maximum side, the correction coefficient can 
easily be computed without degrading correction accuracy 
with simple hardware configuration. 

In the foregoing, a description is given by using as an 
example a digital still camera for capturing a still image. Of 
course, by utilizing features such that computation of a dis 
tance in real time is possible, the present invention can also be 
applied to a digital video camera for capturing moving 
images. 
As described above, although these series of processes can 

be performed by hardware, the processes can also be per 
formed by software. In this case, for example, the digital still 
camera having an imaging system of FIGS. 3, 10, 12, and 14 
to 16 is realized by a personal computer 100 shown in FIG. 17. 

In FIG. 17, a CPU (Central Processing Unit) 101 executes 
various processing in accordance with a program stored in a 
ROM (Read Only Memory) 102 or a program loaded from a 
storage section 108 to a RAM (Random Access Memory) 
103. In the RAM 103, furthermore, for example, data required 
for the CPU 101 to execute various processing is stored as 
appropriate. 
The CPU 101, the ROM 102, and the RAM 103 are inter 

connected with one another via a bus 104. Also, an input/ 
output interface 105 is connected to the bus 104. 
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Connected to the input/output interface 105 are an input 

section 106 including a keyboard, a mouse, etc.; an output 
section 107 including a display unit; the storage section 108; 
and a communication section 109. The communication sec 
tion 109 performs a communication process via a network. 

Also, a drive 110 is connected to the input/output interface 
105 as required. A removable medium 111, such as a mag 
netic disk, an optical disk, a magneto-optical disk, or a semi 
conductor memory, is loaded into the drive 110 as necessary, 
and a computer program read therefrom is installed into the 
storage section 108 as necessary. 
The recording medium for recording a computer-execut 

able program, which is installed into the computer, is formed 
of a removable medium 111 composed of a magnetic disk 
(including a flexible disk), an optical disk (including a CD 
ROM (Compact Disk-Read Only Memory) or a DVD (Digital 
Versatile Disk)), a magneto-optical disk (including an MD 
(Mini-Disk) (registered trademark)), or a semiconductor 
memory, the recording medium being distributed to provide a 
program to the user separately to the main unit of the device, 
as shown in FIG. 17. Furthermore, the recording medium is 
formed of the ROM 103, a hard disk contained in the storage 
section 108, in which a program is recorded, which are pro 
vided to the user by being preincorporated into the main unit 
of the device. 

In this specification, the steps for writing the program 
stored in a recording medium may be executed chronologi 
cally according to the written orders. However, they do not 
have to be executed chronologically, and they may be 
executed concurrently or individually. 

Furthermore, in this specification, the system designates 
the entire apparatus formed of a plurality of devices. 

According to the present invention, shading can be cor 
rected. In particular, shading can be corrected without 
increasing the circuit Scale and the program Scale and without 
degrading correction accuracy. 
What is claimed is: 
1. An image processingapparatus for processing a captured 

image composed of first pixels having first color and second 
pixels having second color, said image processing apparatus 
comprising: 

a weighting section configured to compute a distance from 
an image-plane center to each pixel, the weighing sec 
tion computing the distance from the image-plane center 
by multiplying a measured distance by a distance gain 
for only the first pixels; 

a distance balance processing section configured to per 
form a distance balance process for achieving balance of 
the distance of the first pixels with respect to the second 
pixels; 

a determining section configured to determine a correction 
value for each pixel for correcting a shading of each 
pixel, the correction values for the first pixels based on 
the output of the first weighting section and the correc 
tion values for the second pixels based on the output of 
the distance balance processing section; and 

a correction section configured to correct each of the first 
pixels and the second pixels based on the respective 
correction values. 

2. The image processing apparatus according to claim 1, 
wherein the first color is G. 

3. The image processing apparatus according to claim 2, 
wherein the second color is one of B or R. 

4. The image processing apparatus according to claim 1, 
further comprising a gain adjustment section configured to 
adjust again of the correction values obtained by the deter 
mining section. 
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5. The image processing apparatus according to claim 1, 
wherein the second pixels include both pixels having a second 
color and pixels having a third color. 

6. The image processing apparatus according to claim 5. 
wherein the second and third colors are Band R, respectively. 

7. The image processing apparatus according to claim 5. 
wherein the second and third colors are Rand B, respectively. 

8. An image processing method for processing a captured 
image composed of first pixels having first color and second 
pixels having second color, said image processing method 
comprising: 

computing a distance from an image-plane center to each 
pixel, the computing the distance from the image-plane 
center further comprising multiplying a measured dis 
tance by a distance gain for only the first pixels; 

performing a distance balance process for achieving bal 
ance of the distance of the first pixels with respect to the 
second pixels; 

determining a correction value for each pixel for correcting 
a shading of each pixel, the correction values for the first 
pixels based on the output of the first weighting section 
and 

the correction values for the second pixels based on the 
output of the distance balance processing section; and 

correcting each of the first pixels and the second pixels 
based on the respective correction values. 

9. The image processing method according to claim 8. 
wherein the first color is G. 

10. The image processing method according to claim 9. 
wherein the second color is one of B or R. 

11. The image processing method according to claim 8. 
further comprising: 

adjusting a gain of the correction values obtained by the 
determining. 

12. The image processing method according to claim 8. 
wherein the second pixels include both pixels having a second 
color and pixels having a third color. 

13. The image processing method according to claim 12, 
wherein the second and third colors are Band R, respectively. 
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14. The image processing method according to claim 12, 

wherein the second and third colors are Rand B, respectively. 
15. A computer readable recording medium having 

recorded thereon a computer-readable program executable to 
perform an image processing method for processing a cap 
tured image composed of first pixels having first color and 
second pixels having second color, said image processing 
method comprising: 

computing a distance from an image-plane center to each 
pixel, the computing the distance from the image-plane 
center further comprising multiplying a measured dis 
tance by a distance gain for only the first pixels; 

performing a distance balance process for achieving bal 
ance of the distance of the first pixels with respect to the 
second pixels; 

determining a correction value for each pixel for correcting 
a shading of each pixel, the correction values for the first 
pixels based on the output of the first weighting section 
and the correction values for the second pixels based on 
the output of the distance balance processing section; 
and 

correcting each of the first pixels and the second pixels 
based on the respective correction values. 

16. The computer readable recording medium according to 
claim 15, wherein the first color is G. 

17. The computer readable recording medium according to 
claim 16, wherein the second color is one of B or R. 

18. The computer readable recording medium according to 
claim 15, the method further comprising: 

adjusting a gain of the correction values obtained by the 
determining. 

19. The computer readable recording medium according to 
claim 15, wherein the second pixels include both pixels hav 
ing a second color and pixels having a third color. 

20. The computer readable recording medium according to 
claim 19, wherein the second and third colors are B and R, 
respectively or R and B, respectively. 
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