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CONTENT MANAGEMENT DEVICE,
CONTENT MANAGEMENT SYSTEM, AND
CONTROL METHOD

TECHNICAL FIELD

[0001] The present disclosure relates to a device that
accumulates contents such as pictures and moving images
imaged by an individual, and categorizes and displays such
contents in an easy-to-understand manner, and to a content
display method for use in such device.

BACKGROUND ART

[0002] Conventional content management devices include
a content management device that copies and stores videos
imaged by a digital still camera, a video camera, a smart-
phone, etc. onto a hard disk drive (HDD), etc. from a
plurality of devices by use of a recording card, a USB
memory, Wi-Fi®, etc., and categorizes such videos to pres-
ent them to a viewer. Videos are categorized, for example, in
chronological order of imaging, or on the basis of a subject
identified by image recognition. Content management
devices have been commercialized as apparatuses or appli-
cations.

[0003] Such devices place the collected and stored videos
on a calendar or a map displayed on a screen display, thereby
providing a function of enabling easy access to relevant
videos in accordance with the imaging dates/times or loca-
tions.

[0004] Also, the recent progress in the image recognition
technologies has enabled video management on a smart-
phone, a personal computer, and a cloud server by organiz-
ing videos on the basis of the faces of family members.
Stated differently, such progress has enabled the video
management not on the basis of the dates or locations but
through the identification of persons imaged as subjects and
also as highly abstracted subjects in the videos.

[0005] A known related art for address display of the
imaging locations of images enables an easy-to-understand
navigation in a car navigation system by changing address
granularities, etc. between regular, familiar roads and unfa-
miliar roads (see PTL 1).

CITATION LIST

Patent Literature

[0006] PTL 1: Japanese Unexamined Patent Application
Publication No. 2010-145087

[0007] PTL 2: Japanese Unexamined Patent Application
Publication No. 2014-48534

[0008] PTL 3: Japanese Unexamined Patent Application
Publication No. 2014-145932

SUMMARY OF THE INVENTION

Technical Problem

[0009] When contents are transmitted between family
members, however, the system with the above configuration
poses concerns about privacy/confidentiality and operability
that is required in viewing an enormous amount of contents.
[0010] Inview of the above, the present disclosure aims to
provide a content management device that can effectively
solve the concerns about privacy/confidentiality and oper-
ability for content viewing.

Jan. 16, 2020

Solutions to Problem

[0011] The content management device according to the
present disclosure includes: a storage that stores (a) a
content generated by imaging performed by a first terminal
that is at least one of a plurality of terminals, (b) a time at
which the imaging of the content was performed, and (c) a
history indicating whether each of one or more terminals
among the plurality of terminals excluding a second terminal
received, during a period that includes the time at which the
imaging was performed, a beacon signal transmitted from
the second terminal by radio waves, the second terminal
being at least one of the plurality of terminals; and a
manager that manages the content as a permissible content
that is permitted to be presented by the plurality of terminals
when determining, with reference to the storage, that each of
the one or more terminals received the beacon signal during
the period.

[0012] Such content management device manages, as a
permissible content that can be presented by a plurality of
terminals, a content that was imaged when such plurality of
terminals were within a distance in which the transmission
of a radio wave beacon signal was possible between the
terminals. When a plurality of terminals are within such
distance, the owners of the respective terminals are partici-
pating in the same event. The contents imaged by such
terminals are already shared between the owners of the
terminals, and thus privacy or confidentiality is not likely to
be lost even when the contents are presented to the owners
of the respective terminals.

[0013] The above content management device is thus
capable of managing contents such as videos collected from
imaging devices being the plurality of terminals, without
causing a privacy problem of the owners of the contents or
persons who imaged the contents, etc. Note that manage-
ment also means control that is preformed to output videos
to or outside of a group including the owners of the videos
or the persons who imaged the videos, and other users, or to
display or record such videos. Also note that videos also
means still images such as pictures, or moving images.
[0014] The second terminal may transmit the beacon sig-
nal at a predetermined time that is repeatedly set, each of the
one or more terminals may enter a standby state for receiv-
ing the beacon signal during a reception standby period that
includes the predetermined time, and the storage may store
the history indicating whether each of the one or more
terminals received the beacon signal during the reception
standby period.

[0015] In the above configuration, the terminals wait for
beacon reception only when a beacon signal is transmitted
from another terminal. Stated differently, the terminals do
not have to wait for beacon reception in the other period.
This enables the terminals to stop a current that is supplied
to a reception circuit to wait for beacon reception when no
beacon signal is transmitted from another terminal, thereby
reducing power consumption.

[0016] The manager, when the content is one of a plurality
of contents generated by the plurality of terminals, may
divide the plurality of contents into a plurality of groups in
accordance with a non-imaging period. Here, each of the
plurality of groups includes a predetermined or greater
number of contents, and the non-imaging period is a period
that is longer than a predetermined time length among
periods between which the plurality of contents were
imaged. The manager may manage the predetermined or
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greater number of contents included in each of the plurality
of groups as permissible contents that are permitted to be
presented by the plurality of terminals when determining
that each of the one or more terminals received the beacon
signal during a period in which the predetermined or greater
number of contents included in each of the plurality of
groups were imaged. Here, the predetermined time length
may be longer as a distance between an imaging location of
one of the plurality of contents and a house of a user of the
plurality of terminals is greater, and one of the plurality of
contents is a content that was imaged immediately before or
after the period in which the predetermined or greater
number of contents included in each of the plurality of
groups were imaged.

[0017] When grouping a plurality of contents on the basis
of the imaging times, such content management device is
capable of setting the time length of a non-imaging period
used to group the contents in accordance with the distance
between the imaging location of such contents and the
location of the user’s house, and thus grouping the contents
appropriately. This enables the content management device
to appropriately group the contents without requiring the
user to explicitly set the time length of the non-imaging
period, and thus to manage the contents while maintaining
the privacy or confidentiality of the contents.

[0018] Also, a content management device according to
the present disclosure includes: a storage that stores a
plurality of contents, and an imaging location of each of the
plurality of contents; and a manager that determines a
character string indicating an area classification concerning
the plurality of contents. In this content management device,
the manager determines the character string indicating the
area classification that covers a wider area as a distance
between an imaging location of a representative content
among the plurality of contents and a house of a user is
greater. Here, the area classification includes the imaging
location of the representative content.

[0019] When automatically creating a digest version mov-
ing image in which a plurality of contents are collected as a
user-recallable single event in the past, such content man-
agement device appropriately determines an appropriate
character string that represents the digest version moving
image to be created, in accordance with the imaging location
of'the contents. The determined character string can be used,
for example, as an opening caption of the digest version
moving image, or a part of the name of the digest version
moving image file. This enables the content management
device to set an appropriate character string to the digest
version moving image on the basis of the imaging location
of'the contents, without requiring the user to explicitly set an
appropriate character string.

[0020] The manager may further determine the character
string indicating the area classification that covers a smaller
area as name recognition of the imaging location of the
representative content among the plurality of contents is
higher, or determine the character string indicating the area
classification that covers a smaller area as a total number of
times the user has visited the imaging location of the
representative content among the plurality of contents is
higher. Here, the area classification includes the imaging
location of the representative content.

[0021] Such content management device can easily deter-
mine an appropriate character string relating the digest
version moving image on the basis of the name recognition
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of the imaging location of the contents, or the number of
times the user has visited the imaging location of the
contents. This enables the content management device to set
an appropriate character string that represents the digest
version moving image, on the basis of the name recognition
of the imaging location of the contents or the number of
visits, without requiring the user to explicitly set an appro-
priate character string.

[0022] Also, a content management device according to
the present disclosure includes: a storage that stores a
plurality of contents, and at least one tag associated with
each of the plurality of contents; a presentation controller
that causes a presentation unit to present at least one tag
associated with a targeted content among the plurality of
contents, the targeted content being a target of a search; an
acceptor that accepts an operation of a user on the at least
one tag caused to be presented by the presentation control-
ler; and a manager that causes the presentation unit to
present at least one tag associated with at least one content
serving as a new target of the search when the acceptor has
accepted the operation. Here, the at least one content is
retrieved by the search of the plurality of contents with
details of a targeted tag used as a search criterion, the
targeted tag being a target of the operation.

[0023] Such content management device facilitates a user
selection of a tag by presenting tags usable as search criteria
to the user, when the user wishes to extract a desired content
from the plurality of contents.

[0024] The manager may further cause the presentation
unit to present information for accepting an operation for
content playback when a total number of the at least one
content to be presented by the presentation unit is a prede-
termined or smaller number.

[0025] Such content management device presents infor-
mation for accepting an operation for content playback at a
point in time when the number of contents matching the
search criteria reaches the number of contents that the user
can view within a realistic time period. The presentation of
such information enables the user to better recognize that the
content management device is ready to accept an operation
for playback, and thus to perform an operation for playback
as necessary. The content management device better avoids
accepting an operation for content viewing when a content
to be presented that matches the search criteria requires an
unrealistically long hours for viewing. The presentation of
an appropriate number of contents to the user enhances the
operability of content viewing.

[0026] The manager may further cause the presentation
unit to present information for accepting an operation to
reduce a total number of search criteria concerning the at
least one content to be presented by the presentation unit
when the total number of search criteria is a predetermined
or greater number.

[0027] Such content management device presents infor-
mation for accepting an operation to reduce the number of
search criteria at a point in time when a relatively large
number of search criteria is presented. The presentation of
such information enables the user to recognize that an
operation to reduce the number of search criteria is ready to
be accepted, and thus to perform an operation to reduce the
number of search criteria as necessary. The content man-
agement device is capable of reducing the number of search
criteria on the basis of a user operation to enable the user to
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quickly search for a content, thereby enhancing the oper-
ability of content viewing even if an enormous number of
contents are presented.

[0028] Also, a content management system according to
the present disclosure includes: a plurality of terminals; and
a content management device that manages contents gener-
ated by the plurality of terminals, the content management
device being connected to the plurality of terminals. In this
content management system, each of the plurality of termi-
nals transmits and receives corresponding ones of the con-
tents generated, and a beacon signal that utilizes radio
waves, and the content management device includes: a
storage that stores (a) a content generated by a first terminal
that is one of the plurality of terminals, (b) a time at which
the content was generated, and (c¢) information indicating
whether a terminal among the plurality of terminals exclud-
ing the first terminal succeeded or failed to receive, during
a period that includes the time, the beacon signal transmitted
from the first terminal among the plurality of terminals; and
a manager that permits the terminal to present the content
generated by the first terminal. Here, the terminal is a
terminal that is different from the first terminal among the
plurality of terminals and that succeeded in receiving the
beacon signal transmitted from the first terminal during a
time frame that includes the time at which the content was
generated.

[0029] This configuration achieves the same effects as
those of the content management device described above.

[0030] The manager may further permit a second terminal
to present the content generated by the first terminal. Here,
the second terminal is a terminal that transmitted a beacon
that the first terminal succeeded in receiving during the time
frame.

[0031] This configuration enables the content manage-
ment system to more easily determine a terminal to which
content viewing is permitted on the basis of whether such
terminal has succeeded in beacon reception.

[0032] The manager may further permit a third terminal to
present the content generated by the first terminal, Here, the
third terminal is a terminal that succeeded in one of beacon
transmission and beacon reception performed with the sec-
ond terminal during the time frame.

[0033] This configuration enables the content manage-
ment system to more easily determine a terminal to which
content viewing is permitted on the basis of whether such
terminal has succeeded in one of beacon transmission and
beacon reception.

[0034] A control method for use in a content management
device according to the present disclosure includes: identi-
fying whether each of one or more terminals among a
plurality of terminals received a beacon signal during a
period with reference to a storage that stores (a) a content
generated by imaging performed by a first terminal that is at
least one of the plurality of terminals, (b) a time at which the
imaging of the content was performed, and (c) a history
indicating whether each of one or more terminals among the
plurality of terminals excluding a second terminal received,
during the period that includes the time at which the imaging
was performed, the beacon signal transmitted from the
second terminal by radio waves, the second terminal being
at least one of the plurality of terminals; and managing the
content as a permissible content that is permitted to be
presented by the plurality of terminals when it is identified
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in the identifying that each of the one or more terminals
received the beacon signal during the period.

[0035] This configuration achieves the same effects as
those of the content management device described above.
[0036] A control method for use in a content management
device according to the present disclosure includes: obtain-
ing a plurality of contents and an imaging location of each
of the plurality of contents from a storage that stores the
plurality of contents and the imaging location of each of the
plurality of contents; and determining a character string
indicating an area classification concerning the plurality of
contents, with reference to the plurality of contents and the
imaging location of each of the plurality of contents
obtained in the obtaining. In the determining, the character
string is determined that indicates the area classification
covering a wider area as a distance between an imaging
location of a representative content among the plurality of
contents and a house of a user is greater, Here, the area
classification includes the imaging location of the represen-
tative content.

[0037] This configuration achieves the same effects as
those of the content management device described above.
[0038] A control method for use in a content management
device according to the present disclosure includes: causing
a presentation unit to present at least one tag associated with
a targeted content among a plurality of contents, with
reference to a storage that stores the plurality of contents and
at least one tag associated with each of the plurality of
contents, the targeted content being a target of a search;
accepting an operation of a user on the at least one tag
caused to be presented; and causing the presentation unit to
present at least one tag associated with at least one content
serving as a new target of the search when the operation is
accepted in the accepting. Here, the at least one content is
retrieved by the search of the plurality of contents with
details of a targeted tag used as a search criterion, the
targeted tag being a target of the operation.

[0039] This configuration achieves the same effects as
those of the content management device described above.

Advantageous Effect of Invention

[0040] The content management device according to the
present disclosure is capable of effectively solving the
concerns about privacy/confidentiality and operability for
content viewing.

BRIEF DESCRIPTION OF DRAWINGS

[0041] FIG.1 is a diagram that illustrates the configuration
of a content management device according to Embodiment
1.

[0042] FIG. 2 is a diagram that illustrates a method of
identifying a family event performed by the content man-
agement device according to Embodiment 1.

[0043] FIG. 3 is a diagram that illustrates a method of
identifying a family event performed by the content man-
agement device according to Variation 1 of Embodiment 1.
[0044] FIG. 4 is a diagram that illustrates a method of
identifying a family event performed by the content man-
agement device according to Variation 2 of Embodiment 1.
[0045] FIG. 5 is a first diagram that illustrates distances of
beacon transmission according to Variation 3 of Embodi-
ment 1.
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[0046] FIG. 6 is a second diagram that illustrates distances
of beacon transmission according to Variation 3 of Embodi-
ment 1.

[0047] FIG. 7A is a diagram that illustrates a method of
identifying a family event performed by the content man-
agement device according to Variation 3 of Embodiment 1.
[0048] FIG. 7B is a diagram that illustrates the configu-
ration of the content management device according to Varia-
tion 3 of Embodiment 1.

[0049] FIG. 7C is a flowchart of a control method for use
in the content management device according to Variation 3
of Embodiment 1.

[0050] FIG. 7D is a diagram that illustrates an example of
beacon reception by terminals according to Variation 3 of
Embodiment 1.

[0051] FIG. 7E is a diagram that illustrates exemplary
positional relationships between terminals according to
Variation 3 of Embodiment 1.

[0052] FIG. 8A is a diagram that illustrates the configu-
ration of a content management device according to
Embodiment 2.

[0053] FIG. 8B is a flowchart of a control method for use
in the content management device according to Embodiment
2.

[0054] FIG. 8C is a diagram that illustrates an itinerary
according to Embodiment 2.

[0055] FIG.9 is a diagram that illustrates a table indicating
the criteria of address representation levels according to
Embodiment 2.

[0056] FIG. 10 is a diagram that illustrates an example of
displaying an opening caption according to Embodiment 2.
[0057] FIG. 11A is a diagram that illustrates the configu-
ration of a content management device according to
Embodiment 3.

[0058] FIG. 11B is a flowchart of a control method for use
in the content management device according to Embodiment
3.

[0059] FIG. 11C is a diagram that illustrates a first
example of displaying an operation screen according to
Embodiment 3.

[0060] FIG. 12 is a diagram that illustrates a second
example of displaying an operation screen according to
Embodiment 3.

[0061] FIG. 13 is a diagram that illustrates a third example
of displaying an operation screen according to Embodiment

[0062] FIG. 14 is a diagram that illustrates a fourth
example of displaying an operation screen according to a
variation of Embodiment 3.

[0063] FIG. 15 is a diagram that illustrates a fifth example
of displaying an operation screen according to the variation
of Embodiment 3.

DESCRIPTION OF EXEMPLARY
EMBODIMENTS

[0064] The following describes issues that can occur in the
conventional content management device when contents are
transmitted between family members.

[0065] One issue relates to the fact that many of the videos
collected and stored in a content management device are
imaged by an imaging device such as a smartphone that is
routinely carried by an individual, suggesting that many of
such videos are relatively highly private or confidential.
When videos stored in a smartphone, etc. are automatically

Jan. 16, 2020

uploaded to the content management device to be shared by
family members, the contents owned by an individual will
be made public among the family members. This may cause
a privacy problem. Stated differently, when contents man-
aged by an individual (also referred to as individual content
(s)) are to be managed by the content management device in
a collective manner in the family, i.e., such contents are to
be managed by the family members for shared use, a privacy
or confidentiality problem will occur, which is an issue that
should be solved.

[0066] Another issue relates to a service that creates a
digest version moving image of a single event (or incident)
with a focus on a specified one day or a specified location in
displaying videos collected and stored in the content man-
agement device. However, when editing into a single digest
version the videos of a single event that spans more than a
day, such as a trip, it is not easy, even manually, to create a
well-edited video. In the case of events such as a trip and a
child’s athletic contest, for example, there has been no
display function of recognizing whether each event is a trip
or an athletic contest, and extracting and showing only
events in the same context. The lack of such function
sometimes causes inconvenience when the user is viewing
past videos. When the user displays on a map a video imaged
on a trip to Okinawa, not only the video of the Okinawa trip
the user wishes to view, but also contents such as videos
imaged in another Okinawa trip in the past, or on a business
trip to Okinawa are displayed together on the Okinawa map
on the screen. The user thus fails to view only the video of
a specified Okinawa trip, which is another issue that should
be solved.

[0067] The present disclosure aims to provide a content
management device and a control method for the same that
solve the above issues. More specifically, such content
management device is capable of displaying contents col-
lected from a plurality of devices without causing a privacy
problem for a content holder, an individual who imaged the
contents, etc. The content management device is also
capable of automatically creating and providing a digest
version moving image in which a plurality of contents are
collected as a user recallable single past event. The present
disclosure also aims to provide a method and a device that
enable content display or voice interactive operation that is
easy to understand for anyone who handles individual
contents in the content management device.

[0068] The following describes the embodiments of the
present invention with reference to the drawings.

[0069] Note that embodiments described blow are mere
examples of the display device according to the present
disclosure. The scope of the present disclosure is thus
limited by the language recited in Claims with reference to
the following embodiments, and thus is not limited only to
the following embodiments. Of the structural components
described in the following embodiments, structural compo-
nents not recited in any one of the independent claims that
indicate the broadest concepts of the present disclosure are
not necessarily required to achieve the object of the present
disclosure, and thus are described as elements for achieving
a more preferred mode.

[0070] Also note that the drawings are schematic diagrams
resulted from making some emphasis, omission, ratio adjust-
ment, etc. as appropriate to illustrate the present disclosure.
It should thus be understood that the actual shapes, posi-
tional relationship, and ratio may be different.
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Embodiment 1

[0071] 1.1. Configuration

[0072] FIG. 1 is a diagram that shows an exemplary
configuration of the overall system for implementing the
content management device and the control method for the
same according to the present embodiment.

[0073] Content management system 1 shown in FIG. 1
includes one or more terminal devices such as a smartphone
and a camera, and content management device 100. The
terminal devices are connected to content management
device 100 directly, or via a network such as the Internet,
and a router. FIG. 1 shows an example in which content
management system 1 includes father’s smartphone 110,
mother’s smartphone 120, and family camera 130 as termi-
nal devices, and these terminal devices are wirelessly con-
nected to content management device 100.

[0074] Each of father’s smartphone 110 used by father,
mother’s smartphone 120 used by mother, and family cam-
era 130, which is a digital still camera shared use by all the
family members, images individual contents (also referred
to simply as contents) such as pictures and moving images.
Smartphone 110 and camera 130 hold contents created by
imaging. Each of smartphone 110 and camera 130 transmits
or receives a video signal, an audio signal, or a control signal
to and from content management device 100 wirelessly or
over wired network, via Internet 160 or router 150, or
directly via a USB cable, etc. Note that router 150 is, for
example, a Wi-Fi router. Internet 160 is connected to various
servers (not illustrated) to enable the transmission of a
control signal, video/audio signals, application software, etc.
to and from content management device 100.

[0075] The present embodiment describes contents 111
imaged or managed by father’s smartphone 110 as content A
through content F, contents 121 imaged or managed by
mother’s smartphone 120 as content M through content R,
contents 141 imaged or managed by family-shared digital
still camera 130 as content G through content L. Digital still
camera 130 allows attachment of recording card 140 as a
storage medium, in which contents 141 (content G through
content L) are recorded. An example of recording card 140
is an SD card.

[0076] These contents are individually managed by the
owners (or the users) of the terminal devices. To share
among the family members contents that belong to another
member and to collectively manage all the contents, a
method is used in which such contents are captured and
managed in a personal computer that can be shared use by
the family members, or a network-attached storage (NAS)
that is a huge storage on a network (e.g., Internet 160).
Content management system 1 according to the present
embodiment uses content management device 100 to cen-
tralize and collectively manage the contents that are indi-
vidually managed by the family members.

[0077] Content management device 100 includes: compu-
tation unit 101 that performs various program processes;
microphone 170 (for voice-activated operations) that
accepts user operations; interface (I/F) 102 that has a func-
tion of inputting and outputting a control signal from a
remote control (not illustrated) or a terminal device, a video
signal, or an audio signal such as a content; storage 103 in
which contents are stored; input-output unit 104 that outputs
images onto a display device such as television receiver
(TV) 180; and others. Image output by input-output unit 104
can be achieved, for example, by wired transmission such as
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high-definition multimedia interface (HDMI®), or wireless
transmission such as Miracast and Chromecast. The con-
figurations of these structural components are equivalent to
those of general NASs or home appliances, and thus will not
be described in detail. Note that computation unit 101 is also
referred to as a manager. Also note that content management
unit 100 may include TV 180.

[0078] Content management device 100 picks up by
microphone 170 a user instruction (utterance) through a
voice-activated operation, converts the words concerning
such voice-activated operation into a control command, and
performs a process in response to the control command. To
display auxiliary information on TV 180 as video when a
voice-activated operation is given, computation unit 101
updates screen images in line with the voice-activated
operation. These screen images are outputted onto TV 180
from input-output unit 104 of content management device
100 via an HDMI® to be presented to the user.

[0079] To enable data communication between terminal
devices and content management device 100, etc., content
management system 1 according to the present embodiment
includes router 150 for Wi-Fi wireless communication. Such
router 150 enables each of the terminal devices to wirelessly
(through Wi-Fi) communicate with other terminal devices at
home over Internet 160.

[0080] 1-2. Operation

[0081] The following describes the operation of a content
display method performed in content management system 1.
[0082] With reference to FIG. 1, a description will be
given of the case where videos owned by the respective
terminal devices, i.e., father’s smartphone 110, mother’s
smartphone 120, and camera 130 are automatically uploaded
to content management device 100 to be shared among the
family members.

[0083] In this case, the videos of contents M through R
imaged mainly by mother using mother’s smartphone 120
are known by mother. Contents G through [ imaged by
family-shared digital still camera 130 relate to events par-
ticipated by family members, and thus are possibly known
by mother.

[0084] Meanwhile, contents A through F, which are videos
owned by father’s smartphone 110 used by father, are not
likely to be contents known by mother, and thus might
include highly confidential information for father that is not
desired to be shared even among the family members.
[0085] Content management device 100 according to the
present embodiment enables the storage or display of fam-
ily-shared contents while protecting the privacy or confi-
dentiality of the individuals, and achieves collective man-
agement of contents obtained from a plurality of terminal
devices.

[0086] Content management device 100 according to the
present embodiment operates in the following manner.
[0087] FIG. 2 is a diagram that illustrates the operation
performed in content management system 1. FIG. 2 shows
contents recorded in storage 103 of content management
device 100 in chronological order of imaging. In the dia-
gram, contents imaged by father’s smartphone 110 in a
certain same time frame are represented as D1 through D5,
contents imaged by mother’s smartphone 120 in the same
time frame as M1 through M6, and contents imaged by the
family-shared digital still camera in the same time frame as
C1 through C4. This diagram shows the contents in chrono-
logical order, i.e., in order of imaging time, where contents
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are newer toward right. Note that “contents imaged”
includes newly added contents through downloading, etc.

[0088] Computation unit 101 of content management
device 100 determines the order of arranging the contents
from information on the imaging or recording dates/times
assigned to the respective contents recorded in storage 103.

[0089] When a specific terminal device is previously des-
ignated in content management device 100, computation
unit 101 groups contents having date and time information
close to the contents of the designated terminal device. The
present embodiment specifies camera 130 as the designated
terminal device. Camera 130 is family-shared digital still
camera 130, and thus the time frame in which content 1 was
imaged by digital still camera 130 and the time frame in
which contents C2 through C4 were imaged are likely to be
time frames in which some sort of family events that can be
shared by all the family members were imaged. For this
reason, for example, time frames that include the previous
and subsequent hours of the respective contents C1 through
C4 imaged by family-shared digital still camera 130 are set
as time frames of family event A and family event B.

[0090] As a result, computation unit 101 identifies con-
tents D2, M2, M3, and C1 as the contents imaged in family
event A. Similarly, computation unit 101 identifies contents
D3, D4, D5, M5, M6, C2, C3, and C4 as family event B.

[0091] As described above, content management device
100 captures all contents into storage 103 from the terminal
devices connected, after which computation unit 101 deter-
mines a specific time frame from the contents of the desig-
nated terminal device. Content management device 100 then
determines that contents included in such specified time
frame as contents that can be managed as event contents to
be shared by the family members. Content management
device 100 according to the present embodiment is capable
of deriving the contents that can be shared as a family event
from the times at which the family-shared terminal device
imaged contents.

[0092] Content management device 100 is capable of
outputting the following contents from input-output unit
104, and displaying such contents onto TV 180: contents
identified as contents related to family event A, i.e., content
D2, content M2, content M3, and content C1; and contents
identified as contents related to family event B, i.e., content
D3, content D4, content D5, content M5, content M6,
content C2, content C3, and content C4. These are family
event-related contents, and thus the privacy of individuals
who imaged such contents is protected even when the
contents are displayed on a display device such as TV 180.
Meanwhile, content management device 100 determines that
content D1, content M1, and content M4, which were not
imaged in the specified time frame, as highly private con-
tents, and prohibits such contents from being displayed on
TV 180 without checking with the terminal device from
which contents were previously captured or the owner of
such terminal device.

[0093] Computation unit 101 of content management
device 100 is also capable of outputting the following
contents identified as contents of family events from 1T 102
to each of the terminal de vices, i.e., father’s smartphone 110
and mother’s smart phone 120: content D2, content M2,
content M3, content C1, content D3, content D4, content D5,
content M5, content M6, content C2, content C3, and
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content C4. These identified contents can be transmitted to
the respective terminal devices of the individuals as family-
shared contents.

[0094] 1.3. Effect, etc.

[0095] As described above, content management device
100 determines a specified time frame from the imaging
times of the contents of a designated terminal device among
a plurality of recorded contents to determine specific con-
tents, thereby displaying and managing the specific contents,
while protecting the privacy or confidentiality of the indi-
viduals.

[0096] 1.4. Variation 1 of Embodiment 1

[0097] The following describes a variation of the terminal
devices capable of managing a plurality of contents while
protecting the privacy or confidentiality of the individuals.
The present variation manages contents while protecting the
privacy or confidentiality of the individuals in the following
manner: when any of the terminal devices is an imaging
device capable of recording global positioning system (GPS)
information on an imaging point at the time of imaging a
picture or a moving image, such as a digital camera and a
smartphone, the present variation identifies an event of the
user (or the person who imaged the content) of the terminal
device from the GPS information on the imaging point
provided to the content such as video imaged by such
terminal device. Here, the GPS information on the imaging
point means, in a more general term, position information on
the imaging point, and includes information indicating, for
example, longitude and latitude information.

[0098] The configuration of the present variation will be
described by use of the system shown in FIG. 1. Video
contents such as pictures transmitted from the terminal
devices shown in FIG. 1, i.e., smartphones 110 and 120, or
camera 130, are added with location information on the
imaging points of the respective contents, e.g., GPS infor-
mation. Such plurality of contents are recorded in storage
103 of content management device 100. Computation unit
101 of content management device 100 reads the GPS
information to manage the contents.

[0099] FIG. 3 shows contents imaged by each of father’s
smartphone 110 and mother’s smartphone 120 that are
displayed in accordance with: imaging position information
corresponding to GPS information shown in the vertical
direction on the plane of the diagram; and video imaging
time information shown in the horizontal direction on the
plane of the diagram, i.e., the time at which the correspond-
ing GPS information was measured at the time of imaging.
White circles represent contents imaged by father’s smart-
phone 110, and black circles represent contents imaged by
mother’s smartphone 120. Contents imaged by family cam-
era 130 are shown in accordance with imaging times.
Contents imaged by camera 130 are likely to have been
imaged in a family-gathering event, and thus FIG. 3 repre-
sents the previous and subsequent hours of the time at which
content C1 was imaged as the time frame of family event A,
and represents the time frame including contents C2, C3,
and C4 imaged during a short period as the time frame of
family event B.

[0100] According to FIG. 3, contents D1 and D2 can be
estimated from the GPS information to have been imaged by
father in the workplace using father’s smartphone 110, and
content M1 imaged by mother’s smartphone 120 can be
estimated to have been imaged by mother at home.
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[0101] Timing at which father’s smartphone 110 and
mother’s smartphone 120 were in a relatively close prox-
imity is in the time frame of family event B in which black
circles and white circles are located nearby with each other.
Meanwhile, in the time frame of family event A, the imaging
points of content D2 and content M2, which were imaged at
an approximately the same time (e.g., within an hour) are
greatly different. This means that father, who routinely
carries father’s smartphone 110, and mother, who routinely
carries mother’s smartphone 120, were in distant places
(e.g., one kilometer or more distant from each other) during
the time frame of family event A.

[0102] Stated differently, even when contents were created
by imaging performed by the father’s and mother’s smart-
phones during a specified period, but when it is determined
from GPS information that such contents were imaged in
different locations, father and mother can be determined as
not having participated in the same event.

[0103] In the above-described embodiment, family event
A and family event B are identified as family events from the
imaging times as shown in FIG. 2, but the present variation
identifies that event B in FIG. 3 is a family event in which
father and mother participated together, and that event A is
not an event in which father and mother participated
together, and thus not a family event.

[0104] Consequently, contents D3, D4, and D5 imaged by
father, contents M5 and M6 imaged by mother, and contents
C2, C3, and C4 imaged by family camera 130 are recognized
as contents of family event B from the GPS information and
GPS measurement time information (imaging time informa-
tion). This means that these contents can be determined as
being made public (shared) among the family members in
consideration of privacy or confidentiality.

[0105] Also, the knowledge of which one of father and
mother was carrying family-shared digital still camera 130
enables to form family content A together with contents
imaged by the smartphone of one of the persons who was
carrying camera 130. For example, the use of similarity of
information on the imaged videos is one way to identify the
person who was carrying camera 130, although such infor-
mation is of low reliability. When the same person is in
pictures imaged by mother’s smartphone 120 and the digital
still camera, and such fact is guaranteed with a sufficiently
high accuracy, using, for example, a face recognition tech-
nology, the contents of family event A can be formed by
videos of mother’s smartphone 120 and the digital still
camera.

[0106] As described above, content management device
100 according to the present variation is capable of highly
accurate estimation of family events by a combined use of
GPS information indicating imaging points and time infor-
mation. Here, in many cases, for example, GPS information
is embedded in the corresponding file in one of the formats
of EXIF meta data when contents are pictures, and GPS
information is embedded in the corresponding file in one of
the formats of QuickTime meta data when contents are
moving images. This enables content management device
100 to display and manage identified contents while pro-
tecting the privacy or confidentiality of the individuals.

[0107] 1.5. Variation 2 of Embodiment 1

[0108] FIG. 4 is a diagram that illustrates a method of
detecting an event from accumulated individual contents.
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Contents discussed here are previously determined as having
no privacy or confidentiality problem when shared among
the family members.

[0109] (a) of FIG. 4 shows a series of imaged pictures or
moving images that are arranged in order of imaging time on
the basis of the imaging time information assigned to each
of such pictures or moving images. When another picture or
moving image is present in a period of the previous or
subsequent T1 hour of the time at which each of the pictures
or moving images was imaged, computation unit 101 of
content management device 100 determines that such pic-
ture or moving image was imaged in the same event and
processes it to be allocated to the same group. Stated
differently, computation unit 101 divides pictures or moving
images into a plurality of groups in accordance with a period
that exceeds a predetermined T1 hour (also referred to as
non-imaging period) among the periods between which each
picture or moving image was imaged.

[0110] Computation unit 101 allocates pictures or moving
images into a plurality of groups, and when the number of
pictures or moving images that belong to one group exceeds
N pictures as a result, performs a process of registering the
pictures or moving images in such group collectively as the
same single event. Note that M seconds of moving image
playback can be counted as one picture.

[0111] When determining that the imaging locations of the
pictures or moving images that belong to the single event are
all within a close range from the house (e.g., within X
kilometers) or within the country, on the basis of information
indicating the imaging location, such as GPS information,
that is added to each picture or moving image, computation
unit 101 completes the event detection process, and records
or registers the result into storage 103 as database.

[0112] This facilitates the future access to the contents that
form such event.

[0113] Meanwhile, when determining that the event
detected in this detection process includes a picture or a
moving image imaged in a far distance (e.g., X kilometers
or greater) from the house or outside of the country, com-
putation unit 101 prolongs the length of the non-imaging
period from T1 hour to T2 that is longer than T1, and
performs again a process of allocating pictures or moving
images into the group.

[0114] Consequently, as shown in (b) of FIG. 4, even when
an interval between each picture imaging is relatively long
such as in the case of an overseas trip that requires relatively
long hours of travel, the length of the non-imaging period is
set long and computed. For example, when an interval
between each picture imaging is 12 hours (T1) or longer, the
length of the non-imaging period is set at 24 hours (1T2) and
computed. This enables to collectively manage, as a group,
contents such as pictures or moving images imaged in an
overseas trip as a single event.

[0115] As described above, when a plurality of contents
created by a plurality of terminals have been captured,
computation unit 101 allocates, into a plurality of groups,
contents having a plurality of consecutive imaging times
without any non-imaging periods exceeding a predeter-
mined time length, from among the intervals between the
imaging times of a plurality of contents. Here, each of the
plurality of groups includes a predetermined or greater
number of contents. Here, the predetermined time length is
longer as the distance is greater between the imaging loca-
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tion of a content and the house of the owner of the terminal
device (imaging device) of such content.

[0116] Also, the predetermined time length may be set
longer when the country in which a content was imaged is
different from the country in which the house of the owner
of the terminal device (imaging device) of such content is
located.

[0117] As described above, content management device
100 groups contents differently depending on the imaging
times and imaging locations (the distance from the house,
the county in which contents were imaged), thereby allo-
cating a series of related contents into the same group.
Grouping of highly related contents together enables to
collectively display the contents that belong to a single
family event, and give consideration to privacy or confiden-
tiality at the time of content management.

[0118] 1-6. Variation 3 of Embodiment 1

[0119] With reference to the drawings, the following
describes a method of identifying whether an event is a
family event, by use of beacon radio waves instead of GPS
information.

[0120] In the present variation, the use of a beacon signal
(also referred to simply as beacon) compliant with a prede-
termined wireless communication standard is conceivable to
know that a smartphone is in close proximity. One possible
example is the use of beacons of Bluetooth® low energy
(BLE), which is a wireless communication standard, (here-
inafter also referred to as BLE beacons). As shown in FIG.
5, a BLE beacon includes identification information (UUID)
for identifying a beacon transmitter, and auxiliary identifi-
cation information (Major, Minor) for more detailed iden-
tification in the same UUID, etc. Such identification infor-
mation, when previously shared between a transmitter
device and a receiver device of BLE beacons, enables to
detect whether the receiver device is in close proximity of
the transmitter device.

[0121] FIG. 6 is a table showing the history records of
when father’s smartphone 110 received beacons transmitted
from mother’s smartphone 120 and beacons from son’s
smartphone 190, and the distance estimation at the time of
the respective beacon receptions.

[0122] The beacon receiver device keeps detecting bea-
cons with specified identification information (UUID), and
estimates the distance to a beacon transmitter device on the
basis of the radio wave intensity of the beacon at the time of
detecting such beacon. The present variation sets a plurality
of levels for the positional relationships between a trans-
mitter device and the receiver device. More specifically, as
shown in FIG. 5, the positional relationships are categorized
as follows: “Intermediate” when the reception intensity is
one that is likely to be obtained with the distance being
several centimeters between a transmitter device and the
receiver device; “Near” when the reception intensity is one
that is likely to be obtained with such distance within about
one meter; “Far” when the reception intensity is one that is
likely to be obtained with such distance being within about
ten meters; and “Unknown” indicating that beacons are
undetectable.

[0123] As shown in (a) of FIG. 6, mother’s smartphone
120 and son’s smartphone 190 transmit beacons, for
example, at the top of every minute. An application installed
in father’s smartphone 110 causes father’s smartphone 110
to enter a standby state for receiving beacons from mother’s
smartphone 120 and son’s smartphone 190 in the time frame
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of'beacon transmission (around the top of every minute), and
record the results. (b) of FIG. 6 illustrates exemplary results
of determining positional relationships with mother’s smart-
phone 120 and son’s smartphone 190. Such results are
obtained by father’s smartphone 110 detecting beacons
transmitted from mother’s smartphone 120 and son’s smart-
phone 190 between 19:02 on Aug. 12, 2016 and 19:08 on the
same day, and identifying the reception intensity of each of
such beacons.

[0124] (b) of FIG. 6 indicates that the distance between
father’s smartphone 110 and mother’s smartphone 120 from
19:02 on Aug. 12, 2016 to 19:06 on the same day is
represented as “Near,” suggesting that these smartphones
were within about one meter distance. Meanwhile, the
distance is represented as “Unknown” at 19:07 and after on
the same day, i.e., the distance was undetectable. This means
that father’s smartphone 110 was in a distant location to
which a beacon transmitted from mother’s smartphone 120
could not reach.

[0125] Similarly, the distance between father’s smart-
phone 110 and son’s smartphone 190 is represented as “Far”
from 19:02 on Aug. 12, 2016 to 19:03 on the same day,
suggesting that these smartphones were within about ten
meters distance. From 19:04 and after on the same day,
father’s smartphone 110 was in a distant location to which
a beacon transmitted from son’s smartphone 190 could not
reach.

[0126] It is conceivable that a unique application for
automatic uploading of contents into content management
device 100 or other purposes is installed in each of the
smartphones. The use of such application to share the
beacon identification information of the devices used by the
family members achieves determination with higher accu-
racy of whether a family member was in close proximity at
a specified time than in the case of using GPS information.
[0127] Note that there is an issue of having to adjust the
timing between transmission and reception, i.e., the receiver
device needs to receive a beacon while a transmitter device
is transmitting the beacon. When both of the devices have
relatively accurate time synchronization (e.g., seconds accu-
racy), the issue of timing adjustment is solved by these
devices performing a beacon transmission process and a
beacon reception process at around the top of every minute,
respectively. This prevents the failure of beacon detection
due to the timing difference, or the waste in power con-
sumption due to needless transmission and wait of beacons.
[0128] FIG. 7A is a diagram that illustrates the above
determination process. FIG. 7A shows the respective con-
tents imaged by father’s smartphone 110, mother’s smart-
phone 120, and family camera 130 that are arranged in
chronological order of imaging, as in the case of FIG. 2
according to Embodiment 1. FIG. 7A also shows family
events A and B identified by the family event identification
method according to Embodiment 1.

[0129] Content management device 100 receives from
father’s smartphone 110 the received beacons history to
obtain the situation of beacon receptions and the determi-
nation result of the distances to the beacon transmitter
devices. Computation unit 101 of content management
device 100 calculates the distance between father’s smart-
phone 110 and mother’s smartphone 120 from such received
beacon history. Consequently, computation unit 101 deter-
mines that father and mother were not within a specified
distance (e.g., within ten meters distance), thereby deter-
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mining that no family event was taking place. This improves
the accuracy of identifying the presence/absence of a family
event.

[0130] Assume, for example, that no beacon reception was
successful between father’s smartphone 110 and mother’s
smartphone 120 from information on the received beacon
history corresponding to the time frame of event A in FIG.
7A. This means not only that mother’s smartphone 120
failed to receive not a single beacon transmitted from
father’s smartphone 110 during such time frame, but also
that father’s smartphone 110 failed to receive not a single
beacon transmitted from mother’s smartphone 120 during
such time frame. In such case, the father’s smartphone and
the mother’s smartphone are determined as not having been
in a close proximity of about 10 meters distance during the
time frame of event A. It is thus possible to determine that
event A is not a family event participated by father and
mother at least at the same time.

[0131] As described above, computation unit 101 deter-
mines that event A is not a family event when determining
that father’s smartphone 110 and mother’s smartphone 120
were not within a predetermined distance even during the
time frame of event A that has been identified as a family
event by the identification method according to Embodiment
1.

[0132] Meanwhile, when the beacon reception by at least
one of father’s smartphone 110 and mother’s smartphone
120 was successful therebetween more than once during the
time frame of event B shown in FIG. 7A, computation unit
101 determines that father and mother participated in the
same event, and manages event B (contents that belong to
event B) as permissible contents that can be shared by father
and mother, or all the family members.

[0133] Computation unit 101 according to the above-
described variation, manages a predetermined or greater
number of contents included in each of the plurality of
groups as permissible contents that are permitted to be
presented by the plurality of terminals when determining
that each of the one or more terminals received the beacon
signal during a period in which the predetermined or greater
number of contents included in each of the plurality of
groups were imaged.

[0134] Also, in the present variation, terminal devices
measure the distance from each other by transmitting bea-
cons therebetween, and accumulate the recorded beacon
data. Content management device 100 then obtains from the
terminal devices the contents such as pictures, thereby
performing update and obtaining data on the beacon recep-
tions of the respective terminal devices. Computation unit
101 of content management device 100 grasps the positional
relationships between the terminal devices from such data
on beacon receptions to determine whether these terminal
devices were in the same event. This configuration achieves
a detailed determination on the relevance between the col-
lected contents, and an accurate determination on the pres-
ence/absence of related contents. The present variation thus
enables to determine whether contents collected from a
plurality of terminal devices should be displayed, or manage
such contents in consideration of privacy or confidentiality.

[0135] As described above, content management device
100 according to the present variation includes storage 103
and manager 101A as shown in FIG. 7B. Manager 101A is
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implemented, for example, by computation unit 101 accord-
ing to Embodiment 1 executing a predetermined program by
use of a processor.

[0136] Storage 103 stores (a) a content generated by
imaging performed by a first terminal that is at least one of
a plurality of terminals, (b) a time at which the imaging of
the content was performed, and (c¢) a history indicating
whether each of one or more terminals among the plurality
of terminals excluding a second terminal received, during a
period that includes the time at which the imaging was
performed, a beacon signal transmitted from the second
terminal by radio waves, the second terminal being at least
one of the plurality of terminals.

[0137] Manager 101A manages the content as a permis-
sible content that is permitted to be presented by the plurality
of terminals when determining, with reference to storage
103, that each of the one or more terminals received the
beacon signal during the period. Note that manager 101A
may output information for managing the above content as
a permissible content. Also note that the first terminal and
the second terminal may be the same terminal, or may be
mutually different terminals.

[0138] Here, the second terminal may transmit the beacon
signal at a predetermined time that is repeatedly set. In this
case, each of the one or more terminals enters a standby state
for receiving the beacon signal during a reception standby
period that includes the predetermined time, and generates a
history indicating whether each of the one or more terminals
received the beacon signal during the reception standby
period. The generated history is transmitted from each of
such terminals to content management device 100 to be
recorded in storage 103.

[0139] FIG. 7C is a flowchart of a control method for use
in content management device 100 according to the present
variation.

[0140] Instep S101, as shown in FIG. 7C, manager 101A
determines, with reference to storage 103, whether each of
one or more terminals received a beacon signal during the
above period. When determining that each of one or more
terminals received the beacon signal during the above
period, manager 101 A goes onto step S102, and terminates
a series of processes shown in FIG. 7C otherwise.

[0141] In step S102, manager 101A manages the above
content as a permissible content which is permitted to be
presented by the plurality of terminals. A series of processes
shown in FIG. 7C terminates upon the completion of step
S102.

[0142] Assume, for example, that whether six smartphone
terminals registered in the content management device
received at least one beacon from the smartphone terminals
during a predetermined time frame is listed as shown in FIG.
7D. Here, the beacon from terminal 1 was received by
terminal 2 and terminal 3, the beacon from terminal 2 was
received by terminal 4, and the beacon from terminal 3 was
received by terminal 1. Meanwhile, beacon reception was
unsuccessful between the other terminals.

[0143] FIG. 7E illustrates such relationships. Among the
beacons transmitted from the respective terminals, only the
beacons received are connected by arrows to represent the
relationships as shown in FIG. 7E.

[0144] Here, manager 101A described above associates
terminals between which beacon transmission was success-
ful (pairs of two terminals connected by arrows in FIG. 7E),
and consequently determines that a group of terminals
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connected by arrows in FIG. 7E were in close proximity to
which beacons could reach during the above time frame. In
this example, it is thus determined that four terminals,
terminal 1, terminal 2 and terminal 3 in the proximity of
terminal 1, and terminal 4 in the proximity of terminal 2
located near terminal 1 were in the proximity during the
above time frame. Meanwhile, terminal 5 and terminal 6,
with which beacon transmission was unsuccessful with any
terminals, are determined as having been in distant locations
from terminal 1, etc. where no beacon could reach. In the
case shown in FIG. 7D or FIG. 7E, terminal 1, terminal 2,
terminal 3, and terminal 4 are determined as having partici-
pated in the same event, and thus there is little risk attrib-
utable to the sharing of the contents imaged by the respective
terminals. Such contents are thus managed as permissible
contents for these terminals (the four terminals of terminal
1 through terminal 4). Such contents may not be managed as
permissible contents for terminal 5 and terminal 6, to which
the presentation may be prohibited.

[0145] Manager 101A identifies a group of terminals,
including a first terminal that imaged a content, among
which beacon transmission was successful with at least the
first terminal during a predetermined period that includes the
time at which the first terminal imaged such content. Man-
ager 101A manages the content so that the content is
presented only to the terminals included in the group, or to
the owners of such terminals.

[0146] Manager 101A may also manage the content as a
permissible content to all the terminals registered at the
point in time when the number of terminals in the group
formed in the above manner exceeds a predetermined ratio
relative to the number of terminals registered in content
management device 100, or/and when a predetermined ter-
minal joins the group.

[0147] This enables content management device 100 to
effectively solve the privacy or confidentiality problem.
[0148] As described above, content management system 1
includes a plurality of terminals 110, etc., and content
management device 100 that is connected to the plurality of
terminals 110, etc., and that manages contents generated by
such plurality of terminals 110, etc. The plurality of termi-
nals 110, etc. transmit and receive contents to be generated
and beacon signals utilizing radio waves.

[0149] Content management device 100 includes a storage
and a manager. Note that the storage corresponds to storage
103 described above. The manager corresponds to compu-
tation unit 101 described above.

[0150] The storage stores (a) a content generated by a first
terminal that is one of the plurality of terminals 110, etc., (b)
a time at which the content was generated, and (c) infor-
mation indicating whether a terminal among the plurality of
terminals 110, etc. excluding the first terminal succeeded or
failed to receive, during a period that includes the time, the
beacon signal transmitted from the first terminal among the
plurality of terminals 110 etc.

[0151] The manager permits the terminal to present the
content generated by the first terminal. Such terminal is a
terminal that is different from the first terminal among the
plurality of terminals 110, etc. and that succeeded in receiv-
ing the beacon signal transmitted from the first terminal
during a time frame that includes the time at which the
content was generated. This effectively solve the concerns
about privacy/confidentiality and operability for content
viewing.
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[0152] Here, the manager may further permit a second
terminal to present the content generated by the first termi-
nal. Such second terminal is a terminal that transmitted a
beacon that the first terminal succeeded in receiving during
the time frame. This configuration enables the content
management system to more easily determine a terminal to
which content viewing is permitted on the basis of whether
such terminal has succeeded in beacon reception.

[0153] Here, the manager may further permit a third
terminal to present the content generated by the first termi-
nal. Such third terminal is a terminal that succeeded in one
of beacon transmission and beacon reception performed
with the second terminal during the time frame. This con-
figuration enables the content management system to more
easily determine a terminal to which content viewing is
permitted on the basis of whether such terminal has suc-
ceeded in one of beacon transmission and beacon reception.
[0154] Terminals permitted to present the content gener-
ated by the first terminal may be added one by one in a
successive manner as described above. More specifically,
the addition of terminals may be performed in the following
manner so that an N-th terminal is included: add the second
terminal that succeeded in beacon transmission/reception
performed with the first terminal within a period that
includes the time at which the first terminal generated the
content; add the third terminal that succeeded in beacon
transmission/reception performed with the second terminal
within the same period; and add the (N+1) terminal that
succeeded in beacon transmission/reception performed with
the N-th terminal within the same period. Here, N is an
integer equal to or greater than 2.

Embodiment 2

[0155] With reference to FIG. 1, and FIG. 8A through FIG.
10, the following describes the operation performed by the
content management device when displaying contents to an
operator, and a method of displaying the contents. Note that
such contents may be contents managed by the content
management device according to Embodiment 1, or may be
any other contents.

[0156] FIG. 8A is a diagram that illustrates the configu-
ration of content management device 100 according to the
present embodiment.

[0157] As shown in FIG. 8A, content management device
100 according to the present embodiment includes storage
103 and manager 101 A. Manager 101A is implemented, for
example, by computation unit 101 according to Embodiment
1 executing a predetermined program by use of a processor.
[0158] Storage 103 stores a plurality of contents and
management information on each of the plurality of contents
(the imaging time, imaging location, information to identity
a subject, etc.)

[0159] Manager 101A determines a character string that
indicates the area classification that relates to a plurality of
contents. In so doing, manager 101A determines the char-
acter string so that an area classification indicating the
imaging location of the representative content among the
plurality of contents covers a wider area as the distance is
greater between such imaging location and the user house.
Note that such character string is used, for example, as an
opening caption to be described later, and can also be used
as the name of a directory or a folder indicating the storage
location of the contents in storage 103.
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[0160] Here, manager 101A also determines the character
string so that an area classification indicating the imaging
location of the representative content among the plurality of
contents covers a smaller area as the name recognition of
such imaging location is higher, and/or that an area classi-
fication indicating the imaging location of the representative
content among the plurality of contents covers a smaller area
as the number of times the user has visited such imaging
location is greater.

[0161] FIG. 8B is a flowchart of a control method for use
in content management device 100 according to the present
embodiment.

[0162] Instep S201, as shown in FIG. 8B, manager 101A
obtains a plurality of contents and the imaging location of
each of the contents from storage 103 that stores such
plurality of contents and imaging location of each of the
contents.

[0163] In step S202, manager 101A refers to the contents
and the imaging locations of the respective contents
obtained in step S201 to determine a character string indi-
cating an area classification relating to the contents. In so
doing, manager 101 A determines the character string so that
the area classification indicating the imaging location of the
contents covers a wider area as the distance is greater
between the imaging location of the contents and the user
house.

[0164] In determining the character string, manager 101A
may determine the character string so that an area classifi-
cation indicating the imaging location of the contents covers
a smaller area as the name recognition of the imaging
location of the contents is higher.

[0165] This configuration enables content management
device 100 to set a character string that represents an
appropriate geographical name, on the basis of the imaging
location of the contents, without requiring the user to
explicitly set an appropriate character string.

[0166] The following describes in detail content manage-
ment device 100.

[0167] Content management device 100 according to the
present embodiment stores video contents, such as pictures
or moving images, transmitted from a plurality of terminal
devices. Content management device 100 obtains location
information on the imaging locations of such videos. Con-
tent management device 100 then identifies videos that were
imaged in locations within a predetermined distance in
accordance with Embodiment 1, or on the basis of the
location information. Content management device 100 then
allocates such identified videos into a group, and creates a
display content formed by collecting the videos belonging to
such group. On the first screen that is shown when such
display content is displayed, the range of the area classifi-
cation is changed in accordance with the distance between
the location information of the videos belonging to the group
and a specified location so that a different area name is
displayed when the area classification is selected and dis-
played.

[0168] FIG. 8C is a diagram showing, on a map, an
itinerary of a certain person. An example case will be
described in which the owner of content management device
100 (hereinafter referred to as the owner) whose home
address is XX-YY Nakanoshima, Kita Ward, Osaka City,
Osaka Prefecture visited a primary school in Cairns (a
primary school in Parramatta; Mulgrave Road 122, Parra-
matta Park, Cairns, Queensland, Australia) via Narita Air-
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port (1-1, Furugome, Narita City, Chiba Prefecture). The
owner carried smartphone 110, which is a terminal device,
and imaged pictures or moving images in the destination
place.

[0169] The pictures or moving images imaged by the
owner are recorded also in content management device 100.
The owner can enjoy the contents that were recorded by use
of content management device 100 on TV 180, which is a
display device.

[0170] 2-1. Configuration

[0171] FIG. 1 is used to describe the present embodiment.
Content management device 100 is located in Osaka Pre-
fecture, in which father, being the owner, resides. Contents
such as pictures or moving images imaged by father being
the owner, and mother and the son being family members
during the trip are recorded in storage 103 of content
management device 100. Computation unit 101 is capable of
obtaining the addresses of the points visited during the
family trip by use of contents added with GPS information
on each of smartphone 110 being a terminal device carried
by the owner, mother’s smartphone 120, and the son’s
smartphone (not illustrated), and by use of database via
which each piece of the GPS information is converted into
an address. Here, the database may be replaced by an inquiry
made via a Web API to a cloud service that converts GPS
information into an address.

[0172] Computation unit 101 is capable of editing the
contents by use of the GPS information, grouping the
contents, for example, on a GPS information basis, display-
ing on TV 180 the screen that introduces the groups and the
contents belonging to the respective groups, and also dis-
playing the contents in chronological order on the basis of
the time information.

[0173] 2-2. Operation

[0174] Here, a too detailed address representation of a
family trip destination is sometimes not desirable when
displayed on TV 180. Suppose, for example, that the caption
“Trip to Parramatta Park” is displayed on the top page of a
digest version moving image in which contents related to the
family trip are collected, and that pictures of such family trip
are displayed on a viewer application. In this case, the
expression “Parramatta Park™ given on the display is not
likely to give good recognition of the geographical name
when its name recognition is low.

[0175] Stated differently, in the management of individual
contents, a destination place needs to be represented differ-
ently for easy understanding, depending, for example, on the
distance to the destination place, the name recognition of the
destination place, and the number of times the destination
place has been visited, etc. More specifically, how the
address of a destination being a location to which one does
not visit very often is represented determines the recogniz-
ability and manageability.

[0176] In view of this, content management device 100
determines how to represent contents on the screen when
introducing the details of such contents, in accordance with
a predetermined criterion, by use of information on the
contents to be displayed, such as information added to such
contents. The present embodiment describes an example
case in which content management device 100 is located in
the house, and the details are displayed differently depend-
ing on the distance between the house and the location
indicated by the location information added to such con-
tents.
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[0177] Note that the location of the house may be explic-
itly set by the user such as father and mother, or may be
obtained on the basis of the location of the smartphone of the
user at the point in time when such user provides a content
to content management device 100 over a home network
(e.g., WiFi and LAN connection). Note that when the
location of the user’s house changes due to moving, for
example, the information held by content management
device 100 indicating the house location should be changed
accordingly. Note that the house location may be explicitly
changed by the user such as father and mother, or may be
obtained on the basis of the change in the location of the
smartphone of the user at the point in time when such user
provides a content to content management device 100 over
a home network (e.g., WiFi and LAN connection). To
support the change in the house location, content manage-
ment device 100 manages the location of the previous house
in association with time information. For example, content
management device 100 manages the location of the previ-
ous house in association with time information in the as
follows: the home address from January 2000 to December
2002 was AA, Chiyoda Ward, Tokyo, and the home address
from January 2003 to December 2013 was BB, Osaka City,
Osaka Prefecture.

[0178] (a) of FIG. 9 shows a first exemplary criterion.
According to the first exemplary criterion, how a content is
introduced is determined with reference to the distance
between the imaging location and the house. (a) of FIG. 9
shows an exemplary criterion upon which the distances from
the imaging locations and the house is classified into the
three ranges of close (e.g., 10 kilometers or less), interme-
diate (e.g., 10 kilometers to 100 kilometers), and far (e.g.,
100 kilometers or over), and address representation levels of
such ranges are set at “detailed,” “intermediate,” and
“rough,” respectively. GPS information added to each of the
imaged pictures or moving images may serve as the imaging
location, as described above, in making such determination.
Note that to set the address representation level at one of
“detailed,” “intermediate,” and “rough” corresponds to set-
ting the area classification of the imaging location at one of
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“smaller,” “intermediate,” and “wider.”

[0179] When this classification is used, the details of the
content is displayed for introduction purposes, as shown on
the rightmost column in (a) of FIG. 9, by representing the
address at one of the levels depending on the distance from
the house to the imaging location of the event; when in a
close distance, the address is represented by “ward,” when
in an intermediate distance, the address is represented by
“city/town/village,” and when in a far distance, the address
is represented by “prefecture” or “country.”

[0180] (b) of FIG. 9 shows a second exemplary criterion.
According to the second criterion, the address representation
level is determined in consideration of the name recognition
of a city visited, or the number of times such city has been
visited, in addition to the distance from the house to an event
imaging point, which is considered in the first criterion. Six
levels can be set as the address representation levels: from
“1 (most detailed)” through “6 (roughest).” When a city is in
a distant location with low name recognition, for example,
its prefectural name or country name can be used as an event
imaging point. Meanwhile, when a place is in proximity that
has been visited many times, its ward name, town name, or
landmark name (e.g., the name of a park) can be used as an
event imaging point.
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[0181] When an event imaging point is in a country
different from the one where the house is located (overseas),
a criterion upon which a determination as to address repre-
sentation is made may not depend on the distance from the
house, and thus the address may be represented by the
country name, or the city name, if the name recognition of
such city is high.

[0182] Content management device 100 holds the crite-
rion table shown in (a) or (b) of FIG. 9 in storage 103. When
editing a content, computation unit 101 determines how to
display the content for introduction purposes on the basis of
additional information of the content and the criterion table
shown in (a) or (b) of FIG. 9.

[0183] FIG. 10 shows an exemplary opening caption indi-
cating a content, which is a digest version moving image
created by editing a plurality of pictures imaged during a
family trip to Cairns in Australia. Such opening caption is
displayed, for example, on TV 180.

[0184] Computation unit 101 determines that the imaging
location of the contents is in a far distance from the house
(100 kilometers or over) from the GPS information indicat-
ing the imaging location added to such contents such as
pictures or moving images imaged by the owner using
smartphone 110 during the family trip. Computation unit
101 then determines that “prefecture” or “country” is to be
used on the opening page to display these contents, from the
criterion table of (a) of FIG. 9 recorded in storage 103.
Consequently, computation unit 101 determines that the
imaging location is represented by “Australia” from the GPS
information, and displays it as shown in (b) of FIG. 10.
[0185] Other information can be utilized in determining
address representation, in addition to information added to
contents. Here, an example case will be described in which
the representation of an opening caption is determined in
accordance with “name recognition,” in addition to “dis-
tance from house.”

[0186] Computation unit 101 of content management
device 100 takes statistics of the trip destinations of the
family from the contents and their additional information
recorded in storage 103, counts the number of times the
respective trip destinations have been visited, and stores the
results in storage 103. When determining that the number of
visits is a specified or greater number of times, computation
unit 101 concludes that the name recognition of such trip
destination is high. Computation unit 101 determines the
representation of an opening caption from the table shown in
(b) of FIG. 9, on the basis of the name recognition and the
distance from the house indicated by the additional infor-
mation of the contents.

[0187] Computation unit 101 concludes that an imaging
location has been visited many times, on the basis of GPS
information and imaging date information added to the
contents recorded in storage 103, such as a plurality of
pictures and moving images, when determining that plural
collections of contents are present that were imaged in the
same imaging location but on different dates.

[0188] Subsequently, computation unit 101 concludes,
from (b) of FIG. 9, that the distance from the house to the
imaging location of this family trip is “far distance” and
“name recognition/number of visits is high,” and thus deter-
mines that the representation level “3 (slightly detailed)” is
to be used. More specifically, computation unit 101 deter-
mines that any one of “city/town/village, or prefecture, and
county” is to be used. As a result, computation unit 101
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causes a collection of contents with an opening caption
shown (a) of FIG. 10 to be outputted to TV 180. In (b) of
FIG. 10, the geographical name “Cairns” is displayed, which
is a smaller area classification and more expressive of
locality, instead of the country name “Australia.”

[0189] 2-3. Effect, etc.

[0190] The present embodiment operates in the following
manner: when computation unit 101 of content management
device 100 creates a display screen of a content that relates
to a distant location from the house or a content that relates
to a visit to a foreign country, on the basis of information
added to the content such as pictures and moving images, the
present embodiment achieves an easy-to-understand address
representation when the owner, a user, or a viewer views
such content (here, the name of a famous city, or a country
name). Stated differently, computation unit 101 is capable of
performing a process that avoids the use of a difficult-to-
understand expression or an unfamiliar area name of the
imaging location of the content, such as “Parramatta Park”
and “Mulgrave Road,” thereby creating and displaying an
opening caption that includes easy-to-understand geographi-
cal name information.

Embodiment 3

[0191] The content management device according to the
present invention is capable of appropriately switching
speech instructions to be given by an operator and videos to
be displayed, in accordance with a dialogue with the opera-
tor, thereby enabling the operator to naturally say the words
for operating the content management device without having
to think about what to say. More specifically, the present
embodiment operates in the following manner: accepts an
input of an operator’s voice to subject it to voice recognition;
converts the recognized voice into an operation signal;
identifies videos, being a plurality of contents, on the basis
of the operation signal; allocating the identified videos into
a group; displays a screen that shows, on a group basis,
speech instructions for collectively operating the videos
belonging to such group; uses the voice inputted from the
operator for voice recognition to identify attribute informa-
tion on the operator previously recorded: selects a speech
instruction to be displayed on the basis of such attribute
information; and displays the selected speech instruction on
the screen.

[0192] Note that the above contents may be contents
managed by the content management device according to
one of Embodiment 1 and Embodiment 2, or may be any
other contents.

[0193] The following describes an example with reference
to drawings.

[0194] 3-1. Configuration

[0195] The {following describes content management

device 100 according to the present embodiment.

[0196] AsshowninFIG. 11A, content management device
100 according to the present embodiment includes storage
103, presentation controller 101B, acceptor 101C, and man-
ager 101A. Manager 101A, presentation controller 101B,
and acceptor 101C are implemented, for example, by com-
putation unit 101 according to Embodiment 1 executing a
predetermined program by use of a processor. I/F 102 can
also be used for the implementation of acceptor 101C.
Content management device 100 is connected to presenta-
tion unit 180A that corresponds to TV 180 according to
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Embodiment 1. Note that content management device 100
may include presentation unit 180A.

[0197] Storage 103 stores a plurality of contents and at
least one tag that is associated with each of the plurality of
contents. A tag is additional information on the contents,
examples of which include imaging dates/times, imaging
locations (GPS information, geographical name informa-
tion), information to identify a subject, information on facial
expressions of the subject (the degree of smile, the degree of
opening/closing of the eyes, and the degree of opening/
closing of the mouth), the name of a nearby landmark,
information on the temperature, humidity, weather of the
imaging location, etc.

[0198] Presentation controller 101B causes presentation
unit 180A to present at least one tag associated with a
targeted content of a search among the plurality of contents
[0199] Acceptor 101C accepts a user operation on the at
least one tag caused to be presented by presentation con-
troller 101B.

[0200] Manager 101A causes presentation unit 180A to
present at least one tag associated with at least one content
serving as a new target of the search when acceptor 101C has
accepted the operation. Here, the at least one content is
retrieved by the search of the plurality of contents with
details of a targeted tag used as a search criterion, and the
targeted tag is a target of the operation.

[0201] Here, when the number of at least one content
caused to be presented by presentation unit 180A is a
predetermined or smaller number, manager 101A causes
presentation unit 180A to present information for accepting
an operation for content playback. The presentation of the
information for accepting an operation for content playback
is, for example, to display on TV 180 an image of a button
for accepting an operation for content playback.

[0202] Also, when the number of search criteria concern-
ing at least one content caused to be presented by presen-
tation unit 180A is a predetermined or greater number,
manager 101A further causes presentation unit 180A to
present information for accepting an operation to reduce the
number of search criteria. The presentation of the informa-
tion for reducing the number of search criteria is, for
example, to display on TV 180 an image of a button for
accepting an operation to reduce the number of search
criteria.

[0203] FIG. 11B is a flowchart of a control method for use
in content management device 100 according to the present
embodiment.

[0204] Instep S301, as shown in FIG. 11B, manager 101A
refers to storage 103 that stores a plurality of contents and
at least one tag associated with each of the plurality of
contents to cause presentation unit 180A to present at least
one tag associated with a targeted content of a search among
the plurality of contents.

[0205] In step S302, acceptor 101C accepts a user opera-
tion on the at least one tag presented in step S301.

[0206] In step S303, presentation unit 180A is caused to
present at least one tag associated with at least one content
serving as a new target of the search when the operation has
been accepted. Here, the at least one content is retrieved by
the search of the plurality of contents with details of a
targeted tag used as a search criterion, and the targeted tag
is a target of the operation.

[0207] The following describes in detail content manage-
ment device 100.
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[0208] FIG. 1 is used to describe the configuration of the
present embodiment. The following omits the descriptions
of the structural components already described above.

[0209] Content management device 100 according to the
present embodiment has a voice recognition function, in
addition to the functions of content management device 100
according to Embodiment 1 and Embodiment 2. Storage 103
manages contents inputted from father’s smartphone 110,
mother’s smartphone 120, or family camera 130, such as
videos, musical contents, and documents held by the respec-
tive terminal devices. Storage 103 also records plural pieces
of voice data of father or mother. Computation unit 101
matches the voice inputted via microphone 170 with the
recorded speech, thereby performing a voice recognition
process. Storage 103 also records attribute information on
father, mother, or the family. When identifying a speaker
(operator) through the voice recognition process, computa-
tion unit 101 also identifies the attribute information on such
speaker.

[0210] Computation unit 101 analyzes videos and the tags
added to such videos recorded in storage 103 to allocate
related videos into a group. Computation unit 101 then
creates an operation screen used to select videos on a group
basis, and outputs it onto TV 180 via input-output unit 104.
A speech instruction to be given by the speaker (operator) is
displayed on a category basis on the operation screen used
for selection.

[0211] An icon is displayed on the operation screen for
each category that includes a plurality of contents grouped
on the basis of tag information. Shown in each icon is the
category name to be given as a speech instruction and the
number of contents that belong to the group of such cat-
egory.

[0212] When the speaker (operator) says the category
name shown in the icon selected, while looking at the screen
of TV 180, the contents grouped in such category are further
divided into groups of a plurality of categories. Then, an
icon is displayed that shows the number of contents that
belong to each category, and its category name.

[0213]

[0214] Content management device 100 has a function of
voice-activated operations for controlling various operations
by accepting voice instructions. Computation unit 101
matches a voice signal inputted through microphone 170 and
I/F 102 with voice data recorded in storage 103, and
converts the voice signal into a corresponding operation
signal.

[0215] (a) of FIG. 11C shows an exemplary operation
screen which is displayed on TV 180 when content man-
agement device 100 starts up and via which content man-
agement device 100 is operated by voice. When the operator
says “Panasonic” into microphone 170, for example, the
voice “Panasonic” is inputted through microphone 170, and
recognized as a startup word (in this case “Panasonic™)
previously registered. Consequently, the operation screen
shown in (a) of FIG. 11C is displayed on TV 180. When
content management device 100 starts up in response to the
voice as in this case, an operation screen that displays a
graphical user interface (GUI) suited to voice-activated
operations is displayed, but when content management
device 100 starts up in response to a remote control, a GUI
suited to conventional remote control operations may be
displayed.

3-2. Operation
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[0216] The present embodiment describes an example in
which storage 103 stores voice data and computation unit
101 performs voice recognition, but content management
device 100 may transmit over Internet 160 an input voice
signal to a server (not illustrated) connected so that such
server performs voice recognition and returns the recogni-
tion result to content management device 100.

[0217] Content management device 100 collectively
stores individual contents of the family, which are an enor-
mous amount of videos. For this reason, a display format by
use of a GUI provides poor viewability because a content is
selected from those displayed on TV 180 in accordance with
dates or imaging locations in a hierarchical and all-inclusive
form. The present embodiment presents recommended con-
tents as branches (categories), each of which is grouped as
related pictures or moving images under predetermined
conditions. To present recommended contents in the above
manner, content management device 100 analyzes videos or
the tags of videos previously recorded in storage 103, groups
contents that are determined as highly related contents from
the analysis of the tags of the videos or each scene in the
videos, and displays such contents as a group in the form of
an icon on the tip of a branch.

[0218] To enhance the visibility of the display, the number
of categories that are simultaneously displayed on the screen
of TV 180 is automatically adjusted to fall within five to nine
kinds of categories. Icons are created for the respective
categories to be displayed in a branched form. The present
embodiment automatically selects and determines categories
as follows: time-based category (“the year 2017,” “recent
daddy): imaging location-based category (“Hirakata Park,”
“Osaka City”); subject-based category (“Taro,” the eldest
son in the family, “group photo,” a collection of videos in
which a plurality of persons are together); and others.
[0219] As shown in (a) of FIG. 11C, content management
device 100 according to the present embodiment places a
microphone-like icon (hereinafter also referred to as “micro-
phone” icon) 1101 at the center of the screen of TV 180, and
displays message 1108 saying “say search keyword” as an
instruction that prompts for a user operation. Such display
notifies the user of that any keywords is acceptable and that
content management device 100 is waiting for a voice-
activated operation command from the user.

[0220] When no operation has been accepted for a prede-
termined time length with such screen being displayed,
computation unit 101 displays the screen, as shown in (b) of
FIG. 11C, on which recommended contents are located
around “microphone” icon 1101 on a category basis, and
branches extend toward the icons of the respective catego-
ries from “microphone” icon 1101.

[0221] (b) of FIG. 11C shows a state in which content
management device 100 displays on the screen of TV 180
the following icons around “microphone” icon 1101: “the
year 2017” icon 1102, “Taro” icon 1103, “Hirakata Park”
icon 1104, “Osaka City” icon 1105, “group photo” icon
1106, and “recent daddy” icon 1107. Each of these icons
indicates the corresponding category name (e.g., “the year
2017,” “Taro,” etc.) and the number of contents belonging to
such category. For example, “the year 2017 icon 1102
indicates that 759 pictures or moving images are present.
[0222] As described above, content management device
100 displays the categories of contents and the number of
contents belonging to such categories in an easy-to-under-
stand manner. Also, recommended categories that are auto-
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matically created and displayed in the above manner enables
to avoid the trouble of not knowing what to say, which is
likely to happen in voice-activated operations. As described
above, computation unit 101 of content management device
100 analyzes the contents recorded in storage 103, and
creates and displays on TV 180 a screen that shows the result
of the analysis to the user or the operator in an easy-to-
understand manner.

[0223] In (b) of FIG. 11C, branches extend radially from
“microphone” icon 1101 that prompts for a voice input, and
six icons are displayed at the tips of the respective branches
to indicate the category names and the number of contents
included in the respective categories. Further displayed at a
lower part of the screen is message 1108 saying “say search
keyword” that prompts for an operation instruction. This
enables the operator to understand that a category name is
selectable by voice.

[0224] (a) of FIG. 12 shows an example in which hiragana
characters (rubies) are additionally displayed to the icons
representing category names in difficult-to-read kanji char-
acters, in addition to displaying the six recommended icons
shown in (b) of FIG. 11C. Recent voice recognition tech-
nology is capable of identifying a speaker from the vocal
print of such speaker, and estimating attributes of the
speaker with high accuracy, such as gender or age. Examples
of speaker identification technology include the technolo-
gies described in PTL 2 and PTL 3.

[0225] Family information such as “face photos” of all of
the family members for face verification purposes, “names”
of the family members, “nicknames” among family mem-
bers, “birth dates,” etc., if recorded in storage 103 of content
management device 100, enables computation unit 101 to
know from the recorded information the age of a child in the
family, and thus to add rubies appropriate for the age of such
child to category names. Computation unit 101 may also add
rubies, for example, only when estimating by use of a voice
recognition technology that such speaker is a child from the
voice inputted by the speaker through microphone 170,
thereby displaying category names that are suitable for both
adults and children.

[0226] When being able to determine from the voice of a
speaker and the state of the speech that a child is the only
operator or viewer, computation unit 101 is also capable of
reducing the use of kanji characters for display, as shown in
(b) of FIG. 12, without adding rubies to the kanji characters
representing category names. Stated differently, computa-
tion unit 101 in this case is capable of selecting and
displaying category names represented by a reduced number
of kanji characters.

[0227] The representation of category names in one of
kanji characters, a combination of kanji characters and
rubies (hiragana characters showing the reading of kanji),
and hiragana characters may be selected by estimating the
speaker’s reading ability of kanji from the birth date infor-
mation registered in content management device 100 or the
result of speaker estimation. Also, depending on the age, the
overseas travel history, and the language ability of a viewer
or a speaker, the English word “Cairns” may be used to
represent the city name without displaying it in katakana
characters, or katakana characters may be added above the
English word.

[0228] FIG. 13 shows an exemplary operation screen
displayed on TV 180 when the parents of the owner perform
voice-activated operations on content management device
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100. (a) of FIG. 13 shows an exemplary display for the
family of the owner who lives with the parents.

[0229] When the parents of the owner of content manage-
ment device 100 wish to view pictures, it is natural for them
to use the name of their son (“Hiro”), which is the owner’s
name, and say “let us view the recent pictures of Hiro,”
without saying “let us view the pictures of daddy.” When
having identified by use of a voice recognition technology
the speaker from the voice inputted from microphone 170,
and estimated that the current speakers (operators) are the
parents of the owner, computation unit 101 changes the
category names of the icons so that the parents can speak
easily. (a) of FIG. 13 uses the name of the speakers’ son as
a category name to show “recent Hiro” icon 1301. In
addition, when determining that the parents, being the
speakers, are elderly persons from the age information on
the parents recorded in storage 103, computation unit 101
increases the size of category name representation compared
to normal cases to display the screen that helps the speakers
to speak easily.

[0230] (b) of FIG. 13 shows another exemplary operation
screen, on which the target category name to be given as an
instruction is displayed in accordance with a family nick-
name. When the current speaker (operator) has been esti-
mated as a child of the owner by a voice recognition
technology, and it has been identified from the family
information that the child calls father “Piro,” “recent Piro”
icon 1311 may be displayed that is an icon in which the
expression “recent Piro” is displayed, instead of “recent
daddy,” as the category name of a collection of recent videos
of father.

[0231] 3-3. Effect, Etc.

[0232] As described above, content management device
100 identifies a speaker from an input voice, selects a form
of representation (or a word) that is easy to say on the basis
of information on the speaker, and displays the selected
representation in a manner that the speaker can speak easily.
This configuration enables the speaker to speak easily with-
out having no difficulty in performing voice-activated opera-
tions.

[0233] 3-4. Variation of Embodiment 3

[0234] FIG. 14 is a diagram that illustrates how screen
displays are switched in response to a selection by a voice-
activated operation.

[0235] When “Osaka City” icon 1105 is selected on the
operation screen in (b) of FIG. 11C, the screen is animated
to switch to a display as shown in (a) of FIG. 14. In (a) of
FIG. 14, 1059 contents that are divided into six categories
are located around “Osaka City” icon 1401, which indicates
that 1059 contents relating to “Osaka City” are present. Each
of such categories is further divided into a layer to be
represented as a branch. For example, to show that a total
number of contents imaged in “the year 2017 is 251 among
the 1059 contents imaged in “Osaka City,” “the year 2017”
icon 1402 is represented together with the number of con-
tents “251” in (a) of FIG. 14.

[0236] As described above, a GUI is employed that
enables the specification of contents by a search keyword for
each category layer so that the user can reach a targeted
content easily and quickly. The icon of the already specified
categories is displayed at the center, from which branches
extend to display icons of further divided categories.
[0237] (b) of FIG. 14 shows a screen of TV 180 that is
displayed as a result of “the year 2017 icon 1402 having
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been selected on (a) of FIG. 14. Icon 1403 is located at the
center of the screen to represent “Osaka City” and “the year
2017,” which are the current keywords for specification, and
further a total number of contents (251). Branches that
extend from the center display the automatically selected
category icons that further divide 251 contents effectively. In
(b) of FIG. 14, the contents are divided into six categories.
For example, “summer” icon 1404 at the upper right indi-
cates that 93 contents belong to the category “summer.”
Stated differently, 93 contents are applicable among all the
contents originally managed by content management device
100 when grouped and specified by “Osaka City,” which is
a keyword concerning places, “the year 2017,” which is a
keyword concerning imaging periods, and “summer,” which
is a keyword indicating a further detailed period.

[0238] As described above, the selection of a category
name to be given as an instruction shown on an icon that is
displayed on the operation screen on the screen of TV 180
further divides the icons belonging to such selected icon into
a plurality of categories. Then, the number of contents
belonging to each of such categories is counted, and icons
are displayed on TV 180 that represent the category names
and the number of contents included in the respective
categories. Computation unit 101 determines as appropriate
the number of contents to be displayed on the operation
screen on the basis of the contents or the information added
to the contents, and displays the determined number of
contents on TV 180. This enables the speaker to quickly
narrow down the contents to specify the targeted content
simply by saying the category name indicated by an icon.

[0239] The following describes an operation to be per-
formed when the narrowing down of the contents progresses
after giving search words for a few times through voice-
activated operations, and computation unit 101 determines
that the content the speaker wishes to view has been speci-
fied. When the number of contents included in the category
selected by the user is less than a specified number (e.g.,
when the number of contents is less than 300, and when the
number of contents that belong to each category serving as
a branch is less than 100, etc.), computation unit 101
displays an icon that is different from icons indicating
categories on an operation screen on TV 180.

[0240] FIG. 15 shows an operation screen to be displayed
when the speaker has selected “summer” icon 1404 from the
operation screen on TV 180 shown in (b) of FIG. 14 and said
the category name. The icon at the center of the screen
represents that the number of contents narrowed down by
the speaker by the categories of “Osaka City,” “the year
2017,” and “summer” is 93. When the operator has selected
an icon that indicates the number of categories belonging to
the icon less than a specified number (300 contents in the
present embodiment), computation unit 101 displays on the
operation screen a command icon in addition to category
icons relating to contents. The operator has said the category
name “summer” from the operation screen of (b) of FIG. 14,
as a result of which computation unit 101 recognizes
through a voice recognition process that the operator has
selected “summer” icon 1402 to which less than 300 icons
belong. Consequently, computation unit 101 displays, as
shown in FIG. 15, the four icons, “pool,” “firework,” “Joto
Ward,” and “Taro”, as well as control commands, “play-
back” icon 1502 and “return” icon 1503. Different from
other icons, the operation names of “playback™ icon 1502
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and “return” icon 1503 are represented in double circles for
visual recognizability of the operator.

[0241] Icons displayed here are simply required to serve as
auxiliary information used by the operator in voice-activated
operations. Such icons does not necessarily have to indicate
grouped category names of the stored contents, and thus may
indicate the names of operations that the operator is likely to
perform next (potentially intended control). When the
speaker says “playback™ on the display screen on TV 180
shown in FIG. 15, computation unit 101 controls the struc-
tural components of content management device 100 in
order to start the playback of 93 contents relating to “Osaka
City,” “the year 2017,” and “summer” included in the
currently selected icon 1501, as a result of which videos, etc.
are outputted onto TV 180.

[0242] As described above, in collectively managing an
enormous number of individual contents, a user interface,
through which contents are narrowed down by free key-
words given by voice, enables to reach a desired content
intuitively in a short period of time (through a reduced
number of steps), instead of conventional, hierarchical, or
all-inclusive user interfaces such as remote control, mouse,
and touch-based GUI. By identifying or estimating such
viewer or operator, a screen display can be updated in
accordance with attribute information of such person, such
as the age (knowledge) of such person, or how such person
is represented (nickname). This provides a user with a
natural and comfortable use of content management device
100.

[0243] Note that one or more or all parts of the above-
described embodiments can be described as additional
remarks below, but the present disclosure is not limited to
the following descriptions.

Additional Remark 1

[0244] A content management method of storing videos
from a plurality of imaging devices, the method comprising:

[0245] obtaining time information on imaging times of the
videos;
[0246] obtaining location information on imaging loca-

tions of the videos; and

[0247] identifying ones of the videos, imaging times of
which have a time difference within a predetermined time on
the basis of the time information and imaging locations of
which are within a predetermined distance on the basis of the
location information, and allocating the identified videos
into a group,

[0248] wherein the videos belonging to the group are
managed.

Additional Remark 2

[0249] A content management method of storing videos
from a plurality of imaging devices, the method comprising:
[0250] obtaining, from first videos imaged by a first imag-
ing device among the videos, first time information on
imaging times of the first videos;

[0251] obtaining, from second videos imaged by a second
imaging device among the videos, second time information
on imaging times of the second videos; and

[0252] identifying ones of the first videos having the first
time information on the basis of the second time information
obtained from the second videos, and allocating the identi-
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fied ones of the first videos into a group, the ones of the first
videos having been imaged within a predetermined time,

[0253] wherein the videos that belong to the group are
managed.

[0254] Additional Remark 3

[0255] A content management method of storing videos

from a plurality of imaging devices, the method comprising:
[0256] obtaining, from first videos imaged by a first imag-
ing device among the videos, first location information on
imaging locations of the first videos;

[0257] obtaining, from second videos imaged by a second
imaging device among the videos, second location informa-
tion on imaging locations of the second videos;

[0258] and identifying ones of the first videos having the
first location information on the basis of the second location
information obtained from the second videos, and allocating
the identified ones of the first videos into a group, the ones
of the first videos having been imaged within a predeter-
mined distance,

[0259] wherein the videos that belong to the group are
managed.

Additional Remark 4

[0260] A content management method of storing videos
from a plurality of imaging devices, the method comprising:
[0261] obtaining, from first videos imaged by a first imag-
ing device among the videos, first time information on
imaging times of the first videos;

[0262] obtaining, from second videos imaged by a second
imaging device among the videos, second time information
on imaging times of the second videos;

[0263] inputting distance information on a distance
between the first imaging device and the second imaging
device; and

[0264] identifying ones of the first videos having the first
time information on the basis of the second time information
obtained from the second videos, when the distance infor-
mation indicates that the first imaging device and the second
imaging device were within a predetermined distance, and
allocating the identified ones of the first videos into a group,
the ones of the first videos having been imaged within a
predetermined time,

[0265] wherein the videos that belong to the group are
managed.

Additional Remark 5

[0266] A content management device, comprising:
[0267] an input unit through which videos from a plurality
of imaging devices are inputted;

[0268] a storage that stores the videos;

[0269] a computation unit that identifies ones of the videos
as belonging to a group on the basis of time information and
location information on the videos stored in the storage, the
ones of the videos being within a predetermined time and
having been imaged within a predetermined distance; and
[0270] an output unit that collectively outputs the videos
belonging to the group.

Additional Remark 6

[0271] A content management device, comprising:

[0272] an input unit through which the following is input-
ted: first videos imaged by a first imaging device; first time
information on imaging times of the first videos; second
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videos imaged by a second imaging device; and second time
information on imaging times of the second videos;

[0273] a storage that stores the first videos, the first time
information, the second videos, and the second time infor-
mation;

[0274] a computation unit that identifies ones of the first
videos having the first time information on the basis of the
second time information, and allocating the identified ones
of the first videos into a group, the ones of the first videos
having been imaged within a predetermined time; and
[0275] an output unit that collectively outputs the videos
belonging to the group.

Additional Remark 7

[0276] A content management device, comprising:

[0277] an input unit through which the following is input-
ted: first videos imaged by a first imaging device; first
location information on imaging locations of the first videos;
second videos imaged by a second imaging device; and
second location information on imaging locations of the
second videos;

[0278] a storage that stores the first videos, the first
location information, the second videos, and the second
location information;

[0279] a computation unit that identifies ones of the first
videos having the first range information on the basis of the
second location information, and allocating the identified
ones of the first videos into a group, the ones of the first
videos having been imaged within a predetermined distance
range; and an output unit that collectively outputs the videos
belonging to the group.

Additional Remark 8

[0280] A content management device, comprising:
[0281] an input unit through which the following is input-
ted: first videos imaged by a first imaging device; first time
information on imaging times of the first videos; second
videos imaged by a second imaging device; second time
information on imaging times of the second videos; and
distance information on a distance between the first imaging
device and the second imaging device;

[0282] a storage that stores the first videos, the first time
information, the second videos, the second time information,
and the distance information; and

[0283] a computation unit that identifies ones of the first
videos having the first time information on the basis of the
second time information obtained from the second videos,
when the distance information indicates that the first imag-
ing device and the second imaging device were within a
predetermined distance, and allocating the identified ones of
the first videos into a group, the ones of the first videos
having been imaged within a predetermined time; and
[0284] an output unit that collectively outputs the videos
belonging to the group.

Additional Remark 9

[0285] A content display method of selecting and display-
ing a specified video from videos from a plurality of imaging
devices, the method comprising:

[0286] obtaining location information on imaging loca-
tions of the videos;
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[0287] identifying ones of the videos that were imaged
within a predetermined distance on the basis of the location
information, and allocating the identified videos into a
group; and

[0288] creating a display content by collecting the videos
belonging to the group,

[0289] wherein a screen that shows an area name is added
to the display content, the areca name being selected in
accordance with a distance between the location information
of'the videos belonging to the group and a specified location.

Additional Remark 10

[0290] A content display method of selecting and display-
ing a specified video from videos from a plurality of imaging
devices, the method comprising:

[0291] obtaining time information on imaging times of the
videos;
[0292] obtaining location information on imaging loca-

tions of the videos; and

[0293] identifying ones of the videos, imaging times of
which have a time difference within a predetermined time on
the basis of the time information and imaging locations of
which are within a predetermined distance on the basis of the
location information, and allocating the identified videos
into a group;

[0294] wherein a screen that shows an area name is added
to the display content, the areca name being selected in
accordance with a distance between the location information
of'the videos belonging to the group and a specified location,
and the time information.

Additional Remark 11

[0295] A content display method of selecting and display-
ing a specified video from a plurality of videos, the method
comprising:

[0296] accepting an input of an operator’s voice to recog-
nize the voice, and converting the recognized voice into an
operation signal;

[0297] identifying ones of the plurality of videos on the
basis of the operation signal, and allocating the identified
videos into a group;

[0298] creating a display content on which a category
name is displayed on a group basis, the category name
serving as a speech instruction to be given to collectively
operate the videos belonging to the group; and

[0299] accepting an input of an operator’s voice to recog-
nize the voice, and identifying attribute information on the
operatot,

[0300] wherein the category name is determined on the
basis of the attribute information.

[0301] The embodiments have been described above to
show an exemplary technology of the present disclosure, for
which the accompanying drawings and detailed descriptions
are provided.

[0302] To illustrate the above implementation, the struc-
tural components illustrated in the accompanying drawings
and the embodiments can thus include structural compo-
nents that are not unessential to solve the issues, in addition
to the structural components essential to solve the issues.
Therefore, the fact that the unessential structural compo-
nents are illustrated in the accompanying drawings and the
embodiments should not lead to the immediate conclusion
that such unessential structural components are essential.
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[0303] Also note that the above-described embodiments
are intended for illustrating the technology of the present
disclosure, and thus allow for various modifications,
replacement, addition, omission, etc., made thereto within
the scope of Claims and its equivalent scope.

INDUSTRIAL APPLICABILITY

[0304] The content management device and the content
method according to the present invention are applicable for
use in a device that utilizes the following capabilities to
present to an operator an easy-to-understand and easy-to-
utter speech instruction that has been categorized for each of
the grouped contents: appropriately detecting a past event of
an individual from a plurality of contents recorded, in
consideration of privacy or confidentiality; or identifying an
operator (speaker) from the voice inputted through a voice-
activated operation. In particular, the present disclosure is
applicable for use in a device that categorizes and displays,
on the basis of attribute information, not only recorded
pictures or moving images of an individual, but also a
plurality of document files such as dissertations/theses,
novels, and newspapers, or news show contents in a manner
that facilitates a user selection.

REFERENCE MARKS IN THE DRAWINGS

[0305] 1 content management system
[0306] 100 content management device
[0307] 101 computation unit

[0308] 101A manager

[0309] 101B presentation controller
[0310] 101C acceptor

[0311] 102 I/F

[0312] 103 storage

[0313] 104 input-output unit

[0314] 110, 120, 190 smartphone
[0315] 111, 121, 140 content

[0316] 130 camera

[0317] 140 recording card

[0318] 150 router

[0319] 160 Internet

[0320] 170 microphone

[0321] 180 TV

[0322] 180A presentation unit

[0323] 1101, 1102, 1103, 1104, 1105, 1106, 1107, 1301,

1311, 1401, 1402, 1403, 1404, 1501, 1502, 1503 icon

[0324] 1108 message

1. A content management device, comprising:

a storage that stores (a) a content generated by imaging
performed by a first terminal that is at least one of a
plurality of terminals, (b) a time at which the imaging
of the content was performed, and (c) a history indi-
cating whether each of one or more terminals among
the plurality of terminals excluding a second terminal
received, during a period that includes the time at
which the imaging was performed, a beacon signal
transmitted from the second terminal by radio waves,
the second terminal being at least one of the plurality of
terminals; and

a manager that manages the content as a permissible
content that is permitted to be presented by the plurality
of terminals when determining, with reference to the
storage, that each of the one or more terminals received
the beacon signal during the period.
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2. The content management device according to claim 1,

wherein the second terminal transmits the beacon signal at
a predetermined time that is repeatedly set,

each of the one or more tell finals enters a standby state
for receiving the beacon signal during a reception
standby period that includes the predetermined time,
and

the storage stores the history indicating whether each of
the one or more terminals received the beacon signal
during the reception standby period.

3. The content management device according to claim 1,

wherein the manager:

when the content is one of a plurality of contents gener-
ated by the plurality of terminals, divides the plurality
of contents into a plurality of groups in accordance with
a non-imaging period, each of the plurality of groups
including a predetermined or greater number of con-
tents, the non-imaging period being a period that is
longer than a predetermined time length among periods
between which the plurality of contents were imaged;
and

manages the predetermined or greater number of contents
included in each of the plurality of groups as permis-
sible contents that are permitted to be presented by the
plurality of terminals when determining that each of the
one or more terminals received the beacon signal
during a period in which the predetermined or greater
number of contents included in each of the plurality of
groups were imaged, and

the predetermined time length is longer as a distance
between an imaging location of one of the plurality of
contents and a house of a user of the plurality of
terminals is greater, the one of the plurality of contents
being a content that was imaged immediately before or
after the period in which the predetermined or greater
number of contents included in each of the plurality of
groups were imaged.

4. A content management device, comprising:

a storage that stores a plurality of contents, and an
imaging location of each of the plurality of contents;
and

a manager that determines a character string indicating an
area classification concerning the plurality of contents,

wherein the manager determines the character string
indicating the area classification that covers a wider
area as a distance between an imaging location of a
representative content among the plurality of contents
and a house of a user is greater, the area classification
including the imaging location of the representative
content.

5. The content management device according to claim 4,

wherein the manager further determines the character
string indicating the area classification that covers a
smaller area as name recognition of the imaging loca-
tion of the representative content among the plurality of
contents is higher, or determines the character string
indicating the area classification that covers a smaller
area as a total number of times the user has visited the
imaging location of the representative content among
the plurality of contents is higher, the area classification
including the imaging location of the representative
content.
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6. A content management device, comprising:

a storage that stores a plurality of contents, and at least
one tag associated with each of the plurality of con-
tents;

a presentation controller that causes a presentation unit to
present at least one tag associated with a targeted
content among the plurality of contents, the targeted
content being a target of a search;

an acceptor that accepts an operation of a user on the at
least one tag caused to be presented by the presentation
controller; and

a manager that causes the presentation unit to present at
least one tag associated with at least one content
serving as a new target of the search when the acceptor
has accepted the operation, the at least one content
being retrieved by the search of the plurality of contents
with details of a targeted tag used as a search criterion,
the targeted tag being a target of the operation.

7. The content management device according to claim 6,

wherein the manager further causes the presentation unit
to present information for accepting an operation for
content playback when a total number of the at least
one content to be presented by the presentation unit is
a predetermined or smaller number.

8. The content management device according to claim 6,

wherein the manager further causes the presentation unit
to present information for accepting an operation to
reduce a total number of search criteria concerning the
at least one content to be presented by the presentation
unit when the total number of search criteria is a
predetermined or greater number.

9. A content management system, comprising: a plurality
of terminals; and a content management device that manages
contents generated by the plurality of terminals, the content
management device being connected to the plurality of
terminals,

wherein each of the plurality of terminals transmits and
receives corresponding ones of the contents generated,
and a beacon signal that utilizes radio waves, and

the content management device includes:

a storage that stores (a) a content generated by a first
terminal that is one of the plurality of terminals, (b) a
time at which the content was generated, and (c)
information indicating whether a terminal among the
plurality of terminals excluding the first terminal suc-
ceeded or failed to receive, during a period that
includes the time, the beacon signal transmitted from
the first terminal among the plurality of terminals; and

a manager that permits the terminal to present the content
generated by the first terminal, the terminal being a
terminal that is different from the first terminal among
the plurality of terminals and that succeeded in receiv-
ing the beacon signal transmitted from the first terminal
during a time frame that includes the time at which the
content was generated.

10. The content management system according to claim 9,

wherein the manager further permits a second terminal to
present the content generated by the first terminal, the
second terminal being a terminal that transmitted a
beacon that the first terminal succeeded in receiving
during the time frame.

11. The content management system according to claim

10,
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wherein the manager further permits a third terminal to
present the content generated by the first terminal, the
third terminal being a terminal that succeeded in one of
beacon transmission and beacon reception performed
with the second terminal during the time frame.

12. A control method for use in a content management

device, the control method comprising:

identifying whether each of one or more terminals among
a plurality of terminals received a beacon signal during
a period with reference to a storage that stores (a) a
content generated by imaging performed by a first
terminal that is at least one of the plurality of terminals,
(b) a time at which the imaging of the content was
performed, and (c) a history indicating whether each of
one or more terminals among the plurality of terminals
excluding a second terminal received, during the period
that includes the time at which the imaging was per-
formed, the beacon signal transmitted from the second
terminal by radio waves, the second terminal being at
least one of the plurality of terminals; and

managing the content as a permissible content that is
permitted to be presented by the plurality of terminals
when it is identified in the identifying that each of the
one or more terminals received the beacon signal
during the period.

13. A control method for use in a content management

device, the control method comprising:

obtaining a plurality of contents and an imaging location
of each of the plurality of contents from a storage that
stores the plurality of contents and the imaging location
of each of the plurality of contents; and
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determining a character string indicating an area classi-
fication concerning the plurality of contents, with ref-
erence to the plurality of contents and the imaging
location of each of the plurality of contents obtained in
the obtaining,

wherein in the determining,

the character string is determined that indicates the area
classification covering a wider area as a distance
between an imaging location of a representative content
among the plurality of contents and a house of a user is
greater, the area classification including the imaging
location of the representative content.

14. A control method for use in a content management

device, the control method comprising:

causing a presentation unit to present at least one tag
associated with a targeted content among a plurality of
contents, with reference to a storage that stores the
plurality of contents and at least one tag associated with
each of the plurality of contents, the targeted content
being a target of a search;

accepting an operation of a user on the at least one tag
caused to be presented; and

causing the presentation unit to present at least one tag
associated with at least one content serving as a new
target of the search when the operation is accepted in
the accepting, the at least one content being retrieved
by the search of the plurality of contents with details of
a targeted tag used as a search criterion, the targeted tag
being a target of the operation.
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