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4,099,048 1. 

COUNT LOGIC CRCUIT 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 5 

This application is related to the following pending 
applications filed November 9, 1976 and assigned to the 
assignee of the present invention: 

10 Inventors Serial No. Title 

1) D. P. Eichenlaub 740,323 Digital Monitoring 
D. P. Garrett System 

2) D. P. Eichenlaub 740,321 True Mean Rate 
Measuring System 

15 

BACKGROUND OF THE INVENTION 
There are many requirements for the measurement of 

ionizing radiation. For example, nuclear power plants 
require measurements of radiation fields, radioactive 20 
isotope concentrations, etc. 
Conventional analog radiation monitoring systems 

consist of a plurality of signal channels each consisting 
of a discrete remote radiation monitor and an analog 
circuit for converting the pulse output of the radiation 25 
monitor into an analog signal indicative of the radiation 
level. The output signal developed by the analog circuit 
is a voltage which is proportional to the log of the aver 
age frequency of the pulses developed by the remote 
radiation monitor. Typically this voltage output is uti- 30 
lized to drive a visual display or actuate an alarm. The 
analog format of the radiation information of conven 
tional analog radiation systems is not suitable.for rapid complex analysis. 

Further, the nuclear decays typically encountered 35 
result in a random frequency of pulses from the radia 
tion detectors and the inherent nature of the analog 
circuit is such that it is extremely difficult to design a 
radiation monitoring system which exhibits both a low 
statistical error and a response time sufficiently fast to 40 
detect changes. This is due to the fact that a low statisti 
cal error requires averaging over a very long period of 
time which in turn implies a very slow response time for 
the analog radition monitoring system. 

Prior art analog systems inherently average for a 45 
fixed time. Thus, the design includes a fixed trade-off 
between statistical error and response time. 

SUMMARY OF THE INVENTION 
There is disclosed herein with reference to the ac- 50 

companying drawings a digital radiation monitoring 
System employing state-of-the-art digital and micro 
processor circuitry for rapidly processing pulse infor 
mation from remote radiation monitors by analyzing 
pulse rates to determine whether new pulse rate infor. 55 
mation is statistically the same as previously received 
pulse rate information and in so doing determine the 
best possible averaging time for the system. As long as 
the true mean pulse rate remains constant, the averaging 
time is permitted to increase until the statistical error is 60 
below a desired level, i.e., 1%. When the digital pro 
cessing of the pulse information indicates a change in 
the true mean pulse rate, the averaging time can be 
reduced to improve the system response time at the 
expense of satatistical error. 65 
The digital radiation monitoring system consists basi 

cally of a plurality of data modules each responsible for 
processing the pulse rate information from a plurality of 

m 

2 
remote radiation monitors. Each data module accepts 
pulse information from each of a plurality of radiation 
monitors and measures the true avearage or mean pulse 
rate of events occurring with a Poisson distribution to 
determine the radiation level associated with the respec 
tive radiation monitors in accordance with the process 
described above. Each data module in turn develops 
digital output signals indicative of the respective radia 
tion level. These signals are available for alarm and 
control purposes. The digital output signals are also 
available for transmission via a multiplexer circuit for 
additional processing and display purposes. The data 
modules are designed to accept communications from a 
remote control station or computer station via the mul 
tiplexer circuit to change operating thresholds and 
alarm levels in the memory of the data module. 

In addition to the plurality of data modules, there is 
included a check module, which consists of electronics 
comparable to that of the data module. The check mod 
ule functions to scan the various data modules to deter 
mine whether the output signals developed by the data 
modules represent valid information. The check module 
further functions as a redundant data module to auto 
matically take the place of an inoperative data module 
to avoid loss of potentially critical alarm conditions 
reflected by the radiation detectors associated with a 
faulty data module. 

DESCRIPTION OF THE DRAWINGS 
The invention will become more readily apparent 

from the following exemplary description in connection 
with the accompanying drawings: 
FIG. 1 is a block diagram illustration of an embodi 

ment of a digital radiation monitoring system; 
FIG. 2 is a block diagram illustration of a data mod 

ule and check module of the embodiment of FIG. 1; 
FIG. 3 is a schematic illustration of the microcom 

puter and equipment failure circuitry of the data module 
and check module of FIG. 2; 
FIG. 4 is a schematic illustration of the computer 

time out circuit of FIG. 3; 
FIG. 5 is a schematic illustration of the relay logic 

control circuit of FIG. 2; 
FIG. 6 is a flow chart illustration of the operation of 

the data module of FIG. 2; 
FIG. 7A is a hardware schematic implementation of 

the count logic of the remote assembly of FIG. 1; 
FIG. 7B is a hardware representation of a portion of 

the program flow chart of FIG. 6 depicting the opera 
tion of the micro-computer circuit of FIG. 2; 
FIG. 7C is a tabulation of constants employed in 

FIG. 7B; 
FIG. 8 is a schematic illustration of an integrating 

register of FIG. 7B; 
FIG. 9 is a schematic illustration of the best estimate 

circuit of FIG. 7B; and 
FIG. 10 is a schematic illustration of the breakout 

register of FIG.7B. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

Referring to FIG. 1 there is schematically illustrated 
a digital radiation monitoring system 10 including a 
plurality of data modules DM and a check module CM 
operatively coupling the remote radiation field informa 
tion derived by the remote assemblies RA via a multi 
plexer M to various control and readout circuits repre 
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sented by the CRT display D and the keyboard K. The 
function of the multiplexer circuit M, which is to pro 
vide a communications link, can be routinely imple 
mented. 

In the emobdiment illustrated, the basic digital cir 
cuitry employed in each of the data modules DM and 
the check module CM consists of a buffer, a relay con 
trol logic circuit and a micro-computer circuit, which 
employs a commercially available microprocessor cir 
cuit such as the Intel 8080. Inasmuch as the micro-com 
puter circuit selected for implementing the preferred 
embodiment of the invention is typically capable of 
processing up to eight inputs, each data module is desig 
nated to accommodate pulse input information from 
eight remote assemblies RA. Each bank of eight data 
modules DM of the digital radiation monitoring system 
10 is operationally combined with a check module CM. 
Obviously, the number of data modules and check mod 
ules employed is a design choice. Each remote assembly 
RA is illustrated as including a radiation monitor, or 
detector, T, count logic CL and a relay R. The radiation 
monitor T transmits pulses, indicative of a radiation 
level to which it is exposed, to the count logic CL 
which transmits the measurement to the data module 
DM for processing. 
A major function of the count logic CL of the remote 

assembly RA is to measure the number of events or 
pulses per unit of time. Since the measured radiation can 
vary by as much as eight decades the count logic CL 
must function over an extremely wide dynamic range. 
Furthermore, to make statistical tests as simple as possi 
ble, as described hereafter, the count logic CL is de 
signed to measure the time between an integer power of 
a preset number of events, i.e., four. A typical imple 
mentation of the count logic CL is described below 
with reference to FIG. 7A. 
The data module DM transmits a digital representa 

tion of the respective radiation level via the multiplexer 
circuit M to the various control and display circuits, and 
further compares the incoming pulse rate information 
from the respective remote assemblies to a predeter 
mined threshhold, or alarm level, and transmits a trip 
signal to relay R of the remote assembly RA. Typically 
the relay R is utilized to execute a control function at 
the remote location in response to an alarm condition. 
Clearly the number of relays and output functions is a 
design choice. 

In order to achieve the desired operational character 
istics of high accuracy and fast response in the difficult 
random event environment corresponding to the pulse 
outputs from the radiation monitors T, the micro-com 
puter is designed to average the frequency of the pulse 
information with six different time constants and via 
statistical analysis a decision is made as to which time 
constant is employed. The operation of the micro-com 
puter circuit in each of the data modules DM is de 
signed to rely primarily on addition, subtraction and 
shift operations to achieve an optimal trade-off between 
system accuracy and system response time while exhib 
iting an execution time sufficiently fast to accommodate 
the processing of pulse information from eight remote 
assemblies RA in real time. 
The check module CM, which includes a microcom 

puter circuit comparable to that of the data modules 
DM, functions in one of two modes. In a first mode, the 
check module CM selects a data module DM, monitors 
its inputs from the remote assemblies and compares the 
data modules output signals to output signals developed 
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4 
by the check module CM. Substantial coincidence be 
tween the two sets of output signals indicate an accept 
able operational status for the data module DM and the 
check module selects another data module to monitor. 

In the second mode of operation, the check module 
stops its scanning of the data modules if a data module 
is determined to be inoperative and the check module 
CM assumes the operational responsibility of the inop 
erative data module DM. 
The digital information transmitted via the data mod 

ules DM through the multiplexer M can also be made 
available to a computer (not shown). The computer can 
be employed to perform complex analysis and projec 
tions from the digital data of the data modules DM. 
Additional control information could be developed by 
such a computer and supplied via the multiplexercircuit 
M to the memory of the micro-computer of the data 
modules DM. 

Referring to FIG. 2, there is schematically illustrated 
the operational connection between a data module DM 
and check module CM. The data module DM is illus 
trated as consisting of eight interface circuits 11 and one 
microcomputer circuit 20. Each interface circuit 11 
consists of a buffer circuit 12 and a relay logic control 
circuit 14 and functions to process the pulse information 
from the count logic CL of a remote assembly RA. The 
check module correspondingly includes buffer circuits 
24 for selective coupling via switch SS to the eight 
interface circuits 11 of a selected data module DM. The 
buffer circuit 24 of the check module CM is connected 
to a micro-computer circuit 26 which is substantially 
identical to the micro-computer circuit 20, 
The buffer circuit 12 of the interface circuit 11 ac 

cepts as input signals the pulse rate information from the 
count logic CL of the remote assembly RA and con 
verts the pulse rate information to signal levels compati 
ble with the micro-computer circuit 20. 
The micro-computer circuit 20, which for the pur 

pose of discussion includes a commercially available 
Intel 8080 microprocessor circuit, accepts signals from 
the buffer 12 and calculates an estimate of the true mean 
radiation level associated with a monitor T and further 
determines the statistical error of the estimate. Further, 
the micro-computer circuit 20 compares the calculated 
radiation level to a predetermined threshold, or alarm 
level, and generates a relay trip signal if the calculated 
radiation level exceeds the predetermined threshold. 
The relay trip signal is then available to activate the 
remote assembly relay R via the relay logic control 
circuit 14. 
The micro-computer circuit 20 also monitors its own 

operational status and generates an equipment failure 
signal in response to faulty operation. Both the relay 
trip signal and the equipment failure signal of the data 
module are supplied to the relay logic control circuit 14. 
The relay logic control circuit 14 also receives as 

inputs the relay trip signal and equipment failure signal 
developed by the micro-computer circuit 26 of the 
check module which corresponds operationally to the 
micro-computer circuit 20. The relay logic control cir 
cuit 14 of FIG. 5A interrogates the signals from the data 
module DM and the check module CM and transmits a 
signal to the relay R. 
The multiplexercircuit M accepts the radiation level 

signals, the relay trip signals and the equipment failure 
signals from the data modules DM and the check mod 
ule CM, displays the information on the CRT display D 
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and transmits operator response in terms of signals from 
the keyboard K to the micro-computer circuits. 
The generation of the equipment failure signal as well 

as the overall operation of the micro-computer circuit 
20 the data module which, as indicated above, is compa 
rable to that of the check module, and is described 
herein with reference to the block diagram illustration 
of FIG. 3. The micro-computer circuit 20 consist basi 
cally of well known commercially available compo 
nents which, for the purposes of discussion, have been 
identified by model numbers associated with commer 
cially available circuits from Intel. The micro-computer 
circuit consists of a clock generator C1 (Intel 8224,), a 
microprocessor circuit C2(Intel 8080), a bus controller 
C3 (Intel 8228), read only memory C4 (ROM), a read/- 
write memory C5 (RAM), a computer time out circuit 
C6 and the equipment failure circuit EC consisting of 
bistable comparator circuits C7, C8 and C9, OR gates 
C10 and C11, and latch circuit C12. The micro-com 
puter circuit 20 is converted from a general purpose 
computer circuit to a dedicated radiation monitoring 
circuit via the algorithm or program designed to satisfy 
the function of the micro-computer circuit in the radia 
tion monitoring system 10. This program is stored in the 
read only memory C4. The microprocessor circuit C2 
functions to measure the pulse rate of events transmitted 
from the remote assemblies RA via the buffer circuits 12 
of the data modules through the use of averaging rou 
tines of the read only memory C4. The micro-computer 
circuit provides radiation level information for remote 
display and control via multiplexer M, as well as com 
paring the calculated radiation levels to a predeter 
mined level established in the read/write memory C5. 
This predetermined level information is inserted by the 
operator keyboard K. The bus controller C3 generates 
signals for the control bus, i.e., memory read, memory 
write, etc., and provides an interface between the data 
bus and the micro-processor circuit C2. 
The specific program, or algorithm, stored in the read 

only memory C4 is designed to satisfy the radiation 
monitoring system 10 requirement for determining the 
true mean pulse rate of random events occurring with a 
Poisson distribution. The functional operation of the 
micro-computer circuit 20 in response to the routines 
comprising the program stored in the read only memory 
C4 are described below in reference to the flow chart of 
FIG. 6 and the corresponding equivalent hardware 
implementation of FIG. 7B. The equipment failure sig 
nal EF is a function of the computer time out circuit C6 
and the bistable comparator circuits C7, C8 and C9. The 
number of bistable comparator circuits is determined by 
the number of different operational voltage levels in the 
system. Assuming three distinct operational voltage 
supply levels for the radiation monitoring system 10, 
each of the bistable comparators is responsive to one of 
the supply voltage levels and develops a logic level in 
respose to the absence or failure of the respective sup 
ply voltage. A failure of any voltage produces a logic i. 
output from the OR gate C10 which is supplied as an 
input to the OR gate C11. A second input to the OR 
gate C11 is supplied by a computer timeout circuit C6. 
The presence of a logic 1 output from OR gate C10 or 
a logic 1 at the output of the computer timeout circuit 
C6 causes OR gate C11 to set the latch circuit C12 and 
reset the micro-computer circuit 20 via the reset input 
of the clock generator C1. The set condition of the latch 
circuit C12 produces an equipment failure output signal 
EF. Once activated, the latch circuit C12 can be reset 
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6 
and signal EF terminated by supplying a logic 1 to the 
reset of latch circuit C12. This reset can be typically 
accomplished by switch SW1. 
A typical implementation of the computer time out 

circuit C6 is schematically illustrated in FIG. 4. The 
decoder circuit CT5 interrogates address and control 
bus conditions to activate a timeout reset function 
which enables the circuit to accept information from 
the micro-computer circuit via the data bus input to the 
difference circuit CT1. 
During a timeout reset, computer status information 

presented on the data bus is supplied as an input to the 
difference circuit CT1 which functions to compare the 
information on the data bus to a predetermined refer 
ence R". If the computer status information corresponds 
to the predetermined reference R when the timeout 
reset function is activated, the output from the differ 
ence circuit CT1 and the timeout reset logic signal from 
the decoder circuit CT5 causes the AND gate CT2 to 
develop a logic 1 output which is supplied as a time 
input to the one shot circuit CT6. This results in a logic 
1 output from the one shot circuit CT6 which is main 
tained for the timeout period determined by the resistor 
capacitor circuit RC. In the event the computer status 
information of the data bus supplied as an input to the 
difference circuit CT1 does not correspond to the pre 
determined reference R', a logic 0 output is developed 
by the difference circuit CT1 which is inverted to a 
logic 1 level by the inverter circuit CT3 and is supplied 
as an input to the AND gate CT4. This logic 1 in coinci 
dence with a logic 1 level for the time out reset signal 
from the decoder circuit CT5 results in a logic 1 output 
from the AND gate CT4 which is supplied as a reset 
signal to the one shot circuit CT6. The reset signal 
results in a logic 0 output from the one shot circuit CT6. 
A logic 0 output from the one shot circuit CT6 passes 
through inverter CT8 and corresponds to the logic level 
from the computer timer out circuit C6 of FIG. 4 which 
is supplied as an input to the OR gate C11 of the equip 
ment failure logic circuit of FIG. 3. As long as a logic 1 
is maintained as the output of the one shot circuit CT6 
by a time input from the AND gate CT2, no equipment 
failure signal EF will be generated by the latch circuit 
C12 of the equipment failure logic circuit EC of FIG. 3. 
The timeout time for the one shot circuit CT6 are a 

matter of design choice. However, a typical time suit 
able for implementing the above operation would be 
100 milliseconds. The selection of this time results in the 
development of an equipment failure signal EF if the 
micro-computer does not successfully update the com 
puter timeout circuit C6 with information equal to the 
reference R' every 100 milliseconds. 
The computer time out circuit C6 provides detection 

for most micro-computer circuit failures since most 
failures will result in catastrophic failure, and the time 
out will not be successfully reset. Circuit C6 can further 
be used to detect numerous micro-computer failures as 
described below. 
The equipment failure function described above is 

associated with each of the data modules and check 
module such that each module is capable of developing 
an output signal indicative of equipment failure of the 
respective module. The transmission of the equipment 
failure signals to the multiplexercircuit M and the relay 
logic control circuits 14 provide the bases for determin 
ing the operational integrity of the respective module. 
In the event a data module DM indicates equipment 
failure, the check module CM is then operationally 

T 
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substituted for the data module so as to prevent loss of 
the radiation level information and subsequent alarm 
and control functions associated with the defective data 
module. 

Referring to FIG. 5 there is schematically illustrated 
on implementation of the relay logic control circuit 14 
which functions to determine whether the data module 
or the check module outputs are to be transmitted to the 
relay R of the remote assembly RA. A similar circuit is 
suitable for use in the multiplexer M to control the 
information supplied to the CRT display D. The relay 
logic control circuit 14 operates such that the absence of 
an equipment failure signal EF from a data module, the 
output signals from the data module will be processed 
by the relay logic control circuit 14 to control the relay 
R. If, however, an equipment failure signal EF is pres 
ent from the data module DM, the output signals from 
the check module CM will be selected by the relay logic 
control circuit 14 to control the relay R. 
A logic 1 level at the output of any of the AND gates 

RL1, RL2 or RL3 will be transmitted via OR gate RL4 
to energize the relay R of the respective remote assem 
bly RA. The input signals to AND gate RL1 consist of 
a relay status indication from the data module and a 
signal transmitted via inverter gate RL5 indicative of 
the status of the equipment failure logic circuit EC of 
the data module. The presence of a logic 1 level indicat 
ing an 'ON' relay status of the data module in combina 
tion with the absence of an equipment failure signal 
which is representative as a logic 0 input to the inverter 
RL5 and a corresponding logic 1 second input to the 
AND gate RL1 will produce a condition developing a 
logic 1 output from AND gate RL1 suitable for energiz 
ing relay R. A second set of conditions, corresponding 
to the inputs of the AND gate RL2, suitable for energiz 
ing relay R consist of the simultaneous occurrence of an 
'ON' status of the check module and the absence of an 
equipment failure signal EF from the check module. 
The third set of conditions, which, if present, will pro 
duce a logic 1 output from the AND gate RL3 suitable 
for energizing relay R consist of the simultaneous oc 
currence of logic 1 equipment failure signals EF from 
both the data module and the check module. This last 
set of conditions, corresponds to the situation where the 
operational status of both the check module and the 
data module is deemed to be unacceptable and the ener 
gizing of relay R provides a “failsafe' mode of opera 
tion. The EXCLUSIVE OR gate RL6 has as its inputs 
the relay status signals from the data module and check 
module and if the status signals are not in agreement the 
EXCLUSIVE OR gate R15 generates a logic 1 output. 
This output is used to indicate that either the data mod 
ule or check module is inoperative. 
As described above, the check module CM initially 

functions to scan the operation of the respective data 
modules DM to determine the operational integrity of 
the data modules DM and in the event of an operational 
failure in one of the data modules, the check module 
CM terminates its scanning function and operationally 
replaces the defective data module to avoid loss of 
information from the remote assemblies RA associated 
with the defective data module DM. In its scanning 
mode of operation, the check module sequentially mon 
itors the output information from the remote assemblies 
RA of the respective data modules such that the micro 
computer circuit 26 and the micro-computer circuit 20 
of the elected data module will simultaneously perform 
the identical computational processing of the input in 
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8 
formation. In the event of the computational results 
arrived at by the micro-computer circuits 20 and 26 are 
essentially identical, it is assumed that the selected data 
module DM is operating properly and the output of 
EXCLUSIVE OR gate RL6 is a logic 0. A significant 
variation in the computational results of the respective 
micro-computer circuits results in an EXCLUSIVE OR 
gate RL5 output being a logic 1 and indicates a probable 
operational defect in either the selected data module 
DM or the check module CM. If the computational 
results disagree, the results from both the check module 
CM and data module DM are transmitted via the multi 
plexercircuit M to the CRT display D. Also, the alarm 
level relay trip signal and the equipment failure signal 
developed by the micro-computer circuit 26 of the 
check module CM are supplied to the relay logic con 
trol circuit 14 of the selected data module DM via the 
operation of selector switch SS. The relay logic control 
circuit 14 interrogates equipment failure input signals 
from both the micro-computer circuit 20 of the selected 
data module and the micro-computer circuit 26 of the 
check module to determine which set of computational 
alarm levels are valid, as described above. 

This method of using a check module CM to verify 
the operation of the data module DM will result in 
eventual detection of obvious failures as well as any of 
the following problems in either module: 

(a) Error caused by noise or other signal interference; 
(b) Subtle occasional parasitic or dynamic problems 

inherent in the circuit design, i.e. pattern sensitivities of 
the microprocessor; 

(c) Undetected program errors. 
These problems are usually very difficult to detect in 

computer systems. They are detected in the embodi 
ment of FIG. 2 inasmuch as both the data module and 
the check module do not see the same history. Since 
response to current input data is heavily dependent on 
history, the same data to the two modules results in 
executing different program and data paths and will 
eventually result in different results. In case (a) above, 
noise that occasionally causes large errors in the data 
module inputs from the remote assembly RA will be 
detected when the check module CM monitors the data 
module DM while the noise has negligible effect on 
signals from the remote assembly RA. In this case, the 
history of noise seen by the data module DM but not 
seen by the check module CM will cause different re 
sults. In cases (b and c) above, the different data histo 
ries result in the data module and check module execut 
ing different program paths. Eventually, one module 
will execute the eroneous path while the other module 
will not; resulting in different calculated results. 
The check module can also automatically replace a 

faulty data module for any error the equipment failure 
signal can detect via the multiplexer M and the relay 
logic control RLC. This scheme has the advantage that 
an inoperative check module cannot interfere with an 
operational data module, since an operational data mod 
ule will not generate an equipment failure signal, 
thereby disabling the check module's responses. The 
computer timeout circuit C6 plays a major roll in de 
tecting data module and check module failures. While 
the computer timeout circuit C6 discussed above can 
detect obvious errors such as the failure of the computer 
clock, it can further be used to detect much more subtle 
problems if the following conditions are met: 

(1) The micro-computer circuit (20 and 26) conducts 
various well-known in-line tests and diagnostics to ver 
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ify reasonability of data (i.e., determine that the calcu 
lated pulse rate is not negative) and the integrity of 
hardware (i.e., a data pattern read into read/write mem 
ory can be read back correctly). 

(2) Program flow is measured by using entry/exit 
flags in key program modules or subroutines. As an 
example, an entry/exit flag can be a piece of data associ 
ated with the data or check module which can have two 
states- ON = 0 = flow not in module; OFF = 1 = flow 
in module. When the module is entered, the first step is 
to test the flag to ensure it is ON; then turn it OFF. 
When leaving the module, the last step is to test the flag 
is OFF; then turn it ON. Failure to pass an entry/exit 
flag test is indicative of incorrect program flow. 

(3) A measurement of the computer state is made. 
The computer state at any time is defined by the con 
tents of all registers, flags, and memory. The computer 
state measurement suggested here is to EXCLUSIVE 
OR the contents of several key registers whose contents 
is known immediately before the computer timeout 
circuit C6 is addressed. The EXCLUSIVE OR of these 
registers is presented as data to the computer timeout 
circuit C6. The reference R of the computer timeout 
circuit C6 is selected to be equal to the EXCLUSIVE 
OR result of the registers when the computer state is 
COrrect. 

(4) Failure of any of the tests in (1) or (2) results in the computer halting. 
Under these conditions, absence of an equipment 

failure indicates the following: 
(1) all power supplies are operating; 
(2) no obvious computer failures have occurred, such 

as a clock failure; 
(3)computer operation appears to be reasonable; 
(4) program flow is determined to be proper; and 
(5) the measured computer state is correct. The com 

bination of these five conditions results in a very high 
probability that the equipment failure signal EF will be 
activated if the data module fails. 

Referring now to FIG. 6, there is illustrated in a 
program flow chart representation, the operation of a 
data module DM as controlled by the programming of 
the micro-computer circuit 20. Cold start 31 refers sim 
ply to the procedure of applying power to the circuitry, 
while bootstrap 32 refers to the procedure for setting or 
resetting initial circuit conditions as well as the vari 
ables stored in the read/write memory C5. The time 
remaining 33 and diagnostic 34 functions provide the 
capability of testing the operational status of the mem 
ory of the data module DM if adequate time is available. 
Ready 35 indicates that the micro-computer circuit 20 is 
in condition to accept information. 
Assuming that it is time to estimate the rate of the 

pulses being transmitted from a monitor T in a remote 
assembly RA, the initial estimate is a function of the 
time required to count a predetermined number of 
events, i.e., 16. As an estimate of the true mean pulse 
rate, i.e., radiation level, the measure rate function 36 is 
subject to substantial errors due to statistical variations. 
Typical errors, which may be as high as 35 50%, are 
unacceptable. Thus, the measure rate function 36 is 
further refined by the averaging routine 38 and the 
statistical test routine 39 to determine a best estimate of 
average rate 37. The best estimate of average rate 37 
develops an output indicative of the true mean pulse 
rate generated by the monitor T with optimum trade-off 
between statistical error and response time. 
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10 
The averaging routine 38 functions to average for 

very long periods of time in an effort to reduce the 
statistical error. The statistical test routine 39 functions 
to indicate whether the averaging time in the System 
should be extended to further reduce the statistical error 
or whether the true mean pulse rate has actually 
changed and it is more important to shorten the re 
sponse time in the system at some sacrifice to the statisti 
cal accuracy. The combination of averaging routine 38 
and statistical test routine 39 develops the best estimate 
37 of the true mean pulse rate for optimum trade-off 
between system response time and statistical accuracy. 

In the event new pulse rate imformation results in a 
new best estimate 41, a calculation of a new radiation 
level 42 corresponding to the new best estimate will 
occur. This typically is accomplished by subtracting the 
background radiation level and then multiplying by the 
channel gain. Update alarm status 43 is achieved by 
comparing the new radiation level to the predetermined 
alarm level and initiating changes in the status of the 
alarm relay as dictated by the new radiation level. The 
control functions, and particularly the keyboard K, 
operate via multiplexer circuit M (system controller 
function 44) to allow the operator to change channel 
gain, background or the predetermined alarm level. The 
most recent channel status is automatically transmitted 
via the multiplexer for display, etc. On completion of 
communications via the multiplexer circuit M, the pro 
gram of FIG. 6 is returned to the program block time 
remaining 33. It is once again determined if adequate 
time is available to evaluate memory operations via the 
diagnostic function 34. 

It is apparent from the above description of the func 
tional operation of the circuitry of the data module DM 
that the most significant program functions are 
achieved by the best estimate of true mean rate function 
37 as determined by the averaging routine 38 and the 
statistical test routine 39. 
The primary function of this program, as reflected in 

the equivalent hadware implementation of FIG. 7B, is 
to translate the pulse information transmitted from the 
monitors T of the remote assemblies RA into informa 
tion corresponding to the true mean radiation level at 
the respective remote assemblies. The monitors T gen 
erate a pulse in response to an appropriate nuclear 
event. Therefore, the radiation level at the respective 
remote assemblies RA is proportional to the pulse rate 
generated by the monitors T. However, inasmuch as the 
instantaneous frequency of the pulses is random, the 
circitry of data modules DM must measure the true 
mean pulse rate in order to determine the true average 
radiation levels. While it is well known that the true 
mean rate can be approximated by measuring the mean 
frequency of N events, this approximate measurement 
will not equal the true mean rate unless an infinite num 
ber of events or pulses is observed. The error intro 
duced by measuring a finite number of events, i.e., 
pulses, is a function of the number of events, or pulses, 
measured and can be approximated by: 

e = +k or/VN x 100%, (1) 

where N = number of events observed and is greater 
than 15, or = standard deviation and k = the constant 
employed to adjust the confidence level, i.e., 1.96 for a 
confidence level of 95%. 

Furthermore, for a Poisson distribution the standard 
deviation (o) can be approximated by the true mean 

-m- 
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rate. This relationship is true when N is large (> 15) and 
the pulse rate is stationary. The above formula can be 
simplified by using the best estimate (BES) for the true 
mean rate to achieve: 

e - +k(BES)/VN x 100%. (2) 

For example, to achieve an error of 10% with a confi 
dence of 95%, an average of approximately 400 events 
must be processed. To reduce the error to 1% at a 95% 
confidence, the number of events averaged must be 
approximately 4 X 10. It is apparent therefore that a 
compromise in the system operation must be achieved 
to provide appropriate system accuracy and fast re 
sponse time. 

In principle, the program for the operation of the data 
module DM evolves primarily about the program func 
tions 36, 37, 38 and 39 of FIG. 6. A typical hardware 
implementation of these program functions, which will 
serve as a basis for detail functional program discussion 
of these program functions, is schematically illustrated 
in FIG. 7B. 
For the purpose of clarity, the discussion of the count 

logic circuit CL of the remote assembly RA as schemat 
ically illustrated in FIG. 7A has been combined with 
the discussion of the FIG. 7B schematic implementation 
of the program function of the micro-computer circuit 
20 inasmuch as the count logic circuit CL is responsible 
for generating the essential pulse rate information for 
processing by the micro-computer circuits 20 and 26. 
The count logic circuit CL of FIG. 7A represents a 

design which is operational over an extremely wide 
dynamic range and which functions to measure the time 
between an integer power of four events or pulses gen 
erated by the monitor T. The pulses from the monitor T 
are transmitted to a prescaler circuit CL10 which func 
tions to generate an output pulse in response to each 16 
events or pulses received from the monitor T. Inasmuch 
as each of the output pulses from the prescaler circuit 
CL10 accounts for 16 input pulses, the time measuring 
function of the circuit CL will be a measure of time 
between the occurrence of each block of 16 events or 
pulses. Inasmuch as 16 equals 4, this represents an inte 
ger power of 4 events. An enable input signal to the 
AND gate CL12 in coincidence with an output pulse 
from the prescaler circuit CL10 will produce an output 
signal which is transmitted to the series arrangement of 
divide by 4 circuits CL21, CL22, CL23, CL24, CL25, 
CL26, CL27, CL28 and CL29. The divide by 4 circuits 
CL21-CL29 function as scalers with each developing 
an output pulse in response to each four input pulses 
received. Thus, if output. A represents one pulse per 4, 
or 16 events, then output B represents one pulse per 4, 
or 64 events, output C represents one pulse per 4, or 
256 events, and so on. While the number of divide by 4 
circuits illustrated, exhibits a highest output corre 
sponding to 49events, the number of divide by 4 scalers 
employed is a matter of design choice. 
A 10bit shift register CL30 is employed having a data 

input D, a clock input CK, and 10 outputs, SR0-SR9, 
serving as inputs to AND gates CL40-CL49, respec 
tively. Second logic inputs to the AND gates 
CL40-CL49 correspond to the divide by 4 scaler cir 
cuits CL21-CL29. The data input D of the 10 bit shift 
register CL30 receives logic input signals from an input 
circuit consisting of AND gate CL50, inverter gate 
CL51 and 2 bit counter CL52. The clock input CK to 
the 10 bit shaft register CL30 corresponds to the output 
of the OR gate CL60 which has as its inputs the outputs 
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of AND gates CL40-CL49 and the 29 output of counter 
CL52. OR gate CL60 generates a logic 1 output in 
response to each integer power of N pulses transmitted 
from the monitor T. 
The combination of the shift register CL30, AND 

gates 40-CL49, AND gate CL50, inverter CL51, 
counter CL52 and OR gate functions as a selector 
switch or stepping switch to transmit the information 
corresponding to the outputs of the scaler circuits 
CL21-CL29 to counter circuits to determine the integer 
power of N events. 
The OR gate CL60 drives counter CL90. The count 

from counter CL90 is stored in latch circuit CL99 
which generates the output "q' indicative of the num 
ber of events. Clock CL01 drives time counter CL70. 
The output of counter CL70 is stored in latch circuit 
CL98 which produces output “t' indicative of the 
elapsed time required to observe the events. Latch cir 
cuit CL80 is driven by the TCR, or Z output, of time 
counter CL70, and provides the control signal 
“TRDY'. Latch CL88 is driven by the control signal 
“count over” from AND gate CL85 and provides the 
output "count ready flag', which is used to synchronize 
the count logic with the circuit functions shown in FIG. 
7B. 
Assume initially that all the circuitry has been reset to 

logic 0 output states and the enable input of AND gate 
CL12 is a logic 1. After 16 pulses has been transmitted 
by the monitor T in response to 16 events, the "A" 
output of AND gate CL12 will be a logic 1 which is 
supplied as an input to AND gates CL49 and CL50. 
AND gate CL49 is disabled as a result of the logic 0 at 
the SR9 output of shift register CL30. However, AND 
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gate CL50 is enabled as a result of a logic 1 output of the 
inverter gate CL51. The logic 1 output from the AND 
gate CL50 will cause counter CL52 to advance from a 
state 0 to a state 1 resulting a logic 1 at the 29 output of 
counter CL52. The logic 1 at the 29 output of the 
counter CL52 produces a logic 1 output from the OR 
gate CL60 which is applied as a logic 1 to the clock 
input CK of the shift register CL30. The D input of shift 
register CL30 is a logic 1 from the inverter CL51 as 
discussed above. This results in the shift register CL30 
shifting a logic 1 from the D input to the output SR0. 
After an additional 16 events, the output of the AND 
gate CL12 will again be a logic 1 which will increment 
counter CL52 from state 1 to state 2. At this time, the 
29 output of the counter CL52 will go to a logic 0, 
thereby removing the logic 1 from the clock input CK 
of the shift register CL30 and the 2 output of the 
counter CL52 will be a logic 1. This disables AND gate 
CL50 through inverter CL51 and blocks any further 
action until the bistable counter CL52 is reset. It further 
results in a logic 0 at the data input D of the shift regis 
ter CL30 by maintaining a logic 1 at the 2 output of the 
counter CL52. Thus, it is apparent, that the effect of the 
two bit counter circuit CL52 and the logic gates CL50, 
CL51 and CL60 is to load a single 1 into the shift regis 
ter CL30, force logic 0's to be maintained for all other 
locations, and maintain the clock input CK in a ready 
condition for further use. 
When the “B” output of divide by 4 scaler circuit 

CL21 is a logic 1, the shift register CL30 will have a 
logic 1 at the SRO output. Thus, the “B” signal which is 
supplied as an input to the AND gate CL40 will be 
gated through AND gate CL40 to the OR gate CL60 
resulting in a logic 1 output from the OR gate CL60. A 
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logic 1 output of OR gate CL60 is again supplied to the 
clock input CK of the shift register CL30. This will 
result in the shift register CL30 shifting a 0 from the 
data input D to the SR0 output, a logic 1 from the SR0 
output to the SR1 output, and logic 0's to all other 
outputs. AND gate CL40 will be disabled by the logic 
0 at the SR0 output, thus preventing further action from 
the divide by 4 scaler circuit CL21 and establish a logic 
0 at the clock input CK of the shift register CL30. The 
AND gate CL42 will be a logic 1, thus enabling the 
logic circuit CL42 for an output “C” from the divide by 
4 scaler circuit CL22. Thus, further integer power of 4 
events, or pulses, causes a single 1 in shift register CL30 
to advance one position. The output of OR gate CL60 
corresponds to a short pulse occurring each time an 
integer power of 4 events has occurred. 
The output of OR gate CL60 is also available to 

counter CL90. Since counter CL90 increments one 
count every time an integer power of 4 events has been 
received, it represents the integer power of 4 of the 
present count. In the illustrated embodiment, the num 
ber of events that have been counted is 469), where q is 
the output of the counter CL90, and the “2' is a result 
of the divide by 16 prescaler circuit CL10. 
While this is occurring, the time counter CL70 is 

measuring a stable time reference, as can be obtained 
from the crystal oscillator CL0. After a fixed time, t, 
has elapsed, the time counter CL70 output, TCR, will 
be a logic 1 and will cause the output TRDY of the 
latch circuit CL80 to be a logic 1. This enables AND 
gate 85. The fixed time t, corresponds to a time which is 
adequate to satisfy the desired system accuracy and 
resolution of the time measurement. When the next 
integer power of four events is observed, the output of 
OR gate CL60, which is an input to the AND gate 
CL85, will result in a logic 1 output indicative of “count 
over'. At this point in time, the time counter CL70 
contains the elapsed time 4642) events to occur. The 
"count over' signal from the AND gate CL85 is used to 
reset counter CL52, reset dividers CL10 and 
CL21-CL29 and to load the contents "t' of the time 
counter CL70 into the latch circuit CL98, load the 
contents "g' of counter CL90 into latch circuit CL99, 
and set the latch circuit CL88 such that the "count 
ready flag' output signal is a logic 1. The "count ready 
flag' is available to indicate a new measurement. The 
reset signal "count over + At', as developed by time 
delay circuit CL86, is a delayed reset signal that allows 
the latches CL98 and CL99 to be loaded before the 
counters CL70 and CL90 are reset. Appropriate reset 
signals can be derived through the use of standard digi 
tal timing circuits (not shown). The "count over” signal 
satisfies the reset conditions for a new measurement. 
The addition of the AND gate CL49 to the SR9 output 
of the shift register CL30 provides a basis for develop 
ing an events overflow signal at output SR10 of the shift 
register CL30 if desired. After the last integer power of 
4 events have been observed, the next counted event 
from gate CL12 will result in a logic 1 at the SR10 
output of the shift register CL30 can be used to indicate 
an events overflow. 
The time output information from latch circuit CL98 

and the "g" output from latch circuit CL99 is employed 
to determine the average event rate for the 44t2) events 
observed. However, the event and time inputs can be 
changed such that the circuitry functions to measure the 
number of events per integer power of 4 units of time by 
interchanging the locations of the events input and 
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14 
clock input. Further, the "g" output can be changed to 
represent the integer power of 2, 3, 5, etc. by changing 
the scaler circuits CL21-CL29; i.e., an integer power of 
3 events can be measured by using divide by 3 scalers. 
The circuit can be further employed to approximate the 
log of a number of events. Note that the "g" output of 
the circuitry is a log base 4 of the number of events 
observed when an integer power of 4 events have been 
observed. By merely changing the scalers CL21-CL29, 
any base logarithm can be estimated. Since events can 
represent any quantity that can be measured by a num 
ber of pulses, any base logarithm of virtually any quan 
tity can be estimated through the use of a circuit config 
uration similar to that of circuit CL. There are five 
parameters that must be considered for implementing 
this count logic circuit CL. The first parameter is the 
number of bits in the time counter CL70 before reach 
ing position TCR, or in other words, the power of 2 that 
time counter position TCR represents. The second con 
dition is the frequency of crystal oscillator CL01. The 
third condition is the total number of bits required for 
the time counter CL70 or, in other words, the power of 
2 the time counter position TCN represents. The fourth 
condition is determining the number of prescalers or the 
number of shift register positions in shift register CL30. 
The final condition is the length of prescaler CL10. 
These conditions are determined as follows. 
The first condition, the number of bits required be 

fore reaching time position TCR on the time counter 
CL70 is determined by the worst case accuracy require 
ments of the system. One of the limiting factors on the 
error of the measurement is that the time count will 
have a + 1 count ambiguity. This ambiguity should be 
such that lumped with all other errors the accuracy of 
the circuit meets the users needs. 
The second condition, the crystal frequency, is deter 

mined in conjunction with the number of bits deter 
mined under condition 1 to ascertain the minimum 
count time. In most cases, the processing that is going to 
be done with the data will require some amount of time, 
for example, 60 milliseconds, and this will set the crystal 
oscillator frequency to get the maximum number of 
measurements, but to guarantee enough time between 
measurements so that the micro-computer circuit can 
process the data. 
The third condition is determined by the minimum 

event rate from the monitor T and the length of pres 
caler CL10, or in other words, the minimum pulse rate 
at the output of AND gate CL12. At the minimum rate, 
and with the crystal oscillator frequency as determined 
above, the time counter CL70 must be long enough to 
guarantee that it does not overflow. In other words, the 
TCN output of counter CL70 must represent a large 
enough unit of time that it will not allow the time 
counter CL70 to overflow at the absolute minimum 
event rate. 
The fourth condition, the number of prescalers re 

quired, or alternatively, the length of the shift register 
required of shift register CL30 is determined once the 
minimum count time is known. The number of prescal 
ers and the length of the shift register must be such that 
at the maximum rate of pulses at the output of AND 
gate CL12, the shift register will not overflow, or in 
other words, the SR10 output of the shift register in this 
example must not become a logic 1 before the minimum 
count time period elapses. 
The fifth variable is the length of prescaler CL10. 

The length of prescaler CL10 is determined as follows. 
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The events or pulses coming from the monitor T are 
random. The only way to reduce the randomness of 
these events is to observe larger numbers of events. In 
the disclosed embodiment, observing 16 events guaran 
tees that the statistical error of the true mean rate as 
measured will not vary from the actual true mean by 
more than approximately 50% of the measurement with 
95% confidence. If the events were measured directly 
without a prescaler, the worst case error is considerably 
larger. The prescaler guarantees a minimum number of 
events observed below which statistical data cannot 
easily be obtained. The prescaler also helps insure the 
measurements have Poisson distribution, since the Pois 
son distribution is an approximation valid only if more 
than about 15 events are observed. 
The "g" signal and the time signal "t' from the count 

logic CL are supplied as input signals to the program 
schematic PS of FIG. 7B. The "g" signal as applied to 
the adder circuit 60 and the multiplier circuit 61 devel 
ops a floating point number of events according to the 
formula: 

N = 1.0 x (47) 

N - 1.0 x 22(4+2) (3) 

This resulting number of events and the time count 
information with a 0 exponent are presented to a float 
ing point divider circuit 63. An acceptable floating 
point divider circuit 63 corresponds to divider circuitry 
employed in commercial calculators. 
The result of the division operation of the floating 

point divider circuit 63 is the measured rate R corre 
sponding to the operation of the program function 36 of 
FIG. 6. The averaging routine 38 is schematically rep 
resented by the divide by 4 circuits D1, D2, ... and D6, 
and the integrating registers IR1, IR2, ... and IR6. 
The operation of the program illustrated in the flow 

chart of FIG. 6 and represented in part by the hardware 
schematic equivalent illustration of FIG. 7B is based on 
an initial assumption that the statistical distribution for 
the frequency of events represented by the pulse output 
from the monitor T can be approximated as a Poisson 
distribution. This assumption leads to the following 
representation as seen from equation (2): 

k (4) 
R = BES ( \) \v 

where R is the true mean rate, k is the constant identi 
fied above and is typically assumed to be 2 to achieve 
the confidence level of approximately 95%, N is the 
number of events used in the estimate, and BES is the 
best estimate of the true mean rate. It is apparent that 
this error is a function solely of the estimate itself, BES, 
and the number of events used in obtaining this estimate. 
In the system described herein, the number of events N 
has been selected to be an integer power of 4, such that 
the square root of N is equal to a multiple of 4. If it is 
assumed that 16 events are always observed, the statisti 
cal error is equal to the best estimate times 2/4 where k 
is 2 and the square root of N is 4, or in other terms, the 
estimate times one-half, or 50% of the estimate. As 
the number of events increases, the statistical error 
decreases. 
The integrating registers IR1, IR2, ... IR6 determine 

the new estimate of the true mean rate based on the 
number of events monitored. The integrating register is 
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similar to the summing memory of a calculator. The 
implementation of the integrating register is a matter of 
design choice. A typical implementation is shown in 
FIG. 8. 

Initially, an estimate is determined by the best esti 
mate circuit BE on the basis of 16 events, and this identi 
fied as a level 1 estimate corresponding to register IR1. 
A level 2 estimate corresponds to register IR2, ... and 
a level 6 to register IR6. 

Initially, an estimate is developed on the basis of 16 
events and this corresponds to the output of the circuit 
63 which is divided by 4 by the divider circuit D1 with 
the result supplied as an input to the integrating register 
IR1. A subsequent output is divided by 4 and again 
inserted in the integrating register IR1. After four esti 
mates have been developed based on observing four 
indications of 16 events, the integrating register IR1 is 
full and the contents represent an estimate based on 64 
events. The full output of integrating register IR1 trig 
gers a new best estimate that is divided by 4 by divider 
circuit D2 with results supplied as an input to the inte 
grating register IR2. When integrating register IR2 is 
full, its contents represents an average based on the last 
256 events. This rippling process continues down 
through integrating register IR6 which, when full, rep 
resents an average based on the last 65,536 events. The 
output of each integrating register is supplied to a best 
estimate circuit BE which selects the highest full inte 
grating register as indicating the best estimate, i.e., the 
highest level integrating register which is full. A typical 
implementation of the best estimate circuit BE is sche 
matically illustrated in FIG. 9. 
For the purposes of the following discussion, it will 

be assumed that system response time is not important, 
and further that the true mean rate of events is station 
ary. Initially, the occurrence of the first 16 events pro 
duces a level 1 estimate which is transferred to the best 
estimate circuit BE and the variable level of the best 
estimate is said to be 1. The second measurement based 
on 16 is a new level estimate and this is used to update 
the best estimate circuit BE. Likewise, for the third and 
fourth measurements based on 16 events. After the 
fourth estimate based on 16 events, integrating register 
IR1 is full as it contains an estimate based on 64 events. 
This number is then transferred to the best estimate 
circuit BE and the level of the best estimate is now 2. At 
this point 64 events have been observed and integrating 
register IR2 received its first input. Thus, the highest 
level integrating register, in the numerical sequence 
IR1-IR6 that is full, represents the best estimate. As the 
averaging continues for longer and longer periods of 
time, the statistical error of the best estimate becomes 
smaller and smaller until finally integrating register IR6 
is full and the best estimate is based on the last 65,536 
events which corresponds to the statistical error which 
is less than -- 1%. The statistical error associated with 
the respective levels as calculated from equation (2) is 
illustrated in the tabulation of FIG. 7C. 
The statistical test routine 39 is developed recogniz 

ing that each of the integrating registers IR1, IR2, IR3, 
IR4, IR5 and IR6 has a different time constant, i.e., IR2 
has a time constant of 64 events, IR2 has a time constant 
of 256 events, etc. and the selection of any one of the 
integrating registers as representing the best estimate 
results in the designation of a predetermined time con 
stant and an estimated statistical error based on the 
tabulation of FIG. 7C. In the hardware implementation 



4,099,048 17 
of the statistical test routine 39, the subtracting circuits 
(SC1, SC2, etc.) subtract the new estimated developed 
by the corresponding integrating register from the best 
estimate to produce an absolute value of the difference. 
A signal indicative of this difference is supplied as a first 
input to the comparator circuits (C1, C2, etc.) with the 
second input to the comparator circuit being a signal 
from the error estimate circuit (E1, E2, etc.) representa 
tive of the error estimate for the particular level. The 
error estimate is developed by multiplying the new 
estimate of the respective level by the corresponding 
error estimate reflected in FIG. 7C. For level 1, the 
error estimate corresponds to 0.5 times the new estimate 
of integrating register IR1. It is to be noted, that the 
error estimate signals are integer powers of 2 and there 
fore, if the mantissa of the numbers are represented in 
binary notation, the error estimate can be determined 
simply by shifting. This is comparable to multiplying or 
dividing by 10 for a decimal number by moving, or 
shifting, the decimal point. The comparator circuits 
(C1, C2, etc) compare the actual error corresponding to 
the signal developed by the subtracting circuits (SC1, 
SC2, etc.) to the estimated error generated by the error 
circuits (E1, E2, etc.) and if the expected error is larger 
than the actual error the comparator circuit develops a 
negative output signal. An actual error signal greater 
than the estimated error signal will produce a positive 
output from the comparator circuit. 
The purpose of the statistical test routine, as de 

scribed above, is to determine if the error of the respec 
tive integrating registers is less than the estimated error. 
As long as the actual error is less than the estimated 
error, the averaging routine will continue and the sys 
tem time constant will eventually become long such 
that the statistical error of the measured error is less 
than 1%, with 95% confidence. 

If the circuitry described above works without error 
and if the 95% confidence level is used in the statistical 
tests, it is reasonable to expect that over a long period of 
time, each measurement would fail 5% of the time when 
the input is stationary. Since over 16,000 level zero 
estimates (i.e., estimates based on observing 16 events) 
must be made to generate one level 6 estimate, there is 
virtually no chance of generating a level 6 estimate 
before the level zero estimate fails the statistical test 
even if the input is stationary. 
The breakout registers (BR1 BR2, etc.) resolve this 

problem by arranging the pass/fail data as described 
below. 
The output of the comparator circuits (C1, C2, etc.) 

are supplied to the corresponding breakout registers 
(BR1, BR2, etc.), respectively. If a negative output is 
developed by a comparator circuit, the corresponding 
breakout register would increase in count value a prede 
termined number i.e., 14. A positive output signal from 
a comparator circuit will cause the corresponding 
breakout register to decrease by a predetermined count 
value, i.e., l. When a breakout register exceeds a preset 
value it is said to overflow and it resets all the integrat 
ing registers of a higher level. For instance, if the break 
out register BR1 of level 1 overflows, it will actuate a 
reset in the best estimate circuit BE to reset the integrat 
ing registers of the higher levels, i.e., IR2 through IR6. 
While the schematic illustration of FIG. 7B does not 
show the conventional circuitry necessary to achieve 
the reset function, such a function would be readily 
implemented as a matter of design choice. The overflow 
point for the breakout register can typically be less than 
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100. On the average, the actual error from the integrat 
ing register will be below the estimated error 95% of 
the time when the true mean rate of the events, or 
pulses, is stationary. If the suggested breakout register 
magnitudes, i.e., increase 14/decrement 1, are used, the 
ratio of increment/decrement equals the ratio of pass 
/fail test (95% pass and 5% fail). Thus the average 
value of the breakout register is zero when the pulse 
rate is stationary. If one of the breakout register exceeds 
the predetermined level, the pulse rate is assumed to be 
nonstationary and the reset of the integrating registers 
of the levels higher than the integrating register causing 
the overflow condition, will occur. The best estimate 
BES of the true mean rate is the contents of the highest 
integrating register that does not produce an overflow 
condition. This arrangement automatically gives a near 
optimal trade-off between accuracy and response time 
under all conditions. Each time an estimate is generated 
a statistical test is initiated. 

Other breakout tests could be used. For example, a 
breakout could be initiated if two out of three statistical 
tests fail. However, the test described above uses the 
average weighted value of the pass/fail attempts as 
described earlier. Obviously, the parameters of the 
breakout test as well as the type of breakout test effects 
the sensitivity of the statistical routine to changes in the 
mean radiation levels as well as the tendency to break 
out with a stationary input. These parameters must be 
set for the individual application using statistical mathe 
matics to analyze the effects of these parameters. 
There is disclosed below with reference to FIGS. 8, 9 

and 10 typical schematic implementations of the inte 
grating register, best estimate circuit and breakout reg 
ister respectively. The integrating register of FIG. 8 
includes divide by 4 counter circuit IR10, adder circuit 
IR12, a latch circuit IR16, a time delay circuit IR18 and 
a time delay circuit IR20. A full signal from a preceding 
integrating register is applied to the trigger input. The 
data of the previous integrating register is presented as 
the signal input to adder IR12. The data is added to the 
contents of the latch circuit IR16 through adder IR12. 
When the previous integrating register is full, the trig 
ger signal is a logic 1 and after a time delay established 
by time delay IR18 the latch load input is activated to 
cause the content of the adder circuit IR12 to load the 
sum of the new input into the latch circuit IR16 as well 
as incrementing the divide by 4 counter circuit IR10. If 
this is the fourth input summed, as indicated by the 
count in the divide by 4 counter circuit IR10, the divide 
by 4 counter circuit overflows to trigger the next inte 
grating register and to activate the time delay circuit 
IR20 which functions to reset the latch circuit IR16 
after a fixed time delay. 
The discussion of the best estimate circuit BE of FIG. 

9 incorporates the operation of integrating registers 
comparable to those disclosed above. 

Initially, it is assumed that latch BE1 and latch BE4 
both have logic 0 outputs. Under these conditions, in 
verter BE8 will present a logic 1 to AND gate BE2 and 
AND gate BE2 is considered enabled. When integrat 
ing register IRN is filled for the first time, the "full' 
output signal is a logic 1 which is supplied to the AND 
gate BE2. The resulting logic 1 output from AND gate 
BE2 closes switch N, sets the latch BE1, thereby chang 
ing the output of BE1 to a logic 1. The logic 1 output of 
AND gate BE2 is further gated through OR gate BE20 
to the load input of latch BE3. The data contained in the 
integrating register IRN will then travel through switch 
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SN and be loaded in the best estimate latch BE3. Latch 
BE3 then contains the best estimate which is the data 
from integrating register IRN. This operation repeats 
the first four times register IRN is full. When IRN-1 
fills for the first time, it goes through a similar opera 
tion, namely the IRN-1 full signal activates AND gate 
BE5, since a logic 1 output is provided by the inverter 
BE15. This results in a logic 1 at the output of AND 
gate BE5 which sets latch BE4 and closes switch Sy. 
The data from register IRN-1 is then presented to the 
input of the best estimate latch BE3, and the best esti 
mate latch load command travels from the output of 
AND gate BE5 through OR gate BE20 and to the load 
input of the best estimate latch. The result of these 
conditions loads the data of register IRN-1 into the 
best estimate latch BE3. The best estimate is now the 
contents of integrating register IRN-1. The first time 
the integrating register IRN-1 is full latch BE4 is set 
and its output goes to a logic 1. The logic 1 is inverted 
by inverter BE8 to be a logic 0 at the input of AND gate 
BE2 and AND gate BE2 is disabled. Thus once inte 
grating register IRN-1 has loaded its data into the best 
estimate latch BE3, integrating register IRN can no 
longer load its data into the best estimate latch BE3. 
Thus, while the true mean rate is determined to be sta 
tionary, the best estimate signal BES will be the con 
tents of the highest full integrating register. If at any 
time the pulse information is determined to be non-sta 
tionary, one of the breakout registers (BR1, BR2, etc.) 
will put out a signal to reset part or all of the integrating 
registers and to re-establish the best estimate of the true 
mean rate. This is achieved as follows. 
Assume that the statistical test fails at a level N-1 

which precedes level N. Under this condition a reset to 
level N-1 signal is presented to OR gate BE10. The 
output of OR gate BE10 will reset latch BE1 producing 
a logic 0 output from latch circuit BE1 which would be 
Supplied through an inverter gate of the preceding logic 
circuit of level N-1 to enable the AND gate correspond 
ing to AND gate BE2 of level N. The output of OR 
gate BE10 is an input to OR gate BE11. The output of 
OR gate BE11 resets latch BE4. The output of latch 
BE4 goes to a logic 0, which is inverted by inverter BE8 
to present a logic 1 at the input of AND gate BE2. This 
allows integrating register IRN, the next time it is filled, 
to present its data into the best estimate latch BE3. The 
output of OR gate BE11 will similarly reset succeeding 
stages of logic circuits associated with integrating regis 
ters at higher levels. Assume that the breakout test fails 
at level N. In this case the reset to level N signal sup 
plied to OR gate BE11 will be a logic 1. OR gate BE11 
will reset latch BE4, which in turn enables AND gate 
BE2. OR gate BE11 will also reset the logic circuits of 
higher levels. However, latch BE1 is not reset under 
these conditions, which means that integrating register 
IRN-1 will not be able to present its data at the input to 
the best estimate latch BE3. Thus the circuit of FIG. 10 
allows the statistical test to reset integrating registers 
above the level where the test failed, but not to reset 
integrating registers below the level where the test 
failed, where lower levels indicate shorter time con 
stants and higher levels indicate longer time constants. 
The simplified implementation of the breakout regis 

ter as illustrated in FIG. 10 consists of a switch circuit 
BR16 which responds to a negative output indication 
from the comparators C1, C2, etc. by introducing a 
positive preset count value, i.e., 14, from adder BR12 to 
the latch circuit BR10 and responding to a positive 
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output from the comparators C1, C2, etc. by introduc 
ing a negative preset count value, i.e., -1, from Sub 
tractor BR14 to the latch circuit BR10. 
The outputs from the comparator circuits C1, C2, etc. 

also are applied through OR gate BR20, time delay 
BR22 to load the count value into the latch circuit 
BR10. 
The count value of latch circuit is supplied to a com 

parator circuit BR18 where it is compared to a refer 
ence indicative of overflow conditions. If the count 
value of the latch circuit BR10 exceeds the reference 
the overflow output of the breakout register is gener 
ated. This overflow output also functions to reset the 
latch circuit BR10. 

I claim: 
1. Apparatus for determining the integer power of N 

input pulses or events, where N is a predetermined 
number, comprising; 

input logic means for generating a logic output in 
response to a predetermined number of input pulses 
or events; 

a plurality of series connected divide by N circuits, 
the first of said divide by N circuits transmitting a 
logic signal to the next divide by N circuit in re 
sponse to N logic signals from said input logic 
means; 

each successive divide by N circuit generating a logic 
signal in response to N logic signals from the pre 
ceding divide by N circuit; 

a multistage counter means having logic gates associ 
ated with the output of each of said stages; 

the logic gate associated with the first stage having as 
inputs the output from said first stage and the logic 
output from the first of said series connected divide 
by N circuits; 

the logic gates associated with each of the successive 
stages of said multistage counter means having as 
inputs the outputs of the corresponding stage and 
the logic output of the next successive divide by N 
circuit; said multistage counter means having a 
data input and a clock input; 

second logic means responsive to the logic output of 
said input logic means by entering a logic “1” at the 
data input of said multistage counter means; 

a logic OR gate having as inputs the outputs of said 
logic gates associated with the multistage counter 
means, the output of said logic OR gate being Sup 
plied to the clock input of said multistage counter 
means, the simultaneous occurrence of a logic “1” 
data input at the first stage of said multistage 
counter means and a logic “1” output signal from 
said first divide by N circuit causing said logic gate 
associated with the first stage of said multistage 
counter means to transmit a logic “1” to said logic 
OR gate, said logic OR gate developing a logic 'i' 
output indicative of the occurrence of an integer 
power of N pulses or events, said logic output of 
said logic OR gate functioning to clock said multi 
stage counter means to advance the logic “1” data 
input from the first stage to the second stage of said 
multistage counter means, and 

output circuit means coupled to said logic OR gate to 
manifest the integer power of N input pulses or 
events. 

2. Apparatus as claimed in claim 1, wherein said mul 
tistage counter means is a shift register. 

3. The apparatus of claim 1, wherein said output 
circuit means includes a counter means for counting the 
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logic outputs of said logic OR gate to develop a count circuit means responsive to the output of said logic OR 
indicative of the integer power of N input pulses or gate to provide an indication of the elapsed time be 
events. tween the occurrence of each integer power of N input 

4. The apparatus as claimed in claim 3, wherein said pulses or events. 
output circuit means further includes a time indicator 5 is a 
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