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of professionally-created three dimensional animations.
Thereafter, with sufficient training, the expression and neu-
tral convolutional neural networks can generate facial ani-
mations from facial image data in real-time without indi-
vidual specific training.

20 Claims, 7 Drawing Sheets

702 —"), 708 |, 700 ).
s 2 ale

708 —) 702" — ), 700~}
g s i

700

© 2017 Pinscreen, Inc



US 10,217,261 B2

Page 2
(56) References Cited
U.S. PATENT DOCUMENTS
2015/0310263 Al* 10/2015 Zhang ................ GO6K 9/00315
382/103
2016/0110922 Al1* 4/2016 Haring .......ccooeeuenn. GO6T 13/40
345/633
2016/0360970 Al* 12/2016 Tzvieli ........cccc... A61B 5/015
2018/0025506 Al* 1/2018 Li GO6T 13/80

* cited by examiner



US 10,217,261 B2

Sheet 1 of 7

Feb. 26, 2019

U.S. Patent

"JUf ‘UBRIISUId £T0Z O

9¢T
a8ei03g

qeT
Atowa

12
90BLIDIU]
NIOMIBN

(49!
elawe)

pue
4317 ¥i

EET
90e4I83U]

o/l

0Z1 AINH

v / HA

011
2N pue
eisuie)

ZET NdD

1€T NdO

DET 801
duindwo)

(( 001

T 54



US 10,217,261 B2

Sheet 2 of 7

Feb. 26,2019

U.S. Patent

"oUf ‘UsRIdSUId £I0C O

60¢ [2POIN
uoissalday -

9A3

L0T s13sejeQ
SOV4 °A3
pue yino

S0¢

19seleq

BUISIA
907 40MiaN 0T

jednapn | UDWUSHY |

|EUOIIN|OAUO)D) MLd

80¢
[oPON

uoissaidoy
YInon

007 WolsAs Sutuied]

€0z eieg
gutulesy

¢0¢ eled
CRIIESEIEN]

10¢
uofjewIuYy
30UBI242Y

¢ 'O



US 10,217,261 B2

Sheet 3 of 7

Feb. 26, 2019

U.S. Patent

SU| UIBIISUd LTOZ O

81¢

Jayeiey) -
pajewsuy

LTE 91¢ NN ST¢
i9jauieied |w— polesdaiuy syaseleq
950d peaH ainNH pauieij

AR CTE HOMIaN
SYBIdM j043u0D {einapn
uoiiewiuy D {EUCIINOALOD
YINo Yinow
IOMID

. eI :mw.:mzp N
SIYsIOM joRuo) [EUOIINIOAUDD)
uoijetuiuy aA3 soA3

00§ W3SAS uonewIlY |eped

nduyj

— 192

YINOoA

nduy Yy
saA3

£ O



US 10,217,261 B2

Sheet 4 of 7

Feb. 26, 2019

U.S. Patent

DU UIRISUId LI0Z O

1244

(4414

s3ySam |edInan

OFb UoHeWILY <——— (OEy SIYSIIM [e1oed

IV SIYBIBM

UOIINjOAUQY
LNy

o

QZY JIOMIBN
[RANAN {RINAN

1487

UO1INjOAUOD)
3N

ol

¥ 'Old

o oo

14817

v

[4%4

uoissaldxy

UOIINJOAUOD)
SNOIABY

0Ty SMOMISN
jenap uoissaidxy

B

sweld
aLND

oy
{s)otesd
SNotA3Id



US 10,217,261 B2

Sheet 5 of 7

Feb. 26, 2019

U.S. Patent

-
.

AU ‘UasLosUld LI07 O

ON
e /
SIS éewa

7

AN BUON 7
A

.

S3A

Bupiieay \vAl...:

0.5 19seieg
paulel] 24018

dme

095 815 HIOMISN
siySiompua|y uoissaadxy u
Aiddy BlB(] 559204d
A
05S t1 G HJOMIBN
siydismpusig {RAINAN Ut
ENEIEN £31e(] 5532044

ovs
suoiewiuy
{g pue gjeg
jesodwiay
‘08euy
‘olpny ssed

A

0€S
SUOITRUIUY
ag anaday

0zs eleq
jesodwiay
ERCRETIET o)

-

Ot1s
eleq adewy
pue oipny

ETNEREN]

A

S 'Ol



US 10,217,261 B2

Sheet 6 of 7

Feb. 26, 2019

U.S. Patent

3U} UBRUOSULd LT0T O

04{9
siolawesed

jeiae4 109}98

09 YomiaN
uoissaldxg ui

e3e( 5533044

099
syBrampuaig
Ayddy

i

0tg eleg
a8ewy ssey

!

059
siysiampus|g
138es

0c9
eyeq 28ewy
EINEREN

!

SH9 JHOMIIN
[BIINaN W
BleQ 593044

!

019 uiedg

9 '9l4



US 10,217,261 B2

Sheet 7 of 7

Feb. 26, 2019

U.S. Patent

"ouf ‘UBRIIsUld 107 O

(e}
o
P

L9




US 10,217,261 B2

1
DEEP LEARNING-BASED FACIAL
ANIMATION FOR HEAD-MOUNTED
DISPLAY

RELATED APPLICATION INFORMATION

This patent claims priority from U.S. provisional patent
application No. 62/297,066 entitled “High-Fidelity Facial
and Speech Animation” filed Feb. 18, 2016.

NOTICE OF COPYRIGHTS AND TRADE
DRESS

A portion of the disclosure of this patent document
contains material which is subject to copyright protection.
This patent document may show and/or describe matter
which is or may become trade dress of the owner. The
copyright and trade dress owner has no objection to the
facsimile reproduction by anyone of the patent disclosure as
it appears in the Patent and Trademark Office patent files or
records, but otherwise reserves all copyright and trade dress
rights whatsoever.

BACKGROUND

Field

This disclosure relates to performance capture for real-
time reproduction of facial and speech animation.

Description of the Related Art

Users of virtual reality systems have desired the oppor-
tunity to interact within a virtual environment, either alone
or with others, while in-game or in-virtual environment
avatars mirror those users’ facial expressions. Examples
such as experiencing a virtual “movie theater” with a friend
or taking part in a virtual “chat room” with a group of friends
are greatly enhanced when a user’s avatar within the virtual
environment mirrors that user’s real-world facial expres-
sions, speech, and visible emotional reactions.

The options for enabling these types of systems are either
monetarily expensive or computationally expensive. Either
problem places such capabilities outside of presently-avail-
able technology to an average virtual reality consumer. The
process is all the more complicated given that virtual reality
headsets typically block a large portion of an individual’s
face from external view. Thus, extrapolating facial expres-
sions can be difficult.

The best-performing methods used in conjunction with
virtual reality head mounted displays typically rely upon a
combination of tracked facial landmarks and depth sensors.
However, these types of systems function poorly when a
facial region is occluded, either by a user’s hands, or when
an individual’s mouth changes shape so as to hide a land-
mark (e.g. a user bites his or her lip).

Other systems, for example for tracking a user’s eyes and
facial movements within a head mounted display rely upon
electroenceophalograms or electromyograms to derive facial
movements from electrical currents within muscles and
other facial tissues. These systems typically require a great
deal of training to “learn” what specific electric nerve
impulses mean in terms of facial movement. Alternatively, a
captured facial region (or entire face) may be manually
animated by an artist on a frame-by-frame basis (or may
have only key-frames animated). This process is computa-
tionally (and temporally) intensive. More recently, infrared
cameras such as the Fove head mounted display has been
used to track eye gaze and eye regions. Regardless, these
systems rely upon non-standard (or expensive) sensors,
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2

require specialized pre-training by the user, or are too
computationally expensive to perform in real-time.

It would, therefore, be desirable if there were a system and
process by which facial animation could be enabled for head
mounted displays with substantial fidelity in real-time for an
on-going virtual reality interaction such that an avatar asso-
ciated with a wearer of a head mounted display could
realistically represent the facial expressions of that wearer
during the interaction. It would be preferable if none or
extremely limited pre-training were required. The process
must be sufficiently processor-friendly to enable it to take
place in real-time without overly-taxing currently available
computing systems.

DESCRIPTION OF THE DRAWINGS

FIG. 1 is a structural diagram of a system for high-fidelity
facial and speech animation for VR and AR head mounted
displays.

FIG. 2 is a functional diagram of a training system for
high-fidelity facial and speech animation for virtual reality
head mounted displays.

FIG. 3 is a functional diagram of a facial animation
system for high-fidelity facial and speech animation for
virtual reality head mounted displays.

FIG. 4 is functional diagram of two neural networks used
in a system for high-fidelity facial and speech animation for
virtual reality head mounted displays.

FIG. 5 is flowchart of a training process for high-fidelity
facial and speech animation for virtual reality head mounted
displays.

FIG. 6 is a flowchart of a process for creating high-fidelity
facial and speech animation for virtual reality head mounted
displays.

FIG. 7 is a series of examples of input video frames and
the resulting animation using a system for high-fidelity
facial and speech animation for virtual reality head mounted
displays.

Throughout this description, elements appearing in fig-
ures are assigned three-digit reference designators, where
the most significant digit is the figure number and the two
least significant digits are specific to the element. An ele-
ment that is not described in conjunction with a figure may
be presumed to have the same characteristics and function as
a previously-described element having a reference designa-
tor with the same least significant digits.

DETAILED DESCRIPTION

To enable high-fidelity, real-time facial and speech ani-
mation RGB and infrared cameras are employed outside (for
the mouth) and within (for the eyes) a head mounted display.
Properly-trained neural networks can be applied to both sets
of' image data to derive extremely accurate facial and speech
animation by relying upon a corresponding training dataset
of a series of users speaking known phonemes (and vise-
mes—facial expressions associated with one pronouncing a
particular phoneme) and corresponding professionally-cre-
ated facial animations.

Thereafter, the two neural networks, one for discovering
the likely facial expression and another for biasing the facial
expression toward a neutral facial expression, can be applied
with facial weights to the results of each network to generate
a frame of facial animation that suitably approximates a
facial expression from the associated video frame (both
mouth and eyes).
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As used herein, the phrase “real-time” means of or on the
order of milliseconds. Real-time is sufficiently fast that delay
between individual action captured in a video stream, cre-
ation of the associated facial animation, is imperceptible or
nearly-imperceptible to the human eye. “Real-time” is suf-
ficiently fast that the animation of a user’s face, for example
as a within-VR avatar, may be provided without any sub-
stantial delay perceptible to a viewer of the avatar (or the
individual acting as the avatar).

Description of Apparatus

Turning first to FIG. 1, is a structural diagram of a system
100 for high-fidelity facial and speech animation for VR and
AR head mounted displays is shown. The system 100
includes an camera and mic 110, an infrared (IR) light and
camera 112, a virtual reality (VR)/augmented reality (AR)
head mounted display (HMD) 120 and at least one comput-
ing device 130. A second computing device may optionally
be used for some or all of the real-time operation or during
training of the neural networks, depending on the require-
ments of the specific implementation.

The camera of the camera and mic 110 may be a still
camera or, preferably, a video camera capturing an image.
The video image created by the camera is, as is any digital
video, actually a series of still frames strung together in
rapid succession to create the illusion of movement within
an associated display when viewed. Throughout the present
description, unless otherwise noted, reference to “RGB
input” or an “RGB image” means a single frame of an RGB
video data stream. The phrase “IR input” or “IR image”
means a single frame of an infrared image data stream. The
phrase “image data” is generic to both RGB and IR images,
meaning a frame of RGB or IR video stream. The systems
and processes described herein operate upon a single frame
of'an RGB and/or IR video data stream, but the systems and
processes may be applied repeatedly and in rapid succession
to each frame of an RGB and/or IR video data stream,
sometimes with reliance upon data from the preceding frame
or frames, to continually generate facial data for each frame.

The camera of the camera and mic 110 may be affixed in
such a position that it can capture the mouth movement and
shape while a wearer of the VR/AR HMD 120 is speaking
or making other expressions. This camera may be, for
example, mounted immediately in front of a wearer of the
VR/AR HMD 120’s mouth, showing the wearer’s chin and
mouth. FIG. 7 (discussed below) depicts the types of images
captured of a wearer’s mouth.

The mic of the camera and mic 110 may be used, for
example, to capture audio recitation of phonemes during
training of the present system. When in operation, the mic of
the camera and mic 110 may capture audio for transmission
in conjunction with the visual, animated avatar or, in more-
complex systems, for replacement by other audio corre-
sponding to the user’s voice, but different (e.g. if a user is a
male, adult and an avatar is a child, for example, within a
virtual reality game, then the user’s voice may be substituted
for that of a child).

The IR light and camera 112 may be mounted within a
headset, such as the VR/AR HMD 120 such that a wearer’s
eye movements, iris position, and other image data related to
the wearer’s eye may be ascertained. The IR light may be
used so as to maintain the visual darkness to the naked eye,
while still enabling image processing of eye-region images
created by the associated IR camera to take place. The IR
light and camera 112 are described as a single IR light and
camera, but may be two or more IR lights and/or cameras,
with at least one of each for each eye. In some VR/AR
HMD’s 120, the entire region of the eyes may be visible to
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4
a single camera within the VR/AR HMD 120. In others,
individual IR lights and cameras, or multiple IR lights and/or
IR cameras, may be necessary to enable adequate capture of
both user’s eye regions within the VR/AR HMD 120.
Examples of IR images captured in the present system may
be seen in FIG. 7.

The VR/AR HMD 120 is a head mounted display suitable
for providing two independent images to each of a wearer’s
eyes so as to simulate a virtual reality environment to a
wearer of the VR/AR HMD 120.

The computing device 130 includes a central processing
unit (CPU) 131, a graphics processing unit (GPU) 132, an
input-output (I/O) interface 133, a network interface 134,
memory 135, and storage 136.

The CPU 131 may execute instructions associated with an
operating system for the computing device 130 as well as
instructions associated with one or more applications suit-
able for enabling the functions described herein. The CPU
131 may be or include one or more microprocessors, micro-
controllers, digital signal processors, application specific
integrated circuits (ASICs), or a system-on-a-chip (SOCs).
The CPU 131 may be specialized, designed for operations
upon visual, graphical, or audio data or may be general
purpose processors. Though identified as a central process-
ing unit, the CPU 131 may in fact be multiple processors, for
example multi-core processors or a series of processors
joined by a bus to increase the overall throughput or capa-
bilities of the CPU 131.

The GPU 132 may execute instructions suitable for
enabling the functions described herein. In particular, the
GPU 132 may be used in connection with particular image-
related operations which the GPU 132 is uniquely suited to
perform. The GPU 132 may be any of the things that the
CPU 131 is. However, the GPU 132 is distinct in that it is
a specialized processor that is designed for the purpose of
processing visual data, particularly vector, shading, faster
memory operations and access, along with performing spe-
cialized lighting operations. The instruction sets and
memory in the GPU 132 are specifically designed for
operation upon graphical data. In this way, the GPU 132 may
be especially suited to operation upon the image data or to
quickly and efficiently performing the complex mathemati-
cal operations described herein Like the CPU 131, the GPU
132 is shown as a single graphics processing unit, but may
actually be one or more graphics processing units in a
so-called multi-core format or linked by a bus or other
connection that may together be applied to a single set of or
to multiple processing operations.

The /O interface 133 may include one or more general
purpose wired interfaces (e.g. a universal serial bus (USB),
high definition multimedia interface (HDMI)), one or more
connectors for storage devices such as hard disk drives, flash
drives, or proprietary storage solutions.

The network interface 134 may include radio-frequency
circuits, analog circuits, digital circuits, one or more anten-
nas, and other hardware, firmware, and software necessary
for network communications with external devices. The
network interface 134 may include both wired and wireless
connections. For example, the network may include a cel-
Iular telephone network interface, a wireless local area
network (LAN) interface, and/or a wireless personal area
network (PAN) interface. A cellular telephone network inter-
face may use one or more cellular data protocols. A wireless
LAN interface may use the WiFi® wireless communication
protocol or another wireless local area network protocol. A
wireless PAN interface may use a limited-range wireless



US 10,217,261 B2

5

communication protocol such as Bluetooth®, WiFi®, Zig-
Bee®, or some other public or proprietary wireless personal
area network protocol.

The network interface 134 may include one or more
specialized processors to perform functions such as coding/
decoding, compression/decompression, and encryption/de-
cryption as necessary for communicating with external
devices using selected communications protocols. The net-
work interface 134 may rely on the CPU 131 to perform
some or all of these functions in whole or in part.

The memory 135 may include a combination of volatile
and/or non-volatile memory including read-only memory
(ROM), static, dynamic, and/or magnetoresistive random
access memory (SRAM, DRM, MRAM, respectively), and
nonvolatile writable memory such as flash memory.

The memory 135 may store software programs and rou-
tines for execution by the CPU 121 or GPU 122 (or both
together). These stored software programs may include
operating system software. The operating system may
include functions to support the I/O interface 133 or the
network interface 134, such as protocol stacks, coding/
decoding, compression/decompression, and encryption/de-
cryption. The stored software programs may include an
application or “app” to cause the computing device to
perform portions or all of the processes and functions
described herein. The words “memory” and “storage”, as
used herein, explicitly exclude transitory media including
propagating waveforms and transitory signals.

Storage 136 may be or include non-volatile memory such
as hard disk drives, flash memory devices designed for
long-term storage, writable media, and other proprietary
storage media, such as media designed for long-term storage
of image data.

In some cases, one or more additional computing devices,
like computing device 130, may be connected by the net-
work interface 134 which may be a wired interface, such as
Ethernet, universal serial bus (USB), or a wireless interface
such as 802.11x, LTE, or other wireless protocol to enable
the additional, computing devices to perform some or all of
the operations discussed herein. For example, the CPU 131
and GPU 132 of the computing device 130 may be less
powerful than that available in a connected system (e.g. a
multicore process or group of multicore processors) or a
group of GPUs (e.g. a single powerful GPU or a set of GPUs
interconnected by SLI or CrossFire®) such that a connected
computing device is better-capable of performing processor-
intensive tasks such as the convolution discussed more fully
below. In some implementations, the one or more additional
computing devices may be used to perform more processer-
intensive tasks, with the tasks being offloaded via the I/O
interface 133 or network interface 134. In particular, the
training processes discussed herein may rely upon or more
external computing devices.

FIG. 2 is a functional diagram of a training system 200 for
high-fidelity facial and speech animation for VR and AR
head mounted displays. The training system 200 includes
reference animation 201, reference data 202, training data
203, DTW alignment 204, viseme dataset 205, a convolu-
tional neural network 206, and mouth and eye FACS data-
sets 207. The results of the training generates a mouth
regression model 208 and an eye regression model 209.

The training functions occur before the system 300 (FIG.
3) operates to create animations in real-time. First, a set of
synchronized audio and video recordings for a series of
individuals reciting a list of predetermined training sen-
tences is captured as training data 203. The predetermined
training sentences are chosen to vary the approach and
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6

retreat from various phonemes to provide a broad and varied
dataset of phoneme and visual correspondence in the train-
ing data 203. Likewise, more commonly-used phonemes are
chosen for repetition to ensure more accuracy. The same set
of individuals are also asked to perform a series of facial
actions corresponding to the facial action coding system
(FACS) for two iterations of each expression. Using this, the
rest of the training system may operate.

Using the recorded audio and video recordings and the
FACS expressions for a first performance, professional
animators create a reference animation/facial position for
each frame of the audio and video recordings as a reference
animation 201. This animation takes time and is manually
completed to ensure that it is of sufficient quality to accu-
rately represent the facial features. This first reference
animation 201 and training data 203 combination may be
stored as a part of the reference data 202.

Once the reference animation 201 is complete, then other
training data 203 for other subjects may be more-quickly
added to the reference data 202 by exploiting the use of the
same set of predetermined training sentences and FACS
facial expressions that were used for the reference animation
201 and that were spoken and performed by each user.

The audio component of the training data 203 may be
used to synchronize the reference data 202’s professionally-
generated animations to subsequent performances. Specifi-
cally, dynamic time warping (DTW) alignment 204 reliant
upon the audio and/or video recordings may be used to
fairly-precisely map different portions of the overall anima-
tion to portions of each performance with limited manual
input. This process is dramatically faster than performing
complete human-aided animations of each new perfor-
mance. Then, the corresponding animations may be applied
to each subject’s utterance of the predetermined training
sentences.

The resulting animation, when combined with visual and
audio reference data, the reference animation and the asso-
ciated training data is used to create a viseme dataset 205. A
“viseme” as used herein means the visual facial expressions
of one pronouncing a given phoneme.

Next, the viseme dataset 205 can be provided to a
convolutional neural network 206 along with mouth and eye
FACS datasets 207 (which may be stored separately from
one another) to generate a mouth regression model 208 and
an eye regression model 209. These models 208 and 209
may be used, following training, by the convolutional neural
network(s) to derive a probable animated character for a
given set of input visual data from an eye image and/or
mouth image that are a part of an overall video stream of a
wearer of a head mounted display. In particular, the anima-
tion created by professional animators is used as “ground
truth” for training the convolutional neural network(s) based
upon the dynamically time scaled video data to teach the
networks animations that should result from image data.
Associated blendshape weightings for various animation
parameters (for both eye and mouth) may also be derived
from this training process. Over the course of multiple
individuals and the same phonemes, the resulting training is
quite robust.

FIG. 3 is a functional diagram of a facial animation
system 300 for high-fidelity facial and speech animation for
VR and AR head mounted displays. Once trained, the facial
animation system 300 operates upon eyes IR input and
mouth RGB input to generate an animated character face.
The functional processes include an eyes convolutional
neural network 311, a mouth convolutional neural network
312, eye and animation control weights 313, mouth anima-
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tion control weights 314, the trained datasets 315 created by
the training system 200 (FIG. 2). Finally, there is the head
mounted display (HMD) integrated inertial measurement
unit (IMU) 316 which creates a head pose parameter 317 for
the position of a HDM wearer’s head.

First, eye camera input in the form of a frame of image
data from the IR camera (112 in FIG. 1) is received by the
eyes convolutional neural network 311. IR is used because
the eyes of a user wearing a virtual reality headset are in
substantial darkness. The convolutional neural network,
trained by data from the training system 200, creates a facial
animation (position) for the eyes for the frame of image data.
Details regarding the convolutional neural network will be
discussed below with reference to FIG. 4.

Substantially simultaneously, mouth infrared input is
received in the form of a frame of image data from an RGB
mouth camera. This data is passed to the mouth convolu-
tional neural network 312 for operation to determine the
appropriate facial animation. As used herein the phrase
“substantially simultaneously” is intended to imply near, but
not necessarily perfect, synchronicity of operation. Because
one or another process begins or ends either before or after
another, does not necessarily mean those processes are not
substantially simultaneous if they occur or are intended to
occur, begin, or end at approximately the same time.

For the eyes convolutional neural network 311 speech
animation control weights 313 derived during the training
process are applied. For the mouth convolutional neural
network 312, mouth animation control weights 314 are
applied. Both of these rely upon the trained datasets 315
created by the training system 200.

Finally, the HMD integrated IMGU 316 provides at least
one head pose parameter 317 (perhaps more) which may be
integrated into the facial animation to show, for example, a
head-tilt, a head turn, or other head pose detectible by the
HDM integrated IMU 316.

All of these data sources converge into an animated head
and facial animated character 318.

FIG. 4 is functional diagram of two neural networks 400
used in a system for high-fidelity facial and speech anima-
tion for VR and AR head mounted displays. Each of the
convolutional neural networks in the system 400 operates
with reliance upon two neural networks, an expression
neural network 410 and a neutral neural network 420.
During training, the neural networks are trained to find the
best correspondence while trying to match the expression
using the expression neural network 410 and to bias toward
a neutral expression using the neutral neural network 420.
The final step is to also select appropriate blendshape
weightings for the results of the expression neural network
410 and the neutral neural network 420 to most-closely
approximate the desired animation.

Though only shown for one of the convolutional neural
networks (e.g. the mouth convolutional neural network 312
of FIG. 3), the expression and neutral neural networks 410
and 420 may be used by the eyes convolutional neural
network 311 as well.

Here, for the expression neural network 410, the previous
frame 402 of image data and the current frame 404 are
passed to the expression neural network 410. Simultane-
ously, the previous convolution 412 and the current convo-
Iution 413 operate upon the previous frame 402 and the
current frame 404, with the results being combined. The
previous convolution for the expression neural network 410
in particular enables the system to bias itself toward the
results of the most-recent convolution on the most recent
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previous frame 402 so that expressions do not dramatically
change from frame to frame of video.

Finally, the expression neural network 410 and the neutral
neural network 420 provide their, respective, expression
weights 414 and neutral weights 424 which determine the
overall facial weights 430 to be applied (e.g. should each
aspect of the face be more “expression oriented” or “neutral
oriented”).

Once the facial weights 430 are known, the results of the
expression neural network 410 and the neutral neural net-
work 420 are blended according to the facial weights 430 to
derive the desired animation 440.

Description of Processes

FIG. 5 is flowchart of a training process for high-fidelity
facial and speech animation for VR and AR head mounted
displays. The process has a start 505 and an end 595, but
may take place many times, for example for each frame of
audiovisual data from an audiovisual stream and, further,
may be augmented with additional training data if it is
provided at 575.

After the start 505, the process begins with the receipt of
audio and image data at 510. The audio and image data may
be a single video and audio stream, as discussed above,
reciting a predetermined set of sentences which may be used
to derive visemes suitable for use in composing animations
from the audio and image data.

Next, temporal data is generated at 520 that may be used
for performing the dynamic time warping so as to match
resulting animations with later audio and image data. This
temporal data flags certain phonemes/visemes as occurring
at certain points within the audio and image data so that they
may be matched to the later audio and image data.

Next, the 3D animations are received at 530. At this stage,
as discussed above, one or more professional animators may
be employed to create realistic animations from the captured
audio and image data of a first performance. Though shown
as a part of this process, this step may be skipped in
subsequent training data for which only the original 3D
animations may be used as “ground truth” for training the
convolutional neural networks for all corresponding pho-
nemes/visemes to which the same animation would apply.
The dynamic time warping may be used on subsequent
performances to dramatically shortcut the time required to
derive suitable animations as FACS data. As discussed
above, multiple “takes” from different performers are pref-
erable to augment the capabilities of the resulting datasets
used by the convolutional networks.

Next, the audio, image, and temporal data along with the
3D animations created by a professional animator are passed
to the convolutional neural network at 540.

The neutral network may process the data passed to it at
544. The expression network likewise processes the data
passed to it at 548. The resulting processing selects appro-
priate blendweights at 550 for use in applying the neutral
network. This selection is based upon blendweights identi-
fied as ground truth based upon the training data. These
blendweights are both within a particular neural network and
without. Specifically, the blendweights identified in this
processing affects the application of the particular neural
network (e.g. neutral or expression) in subsequent convo-
Iutions, but also affects the relative application of the neutral
neural network (e.g. more or less neutral bias) in the overall
convolution process. So, the weighting applied to each of the
convolutions is discovered separately from the blendweights
applied within each of the neural networks.

At 560, the blendweights are applied so as to best cause
the audio and image data to match the facial 3D animation



US 10,217,261 B2

9

provided at 530. The resulting datasets, including the appro-
priate blendweights are stored at 570 for later use when
applying the convolutional networks to new audio and
image data.

Finally, a determination is made whether there is addi-
tional training data at 575. This may, initially, merely be a
determination whether there is an additional frame of an
audiovisual stream of training data, for example, the user
performing the predetermined sentences. However, if desir-
able, this may be a subsequent performance with its own
associated 3D animations.

FIG. 6 is a flowchart of a process for creating high-fidelity
facial and speech animation for VR and AR head mounted
displays. This process may begin once the system is trained
according to the processes described above with respect to
FIG. 5. Though the process has a start 605 and an end 695,
the process may take place many time, for example, for each
frame of video received from both a mouth camera and an
IR eye camera. In fact, the process may take place simul-
taneously for image data from a mouth camera and eye
camera so as to generate a single facial animation incorpo-
rating both facial regions. For simplicity, the process will be
described with reference to a single region, but the overall
process remains the same with unification across an entire
face.

First, the system may be trained at 610 on a new user. This
step is intentionally shown as optional because, while one
can train the system using the same predetermined sentences
and facial expressions, there is no need to do so if the system
has previously been trained on even a few sets of users. If
training is desired, a later performer may repeat the same set
of predetermined sentences and facial expressions that the
original performers did so as to create a dataset from which
to draw. The data may be saved and, using temporal data
drawn from the audio component of the first performance
combined with artist-generated facial animations, may be
matched with the animations from the professional animator
to derive blendweights for this specific performer (and each
subsequent performer) based upon his or her performance.
This process is substantially faster than the initial training,
reliant upon one or more professional animators, but results
in a combined set of data that is useful for animating this
new user in dramatically less time once the initial training
has been completed.

Once new user training is complete, image data is
received at 610. The image data may be discarded or may be
used as discussed briefly above, for communication by the
avatar within the virtual environment.

The image data is then passed to the convolutional neural
network at 630 for processing. Substantially simultaneously,
the expression network 640 and the neutral neural network
645 process the image data from this new user to select
blendweights at 650. The two distinct neural networks are
applied, using the blendweights selected based upon the
training datasets, the professionally-provided 3D anima-
tions, and the temporal training applied at 610 to create an
appropriate facial animation.

As discussed above the neutral network 645 and the
expression network 640 process independently with weight-
ings applied to their results so as to best-approximate the
facial expression. Those blendweights, both for the neural
networks individually, and so as to blend the networks
outputs together to create the best approximation are
selected at 650. Next, those blendweights are applied at 660
to create the facial parameters for the facial animation at
670. Thereafter, a facial animation for the target frame of
video may be created from those facial parameters.
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FIG. 7 is a series 700 of examples of input video frames
and the resulting animation using a system for high-fidelity
facial and speech animation for VR and AR head mounted
displays. Rows 702, 702' and 702" show mouth or eye poses
or expressions and the corresponding column 704, 704' and
704" show the resulting facial animation on a generic face.
As can be seen, the animations resulting from use of this
system fall very close to the actual eye and mouth poses with
no or very limited user-specific training.
Closing Comments
Throughout this description, the embodiments and
examples shown should be considered as exemplars, rather
than limitations on the apparatus and procedures disclosed
or claimed. Although many of the examples presented herein
involve specific combinations of method acts or system
elements, it should be understood that those acts and those
elements may be combined in other ways to accomplish the
same objectives. With regard to flowcharts, additional and
fewer steps may be taken, and the steps as shown may be
combined or further refined to achieve the methods
described herein. Acts, elements and features discussed only
in connection with one embodiment are not intended to be
excluded from a similar role in other embodiments.
As used herein, “plurality” means two or more. As used
herein, a “set” of items may include one or more of such
items. As used herein, whether in the written description or
the claims, the terms “comprising”, “including”, “carrying”,
“having”, “containing”, “involving”, and the like are to be
understood to be open-ended, i.e., to mean including but not
limited to. Only the transitional phrases “consisting of” and
“consisting essentially of”, respectively, are closed or semi-
closed transitional phrases with respect to claims. Use of
ordinal terms such as “first”, “second”, “third”, etc., in the
claims to modify a claim element does not by itself connote
any priority, precedence, or order of one claim element over
another or the temporal order in which acts of a method are
performed, but are used merely as labels to distinguish one
claim element having a certain name from another element
having a same name (but for use of the ordinal term) to
distinguish the claim elements. As used herein, “and/or”
means that the listed items are alternatives, but the alterna-
tives also include any combination of the listed items.
It is claimed:
1. A method of real-time facial animation comprising:
receiving video and audio of at least a portion of a
performer’s face from at least one performance of a
predetermined set of phonemes and facial expressions;

generating a three-dimensional model of facial anima-
tions corresponding to the video and audio from the at
least one performance relying in part upon temporal
data for the at least one performance derived from the
audio;

capturing a new performance of video and audio for a new

performer’s face including the predetermined set of
phonemes and facial expressions;

applying a first convolutional neural network to derive a

set of expression blendshape weights for each frame of
the new performance of video, the expression blend-
shape weights also based upon at least one frame of
video preceding a frame for which expression weights
are sought;

applying a second convolutional neural network to each

frame of the new performance of video to derive
neutral facial weights;

applying a mapping function to the new performance to

create a facial animation blending the results of the first
convolutional neural network and the second convolu-
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tional neural network using the temporal data to match
the facial animation to the new performance.
2. The method of claim 1 further comprising applying
both the first and second convolutional neural networks to an
unrelated video performance with a blendweight selected by
the first and second convolutional neural networks to gen-
erate a facial animation that most-closely matches the unre-
lated video performance.
3. The method of claim 1 wherein the mapping function
relies upon a blendshape weight vector for the first convo-
lutional neural network and the second convolutional neural
network that causes the mapping function to best corre-
sponds to a face shape the new performance.
4. The method of claim 1 wherein the first convolutional
neural network generates a three-dimensional map of a
facial animation that best corresponds to the new perfor-
mance.
5. The method of claim 1 wherein the at least one frame
is two video frames of the new performance.
6. The method of claim 1 wherein the at least one
performance is more than five performances.
7. The method of claim 1 wherein the generating the
three-dimensional model is computer-assisted using tempo-
ral data derived from the at least one performance audio so
as to temporally scale the at least one performance so as to
automatically generate estimates of appropriate facial ani-
mations for each of the at least one performance.
8. Apparatus comprising a storage medium storing a
program having instructions which when executed by a
processor will cause the processor to:
receive video and audio of at least a portion of a per-
former’s face from at least one performance of a
predetermined set of phonemes and facial expressions;

generate a three-dimensional model of facial animations
corresponding to the video and audio from the at least
one performance relying in part upon temporal data for
the at least one performance derived from the audio;

capture a new performance of video and audio for a new
performer’s face including the predetermined set of
phonemes and facial expressions;

apply a first convolutional neural network to derive a set

of expression blendshape weights for each frame of the
new performance of video, the expression blendshape
weights also based upon at least one frame of video
preceding a frame for which expression weights are
sought;

apply a second convolutional neural network to each

frame of the new performance of video to derive
neutral facial weights;

apply a mapping function to the new performance to

create a facial animation blending the results of the first
convolutional neural network and the second convolu-
tional neural network using the temporal data to match
the facial animation to the new performance.

9. The apparatus of claim 8 wherein the processor is
further instructed to apply both the first and second convo-
Iutional neural networks to an unrelated video performance
with a blendweight selected by the first and second convo-
Iutional neural networks to generate a facial animation that
most-closely matches the unrelated video performance.

10. The apparatus of claim 8 wherein the mapping func-
tion relies upon a blendshape weight vector for the first
convolutional neural network and the second convolutional
neural network that causes the mapping function to best
corresponds to a face shape the new performance.
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11. The apparatus of claim 8 wherein the first convolu-
tional neural network generates a three-dimensional map of
a facial animation that best corresponds to the new perfor-
mance.

12. The apparatus of claim 8 wherein the at least one
frame is two video frames of the new performance.

13. The apparatus of claim 8 wherein the at least one
performance is more than five performances.

14. The apparatus of claim 8 wherein generation of the
three-dimensional model is computer-assisted using tempo-
ral data derived from the at least one performance audio so
as to temporally scale the at least one performance so as to
automatically generate estimates of appropriate facial ani-
mations for each of the at least one performance.

15. The apparatus of claim 8 further comprising:

the processor;

a memory; and

wherein the processor and the memory comprise circuits

and software for performing the instructions on the
storage medium.

16. A system for real-time facial animation comprising:

at least one camera and microphone for:

capturing video and audio of at least a portion of a
performer’s face from at least one performance of a
predetermined set of phonemes and facial expres-
sions;

capturing a new performance of video and audio for a
new performer’s face including the predetermined
set of phonemes and facial expressions;

a processor for:

generating a three-dimensional model of facial anima-
tions corresponding to the video and audio from the
at least one performance relying in part upon tem-
poral data for the at least one performance derived
from the audio;

applying a first convolutional neural network to derive
a set of expression blendshape weights for each
frame of the new performance of video, the expres-
sion blendshape weights also based upon at least one
frame of video preceding a frame for which expres-
sion weights are sought;

applying a second convolutional neural network to each
frame of the new performance of video to derive
neutral facial weights;

applying a mapping function to the new performance to
create a facial animation blending the results of the
first convolutional neural network and the second
convolutional neural network using the temporal
data to match the facial animation to the new per-
formance.

17. The system of claim 16 wherein the processor is
further for applying both the first and second convolutional
neural networks to an unrelated video performance with a
blendweight selected by the first and second convolutional
neural networks to generate a facial animation that most-
closely matches the unrelated video performance.

18. The system of claim 16 wherein the mapping function
relies upon a blendshape weight vector for the first convo-
lutional neural network and the second convolutional neural
network that causes the mapping function to best corre-
sponds to a face shape the new performance.

19. The system of claim 16 wherein the first convolutional
neural network generates a three-dimensional map of a
facial animation that best corresponds to the new perfor-
mance.

20. The system of claim 16 wherein generation of the
three-dimensional model is computer-assisted using tempo-
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ral data derived from the at least one performance audio so
as to temporally scale the at least one performance so as to
automatically generate estimates of appropriate facial ani-
mations for each of the at least one performance.
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