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(57) ABSTRACT

Images are obtained using cameras mounted on a vehicle,
and at least a portion of the obtained images are displayed
on a screen. Motion of the vehicle can be controlled such
that it moves toward a physical destination selected from
images obtained using cameras mounted on a vehicle.

A

y 110

OBTAIN A VEHICLE VIDEO

STORE VEHICLE VIDEO IN BUFFER

y L~ 130

RECEIVE IMAGE SELECTION INPUT

y o~ 140

SELECT IMAGE(S) FROM VEHICLE VIDEO

y ~ 150

PRESENT IMAGE(S) FROM VEHICLE VIDEO

PRESENTATION
TERMINATED?

160

END PRESENTATION




Patent Application Publication  Jan. 28, 2021 Sheet 1 of 5 US 2021/0027070 A1

100 .
l 110
OBTAIN A VEHICLE VIDEO
l 120

STORE VEHICLE VIDEO IN BUFFER

l 130

RECEIVE IMAGE SELECTION INPUT

l L~ 140

SELECT IMAGE(S) FROM VEHICLE VIDEO

l 150

PRESENT IMAGE(S) FROM VEHICLE VIDEO

155

PRESENTATION
TERMINATED?

NO

YES
160

END PRESENTATION

FIG. 1



Patent Application Publication  Jan. 28, 2021 Sheet 2 of 5 US 2021/0027070 A1

210 4/200

RECEIVE SUMMONS MESSAGE

v 212

TRANSMIT INVITATION TO VIEW
|
¥ L~ 220
OBTAIN VEHICLE VIDEO
v L~ 230
ASSOCIATE FRAMES WITH VEHICLE LOCATIONS
v 240
RECEIVE IMAGE SELECTION INPUT
v L~ 250
SELECT IMAGE(S) FROM VEHICLE VIDEO
v 260
CAUSE DISPLAY OF IMAGE(S) FROM VEHICLE VIDEO

Y L~ 270

RECEIVE DESTINATION DATA

NO
NEW DESTINATION?

280
DETERMINE DESTINATION
LOCATION
v 282 285
CONTROL VEHICLE PRESENTATION
MOTION TERMINATED?

YES
290

END PRESENTATION

FIG. 2



Patent Application Publication

300
AN

Jan. 28,2021 Sheet 3 of 5 US 2021/0027070 A1

310
VEHICLE BODY
320
WHEELS
322 324 326
POWER SOURCE AND STEERING BRAKING
TRANSMISSION SYSTEM SYSTEM SYSTEM
330
SENSOR GROUP
340 334
AUTOMATED CONTROL LOCATOR
UNIT < DEVICE
I 360 350
IMAGE PROCESSING | CAMERA
UNIT ARRAY
1 370
WIRELESS NETWORK
INTERFACE

FIG. 3



Patent Application Publication  Jan. 28, 2021 Sheet 4 of 5 US 2021/0027070 A1
400 \
410 450 430
DATA
PROCESSING je—» —> I\II\I];IEERIEiSCSE
APPARATUS
420 INTERCONNECT 440
DATA
i — ] COuRoLER
APPARATUS
FIG. 4
500 \
510 350 330
DATA
PROCESSING je— P I\I?I]'}“IEERII;iSCSE
APPARATUS
/_520 INTERCONNECT /540
DATA
USER
STORAGE —> —>
APPARATUS INTERFACE

FIG. 5



Patent Application Publication  Jan. 28, 2021 Sheet 5 of 5 US 2021/0027070 A1

600
AN

640

660

OBJECT

/620

MEDIAN

DISPLAY

? DEVICE

630

642

LT N s St 4

610~

VEHICLE

FIG. 6



US 2021/0027070 Al

VEHICLE VIDEO SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of U.S. patent
application Ser. No. 15/712,261, which was filed on Sep. 22,
2017, which claims the benefit of U.S. Provisional Appli-
cation No. 62/398,125, filed on Sep. 22, 2016. The content
of the foregoing applications is incorporated herein by
reference in its entirety for all purposes.

TECHNICAL FIELD

[0002] The application relates generally to processing and
use of video generated by a vehicle.

BACKGROUND

[0003] Automated control systems for vehicles may navi-
gate to a general area. For example, automated control
systems may navigate to a general area as designated by a
point on a map. Navigation using information such as maps
is not well-suited to designating a destination at a very
specific location, such as the location of an entry door to a
building or a place where a person is standing.

SUMMARY

[0004] One aspect of the disclosure is a method that
includes obtaining images using one or more cameras
mounted on a vehicle, sending data representing at least a
portion of the obtained images to a display device, receiving
data representing a selected part of the obtained images,
correlating the selected part of the obtained images with a
geolocation, and moving the vehicle toward the geolocation.
[0005] Another aspect of the disclosure is a vehicle that
includes one or more cameras mounted on the vehicle, one
or more processors, and a powertrain. The one or more
processors are configured to obtain images using the one or
more cameras, send data representing at least a portion of the
obtained images to a display device, receive data represent-
ing a selected part of the obtained images, and correlate the
selected part of the obtained images with a geolocation. The
powertrain is configured to move the vehicle toward the
geolocation.

[0006] Another aspect of the disclosure is a non-transitory
computer readable storage device having computer execut-
able program instructions that are executable by one or more
processors of a vehicle. The computer executable program
instructions, when executed, cause the one or more proces-
sors to obtain images using one or more cameras mounted on
the vehicle, send data representing at least a portion of the
obtained images to a display device, receive data represent-
ing a selected part of the obtained images, correlate the
selected part of the obtained images with a geolocation, and
cause the vehicle to move toward the geolocation.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] FIG. 1 is a flowchart of an exemplary process for
interactively presenting images from a video generated by a
vehicle.
[0008] FIG. 2 is a flowchart of an exemplary process for
adjusting a rendezvous location to facilitate pick-up by a
vehicle.

[0009] FIG. 3 is a block diagram of an exemplary vehicle.
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[0010] FIG. 4 is a block diagram of an exemplary hard-
ware configuration for a vehicle controller.

[0011] FIG. 5 is a block diagram of an exemplary hard-
ware configuration for a display device.

[0012] FIG. 6 is an illustration of an exemplary vehicle
pick-up scenario.

DETAILED DESCRIPTION

[0013] This document describes systems and methods for
obtaining, maintaining, and distributing vehicle video (i.e.,
a video obtained with one or more cameras mounted on a
vehicle). In some implementations, a user situated in a
vehicle could use this interactive interface to indicate or
select a location from surroundings of the vehicle, for
example, a desired drop-off location, selecting a parking
spot, or indicating an object to avoid.

[0014] In some implementations, a user is enabled to
remotely view or share their vehicle video. For example, a
remote user may be enabled to view the surroundings of the
vehicle, as if they were an occupant of the vehicle. The
vehicle video may be remotely viewed or shared in a variety
of ways. For example, a still panoramic image from the
vehicle video may be viewed as a traditional image or in an
interactive panorama viewer, allowing the viewer to look
around the scene. For example, a still image showing a view
from a perspective selected by a first user (e.g., the sharer)
may be presented to a second user. For example, vehicle
video (e.g., panoramic vehicle video) may be interactively
viewed, allowing the viewer to freely look around the scene.
For example, vehicle video (e.g., panoramic vehicle video)
may be interactively shared, allowing the sharer to control
the perspective seen by another user. For example, video,
derived from vehicle video, showing a fixed view from a
perspective selected by the sharer may be displayed to
another user. For example, video, derived from vehicle
video, showing an automatically controlled video perspec-
tive (e.g., tracking an external object) may be displayed to
another user. Sharing of portions of vehicle video may be
initiated by, for example, choosing to share vehicle video
through a messaging app, switching to vehicle video during
an in progress video conferencing call (e.g., in the same way
you chose front or rear facing cameras on a smartphone), or
by permanently or temporarily sharing vehicle video
through a social networking interface.

[0015] For vehicles that are traveling to drop off or pick up
a passenger, in particular an autonomously driving vehicle,
it would be helpful for the vehicle to share its camera video
with the passenger as it approaches a drop off or pick up
location. Viewing portions of vehicle video may help the
passenger have a better sense for where the vehicle is,
understand the cause for any delays, and/or direct the vehicle
to alter its current course or rendezvous location to facilitate
pickup. For example, a passenger, viewing vehicle video and
noticing the vehicle is approaching door 1 in the “arrivals”
lane at an airport, may use the interactive interface to direct
the vehicle to adjust its configured rendezvous location to a
different location instead, such as door 3.

[0016] In this document, the term “video™ is used to refer
to a sequence of one or more images obtained by an image
sensor such as a camera. Note that the one or more images
in the sequence (which may also be referred to as frames)
may be obtained at regular or irregular timings. For
example, a video may include a sequence of images obtained
regularly at 24 Hz or a video may include a sequence of one
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or more images obtained upon the occurrence asynchronous
events (e.g., a vehicle stopping).

[0017] FIG. 1 shows exemplary process 100 for interac-
tively presenting images from a video generated by a
vehicle. A vehicle video is obtained in operation 110 from
one or more cameras mounted on a vehicle. The vehicle
video may be a composite video that is determined by
merging images detected with multiple cameras mounted on
the vehicle. For example, the cameras may be arranged in an
array such that the fields of view for the cameras overlap and
collectively span perspectives along an arc. In some imple-
mentations, images with overlapping fields of view from
multiple cameras may be stitched together (e.g., using image
stitching software) to form a composite video with a field of
view spanning this arc. In some implementations, the result-
ing composite video is a panoramic video in the sense that
the field of view of the composite video spans a 360-degree
arc around the vehicle. In some implementations, the vehicle
video may be obtained in operation 110 from a single camera
mounted on the vehicle. For example, a vehicle video may
be obtained from one or more omnidirectional cameras. In
some implementations, the vehicle video may be obtained in
operation 110 from one or more cameras with a wide-angle
lens or a fisheye lens mounted on the vehicle. For example,
images detected using a fisheye lens, or other distorting lens,
may be processed to transform the image and reduce dis-
tortion effects from the lens. For example, a vehicle video
may be obtained in operation 110 by an image processing
unit (e.g., image processing unit 360 of FIG. 3) based on
images detect by an array of cameras (e.g., camera array 350
of FIG. 3) mounted on a vehicle.

[0018] In operation 120, a vehicle video may be stored in
a buffer. In some implementations, the vehicle video may be
encoded in the buffer in a compressed format (e.g., MPEG-
4). Frames of the vehicle video encoded in the buffer may be
associated with a timestamp or an offset from a current time.
For example, a data structure in the buffer storing the vehicle
video may include one or more fields that specify a when a
frame of the vehicle video was obtained in operation 110. In
some implementations, frames of the vehicle video encoded
in the buffer may be associated with a location that was
occupied by the vehicle when the image(s) on which a frame
was based were obtained in operation 110. In some imple-
mentations, vehicle video may be securely stored in opera-
tion 120 with associated user permissions that grant only a
specific user or users access to portions of the vehicle video.
For example, a vehicle video may be stored in operation 120
by an image processing unit (e.g., image processing unit 360
of FIG. 3) in a buffer implemented on a data storage
apparatus (e.g., data storage apparatus 420 of FIG. 4).

[0019] Image selection input from a user may be received
in operation 130. Selection input may specity a portion (e.g.,
one or more images) of vehicle video that is of interest to a
user. In some implementations, selection input includes one
or more parameters that specify a viewing angle within an
available vehicle video. For example, a user viewing a
portion of the vehicle video on a hand-held display device
may select a viewing angle within the vehicle video by
rotating the hand-held display device. By rotating the hand-
held display device, the user may pan a view of the vehicle
video. This rotation of the hand-held device may be detected
by sensors in the device (e.g., accelerometer, gyroscope,
and/or magnetometer) and converted into a viewing angle or
adjustment to a viewing angle and forwarded to an image
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processing system (e.g., image processing unit 360 in FIG.
3) that maintains and/or distributes the vehicle video. For
example, a user may select the viewing angle by tilting or
turning a head of the user while the user is wearing a
head-mounted display device (e.g., virtual reality goggles).
By tilting or turning their head while wearing a head-
mounted display device, the user may pan a view within the
vehicle video. In some implementations, selection input
includes gestures on a touch-screen that displays a portion
(e.g., one or more images) of the vehicle video presented to
a user.

[0020] For example, image selection input may be
received in operation 130 from a user situated in the vehicle.
In some implementations, the viewing angle for a user
situated within a vehicle may be determined based on a
relative orientation of a personal device of the user to a body
and/or a camera array of the vehicle. The relative orientation
of the personal device to the vehicle may be synchronized
from time to time by the user orienting the personal device
to point at a reference object or direction (e.g., point the
device straight ahead in the direction of motion of the
vehicle) and simultaneously indicating that the synchroni-
zation should occur (e.g., by pressing a ‘re-center’ button on
a user interface or executing a ‘re-center’ gesture in a user
interface). Between synchronization events, the relative ori-
entation may be tracked, for example, by using sensors to
track the evolution of the orientation of the vehicle and the
personal device. In some implementations, a portion (e.g.,
one or more images) of the vehicle video, selected for
presentation based on this relative orientation selection
input, may depict a view from the vehicle in a direction
parallel to an axis perpendicular to a display surface of the
display device. This specification of the viewing angle may
allow the user to seemingly look through the body of the
vehicle at the area surrounding the vehicle using their
personal device displaying portions of the vehicle video. A
portion of the vehicle video viewed may be current (e.g., the
most recent available frames) or older (e.g., from previous
trip when the vehicle passed by the current location).

[0021] In some implementations, selection input may
specify a time offset, for example, a time offset from the
most recent frame of vehicle video. For example, a user may
view a portion of the vehicle video on a personal device and
the display of the personal device may overlay a scrub bar.
The user may slide an icon along the scrub bar on their
display to specify a time offset at which they wish to view
portions of the vehicle video. Data specifying this time offset
may be forwarded to an image processing system (e.g.,
image processing unit 360 in FIG. 3) that maintains and/or
distributes portions of the vehicle video.

[0022] A user may wish to have their view track an object
appearing in the vehicle video as the object and/or the
vehicle continue to move relative to one another. In some
implementations, an object is selected for tracking based on
selection input from a user viewing portions of a vehicle
video. For example, a user may select an object by tapping
on the object or outlining the object in a touchscreen
interface displaying portions of the vehicle video in order to
identify a subset of pixels in the portion (e.g., one or more
images presented) corresponding to all or part of the object.
Data identifying this subset of pixels and/or the object may
be forwarded to an image processing system (e.g., image
processing unit 360 in FIG. 3) that maintains and/or distrib-
utes portions of the vehicle video.
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[0023] A user may want to select a simple predefined view
from the vehicle video. In some implementations, a pre-
defined forward facing perspective within the vehicle video
may selected based on the input from the user, for example,
a user may tap an icon or button for ‘front-cam’. In some
implementations, a pre-defined rear facing perspective
within the vehicle video may selected based on the input
from the user, for example, a user may tap an icon or button
for ‘rear-cam’. Data reflecting the selection of pre-defined
view may be forwarded to an image processing system (e.g.,
image processing unit 360 in FIG. 3) that maintains and/or
distributes portions of the vehicle video.

[0024] For example, vehicle video may be shared, by a
user (i.e., the sharer) with access permissions for that vehicle
video, with another user (e.g., the viewer) who will view
portions of the vehicle video. The sharer may want to control
what portions of the vehicle video are presented to the
viewer. In some implementations, a portion (e.g., one or
more images) selected from the vehicle video are a portion
of a still panoramic image, and the portion is determined
based on a viewing angle selected by the sharer. In some
implementations, a portion (e.g., one or more images)
selected from the vehicle video are a video showing a view
from the vehicle at a viewing angle selected based on input
from the sharer. For example, selection input may be
received in operation 130 in wireless communications sig-
nals from a device operated the sharer.

[0025] In some implementations, selection input may be
received in operation 130, in wireless communications sig-
nals from a device operated by a user. In some implemen-
tations, the user providing selection input may be located
remotely from the vehicle. For example, a remote user
meeting the vehicle may check the progress of that vehicle
by viewing portions of the vehicle video as the vehicle
travels to a meeting place.

[0026] In some implementations, selection input from a
user may be received in operation 130 by an image process-
ing unit (e.g., image processing unit 360 of FIG. 3) via a
wireless interface (e.g., wireless network interface 370 of
FIG. 3).

[0027] A portion (e.g., one or more images) of the vehicle
video may be selected at operation 140. It may be advan-
tageous to select a portion of the vehicle video that is
suitable for display to a particular user based on, for
example, their viewing interface, their interest, their access
privileges, and/or instructions from a sharer. In some imple-
mentations, a portion of a vehicle video is selected at
operation 140 based in part on a viewing angle specified by
a user. In some implementations, a portion of a vehicle video
is selected in operation 140 based in part on a time offset
specified by a user. In some implementations, a portion of a
vehicle video is selected in operation 140 based in part on a
location specified by a user. For example, a portion (e.g., one
or more images) selected from the vehicle video may be a
still panoramic image. For example, a portion of the vehicle
video may be selected in operation 140 by an image pro-
cessing unit (e.g., image processing unit 360 of FIG. 3).
[0028] For example, a user may be interested in looking at
an area to the left of the vehicle that was passed two minutes
ago. Selection input to this effect may be specified by the
user through the user’s interface and then forwarded, in a
suitable format, to an image processing unit (e.g., image
processing unit 360 of FIG. 3) that maintains and/or distrib-
utes the vehicle video. The time offset of 2 minutes prior to
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the current or most recent frame of vehicle video may be
used to identify and retrieve a relevant frame or frames from
the buffer where the vehicle video is stored. The viewing
angle specified in the selection input (e.g., 90 degrees left
from direction of vehicle motion) may be used to pan within
the relevant frame or frames to center the view in the
direction of interest to the user. In some implementations,
due to limitations on bandwidth of a communications link to
a user device and/or limitations of the user display (e.g., a
tablet or smartphone display) the field of view presented to
the user may be limited (e.g., to a 120-degree field of view).
Thus, in this example scenario, a portion of the vehicle video
may be selected in operation 140 as a slice of a larger (e.g.,
panoramic) vehicle video, where the portion has a 120-
degree field of view and is centered on a direction 90 degrees
left from the direction of motion of the vehicle. This portion
(e.g., one or more images) of the vehicle video may include
slices from one or more frames of the vehicle with time-
stamps near the specified time offset of 2 minutes ago. In
some implementations, the portion selected in operation 140
may be a still image derived from one or more of these
slices.

[0029] Insome implementations, selecting a portion of the
vehicle video in operation 140 includes tracking an object
depicted in the vehicle video and automatically changing a
perspective within the vehicle video to continue selecting
images of the object for presentation to a user. For example,
the object may be selected for tracking based on selection
input from a user. In some implementations, data identifying
a subset of pixels in a presented portion of the vehicle video,
which the user has indicated corresponds to the object, is
input to image recognition software to analyze the corre-
sponding portion of the vehicle video and identify the object
for tracking. In some implementations, an object (e.g., a
sign, a traffic light, a vehicle, or a pedestrian) is automati-
cally recognized and selected for tracking. For example, a
portion (e.g., one or more images) selected in operation 140
from the vehicle video may be a video showing a view
depicting an object that is automatically tracked as the
vehicle moves in relation to the object.

[0030] In some implementations, a portion of the vehicle
video selected in operation 140 may be restricted to include
only portions for which user has access privileges. For
example, where two users share a vehicle, vehicle video may
be stored in operation 120 securely and privately within the
buffer and, by default, a particular user may be granted
access to only portions of vehicle video obtained during the
particular user’s operation of the shared vehicle.

[0031] A selected portion (e.g., one or more images) of the
vehicle video may be presented to a user in operation 150.
In some implementations, the portion of the vehicle video is
presented in operation 150 by transmitting (e.g., via wireless
network interface 370 of FIG. 3) image data representing the
portion of the vehicle video to a personal device (e.g., a
tablet, a smartphone, a head-mounted display) of a user that
is configured to display the portion. In some implementa-
tions, a personal device of the user may be configured to
allow the user to store images from the portion of the vehicle
video displayed. For example, a personal device of the user
may be configured to display the portion of the vehicle video
in an interface that includes a ‘photo snap’ button or icon,
which, when pressed, causes the personal device to store an
image from the portion of vehicle video displayed in a
digital photo format. This image may be stored on the user’s
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personal device and/or signals may be transmitted to the
vehicle, causing the image to be stored in a storage apparatus
in the vehicle, for example, as a file associated with the user.
[0032] In some implementations, a personal device of the
user may be configured to allow the user to store a video
excerpt from the portion of the vehicle video displayed. For
example, a personal device of the user may be configured to
display the portion of the vehicle video in an interface
includes a ‘record’ button or icon, which, when pressed,
causes the personal device to store one or more frames from
the portion of vehicle video displayed in a digital video
format. This video excerpt may be stored on the user’s
personal device and/or signals may be transmitted to the
vehicle, causing the video excerpt to be stored in a storage
apparatus in the vehicle, for example, as a file associated
with the user.

[0033] Insome implementations, the vehicle video may be
displayed on a user device in an interface that resembles a
traditional smartphone camera application interface. For
example, the interface may include icons or button for
causing a displayed portion of vehicle video to be stored
(e.g., as a still photo file or as a video file). For example, the
interface may allow a user to digitally zoom in or zoom out
on a displayed portion of vehicle video, for example, by
performing zoom gesture (e.g., a pinch-to-zoom gesture on
a touch screen).

[0034] Forexample, the selected portion (e.g., one or more
images) of the vehicle video may be presented in operation
140 to a user that is situated in an emergency response
vehicle to facilitate response to emergencies, for example,
car accidents or fire. Vehicle video from vehicles near the
scene of an accident during or after the occurrence of the
accident may be shared with emergency response users for
this purpose. This may help emergency response users to
respond to an emergency, for example, by previewing the
scene of an accident as the emergency vehicle approaches
the scene.

[0035] In some implementations, the selected portion of
the vehicle video may be presented in operation 140 by
displaying the portion on a display mounted in the vehicle.
For example, the display may be connected via a wired or
wireless link to an image processing unit in the vehicle (e.g.,
image processing unit 360 of FIG. 3) that maintains and/or
distributes the vehicle video.

[0036] A vehicle video presentation session may be ter-
minated in operation 160 by the user or another event or
command (e.g., the vehicle shutting down or a command
from another user (e.g., a sharer) who controls access to the
vehicle video) processed by an image processing unit of the
vehicle. If, at operation 155, the vehicle video presentation
session is not terminated, an image processing unit may
continue receiving additional selection input from a user in
operation 130 and/or presenting additional portions of the
vehicle video to a user in operation 150.

[0037] FIG. 2 shows an exemplary process 200 for adjust-
ing a rendezvous location to facilitate pick-up by a vehicle.
A summons message may be received in operation 210. A
summons message may originate from a display device of a
user that wishes to be picked up by a vehicle. For example,
a summons message may be formatted by an intermediary
(e.g., a ride sharing service) in response to a message
received from a display device of a user. A summons
message may specify a rendezvous location, where the
pick-up will occur. In some implementations, a summons
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message may specify a user to be picked up and/or a
personal device of the user. For example, a summons
message may be received in operation 210 by a vehicle (e.g.,
vehicle 300 of FIG. 3) via a wireless interface (e.g., wireless
network interface 370 of FIG. 3).

[0038] In response to a summons message received in
operation 210, a vehicle may transmit an invitation to view
the image data in operation 212 based on vehicle video to a
display device that originated or is identified in the summons
message. The invitation to view may facilitate the establish-
ment of a vehicle video presentation session with the display
device of the user. For example, the invitation to view may
include a link that may be selected by a user to initiate a
vehicle video presentation session with the vehicle. For
example, an invitation to view image data based on vehicle
video may be transmitted in operation 212 by a vehicle (e.g.,
vehicle 300 of FIG. 3) via a wireless interface (e.g., wireless
network interface 370 of FIG. 3).

[0039] In operation 220, the vehicle may continue or
commence obtaining vehicle video from one or more cam-
eras mounted on a vehicle. The vehicle video may be a
composite video that is determined by merging images
detected with multiple cameras mounted on the vehicle. For
example, the cameras may be arranged in an array such that
the fields of view for the cameras overlap and collectively
span perspectives along an arc. In some implementations,
images with overlapping fields of view from multiple cam-
eras may be stitched together (e.g., using image stitching
software) to form a composite video with a field of view
spanning this arc. In some implementations, the resulting
composite video is a panoramic video in the sense that the
field of view of the composite video spans a 360-degree arc
around the vehicle. In some implementations, the vehicle
video may be obtained in operation 220 from a single
camera mounted on the vehicle. For example, a vehicle
video may be obtained from one or more omnidirectional
cameras. In some implementations, the vehicle video may be
obtained in operation 220 from one or more cameras with a
wide-angle lens or a fisheye lens mounted on the vehicle.
For example, images detected using a fisheye lens, or other
distorting lens, may be processed to transform the image and
reduce distortion effects from the lens. For example, a
vehicle video may be obtained in operation 220 by an image
processing unit (e.g., image processing unit 360 of FIG. 3)
based on images detect by an array of cameras (e.g., camera
array 350 of FIG. 3) mounted on a vehicle.

[0040] Frames of the vehicle video may be associated with
a location of the vehicle in operation 230. A location of the
vehicle may be determined at a time when a frame of the
vehicle video is obtained in operation 220. This determined
location may be associated with this frame of vehicle video
in operation 230. In some implementations, a location is
associated with a frame of vehicle video in operation 230 by
creating a record that includes data encoding the location
and includes data encoding the frame or a pointer to data
encoding the frame of vehicle video. In some implementa-
tions, a location is associated with a frame of vehicle video
in operation 230 by creating a record including data encod-
ing the frame and including a pointer to data encoding the
location.

[0041] In some implementations, a location is stored as
coordinates specifying a position. In some implementations,
location information may be quantized into bins associated
with particular landmarks, street addresses, roads, buildings,
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or other objects represented in map data. For example, a
range of coordinates along a road passing in front of a
building with a street address may be mapped to an identifier
for that street address.

[0042] Insome implementations, vehicle orientation infor-
mation (e.g., a heading for the vehicle) may be determined
(e.g., using a GPS receiver, a gyroscope, and/or and accel-
erometer) and associated with one or more frames of the
vehicle video.

[0043] Image selection input from a user may be received
in operation 240. In some implementations, selection input
may be received in operation 240, in wireless communica-
tions signals from a device operated by a user. Selection
input may specify a portion (e.g., one or more images) of
vehicle video that is of interest to a user. In some imple-
mentations, the user providing selection input may be
located remotely from the vehicle. For example, image
selection input may be received in operation 240 from the
display device of the user that will be picked up. The user to
be picked up by the vehicle may check the progress of that
vehicle by viewing portions of the vehicle video as the
vehicle travels to the rendezvous location.

[0044] In some implementations, selection input includes
one or more parameters that specify a viewing angle within
an available vehicle video. For example, a user viewing a
portion of the vehicle video on a hand-held display device
may select a viewing angle within the vehicle video by
rotating the hand-held display device. By rotating the hand-
held display device, the user may pan a view of the vehicle
video. This rotation of the hand-held device may be detected
by sensors in the device (e.g., accelerometer, gyroscope,
and/or magnetometer) and converted into a viewing angle or
adjustment to a viewing angle and forwarded to an image
processing system (e.g., image processing unit 360 in FIG.
3) that maintains and/or distributes the vehicle video. For
example, a user may select the viewing angle by tilting or
turning a head of the user while the user is wearing a
head-mounted display device (e.g., virtual reality goggles).
By tilting or turning their head while wearing a head-
mounted display device, the user may pan a view within the
vehicle video. In some implementations, selection input
includes gestures on a touch-screen that displays a portion
(e.g., one or more images) of the vehicle video presented to
a user.

[0045] In some implementations, selection input may
specify a time offset, for example, a time offset from the
most recent frame of vehicle video. For example, a user may
view a portion of the vehicle video on a personal device and
the display of the personal device may overlay a scrub bar.
The user may slide an icon along the scrub bar on their
display to specify a time offset at which they wish to view
portions of the vehicle video. Data specifying this time offset
may be forwarded to an image processing system (e.g.,
image processing unit 360 in FIG. 3) that maintains and/or
distributes portions of the vehicle video.

[0046] A user may wish to have their view track an object
appearing in the vehicle video as the object and/or the
vehicle continue to move relative to one another. In some
implementations, an object is selected for tracking based on
selection input from a user viewing portions of a vehicle
video. For example, a user may select an object by tapping
on the object or outlining the object in a touchscreen
interface displaying portions of the vehicle video in order to
identify a subset of pixels in the portion (e.g., one or more
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images presented) corresponding to all or part of the object.
Data identifying this subset of pixels and/or the object may
be forwarded to an image processing system (e.g., image
processing unit 360 in FIG. 3) that maintains and/or distrib-
utes portions of the vehicle video.

[0047] Auser may want to select a simple predefined view
from the vehicle video. In some implementations, a pre-
defined forward facing perspective within the vehicle video
may selected based on the input from the user, for example,
a user may tap an icon or button for ‘front-cam’. In some
implementations, a pre-defined rear facing perspective
within the vehicle video may selected based on the input
from the user, for example, a user may tap an icon or button
for ‘rear-cam’. Data reflecting the selection of pre-defined
view may be forwarded to an image processing system (e.g.,
image processing unit 360 in FIG. 3) that maintains and/or
distributes portions of the vehicle video.

[0048] For example, vehicle video may be shared, by a
user (i.e., the sharer) with access permissions for that vehicle
video, with another user (e.g., the viewer) who will view
portions of the vehicle video. The sharer may want to control
what portions of the vehicle video are presented to the
viewer. In some implementations, a portion (e.g., one or
more images) selected from the vehicle video are a portion
of a still panoramic image, and the portion is determined
based on a viewing angle selected by the sharer. In some
implementations, a portion (e.g., one or more images)
selected from the vehicle video are a video showing a view
from the vehicle at a viewing angle selected based on input
from the sharer. For example, selection input may be
received in operation 240 in wireless communications sig-
nals from a device operated the sharer.

[0049] In some implementations, selection input from a
user may be received in operation 240 by an image process-
ing unit (e.g., image processing unit 360 of FIG. 3) via a
wireless interface (e.g., wireless network interface 370 of
FIG. 3).

[0050] A portion (e.g., one or more images) of the vehicle
video may be selected in operation 250. For example, a
portion of the vehicle video may be selected in operation 250
based on selection input from the user that will be picked up.
The user may be enabled to interactively view the surround-
ings of vehicle as it approaches the rendezvous location, to
check the progress of the vehicle and to find landmarks that
might facilitate pick-up.

[0051] In some implementations, a portion of a vehicle
video is selected in operation 250 based in part on a viewing
angle specified by a user. In some implementations, a
portion of a vehicle video is selected in operation 250 based
in part on a time offset specified by a user. In some
implementations, a portion of a vehicle video is selected in
operation 250 based in part on a location specified by a user.
For example, a portion (e.g., one or more images) selected
from the vehicle video may be a still panoramic image. For
example, a portion of the vehicle video may be selected in
operation 250 by an image processing unit (e.g., image
processing unit 360 of FIG. 3).

[0052] Insome implementations, selecting a portion of the
vehicle video at operation 250 includes tracking an object
depicted in the vehicle video and automatically changing a
perspective within the vehicle video to continue selecting
images of the object for presentation to a user. For example,
the object may be selected for tracking based on selection
input from a user. In some implementations, data identifying
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a subset of pixels in a presented portion of the vehicle video,
which the user has indicated corresponds to the object, is
input to image recognition software to analyze the corre-
sponding portion of the vehicle video and identify the object
for tracking. In some implementations, an object (e.g., a
sign, a traffic light, a vehicle, or a pedestrian) is automati-
cally recognized and selected for tracking. For example, a
portion (e.g., one or more images) selected in operation 250
from the vehicle video may be a video showing a view
depicting an object that is automatically tracked as the
vehicle moves in relation to the object.

[0053] In some implementations, a portion of the vehicle
video selected in operation 250 may be restricted to include
only portions for which user has access privileges.

[0054] A display, on a screen, of a portion (e.g., one or
more images) selected in operation 250 from the vehicle
video may be caused in operation 260. For example, an
image processing unit (e.g., image processing unit 360 of
FIG. 3) may cause display, on a screen of the display device
of the user that will be picked up, of images of the sur-
roundings of the vehicle as it approaches the rendezvous
location. For example, the image processing unit (e.g.,
image processing unit 360 of FIG. 3) may cause the display
by transmitting image data based on the portion (e.g., one or
more images) selected in operation 250 from the vehicle
video to the display device of the user that will be picked up.
The user may be enabled to interactively view the surround-
ings of vehicle as it approaches the rendezvous location, to
check the progress of the vehicle and to find landmarks that
might facilitate pick-up.

[0055] In some implementations, the display is caused in
operation 260 by transmitting (e.g., via wireless network
interface 370 of FIG. 3) image data representing the portion
of the vehicle video to a personal device (e.g., a tablet, a
smartphone, a head-mounted display) of a user (e.g., the user
that will be picked up) that is configured to display the
portion. For example, the display may be caused by sending
data representing at least a portion of the obtained vehicle
video to a device external to the vehicle. In some imple-
mentations, a personal device of the user may be configured
to allow the user to store images from the portion of the
vehicle video displayed. For example, a personal device of
the user may be configured to display the portion of the
vehicle video in an interface that includes a ‘photo snap’
button or icon, which, when pressed, causes the personal
device to store an image from the portion of vehicle video
displayed in a digital photo format. This image may be
stored on the user’s personal device and/or signals may be
transmitted to the vehicle, causing the image to be stored in
a storage apparatus in the vehicle, for example, as a file
associated with the user.

[0056] In some implementations, a personal device (e.g.,
the display device of the user that will be picked up) of the
user may be configured to allow the user to store a video
excerpt from the portion of the vehicle video displayed. For
example, a personal device of the user may be configured to
display the portion of the vehicle video in an interface
includes a ‘record’ button or icon, which, when pressed,
causes the personal device to store one or more frames from
the portion of vehicle video displayed in a digital video
format. This video excerpt may be stored on the user’s
personal device and/or signals may be transmitted to the

Jan. 28, 2021

vehicle, causing the video excerpt to be stored in a storage
apparatus in the vehicle, for example, as a file associated
with the user.

[0057] Insome implementations, the vehicle video may be
displayed on a user device (e.g., the display device of the
user that will be picked up) in an interface that resembles a
traditional smartphone camera application interface. For
example, the interface may include icons or button for
causing a displayed portion of vehicle video to be stored
(e.g., as a still photo file or as a video file). For example, the
interface may allow a user to digitally zoom in or zoom out
on a displayed portion of vehicle video, for example, by
performing zoom gesture (e.g., a pinch-to-zoom gesture on
a touch screen).

[0058] Destination data may be received in operation 270.
The destination data may reflect a user’s intended adjust-
ment to a rendezvous location, for example, the destination
data may indicate a location for the vehicle to approach for
pick up. In some implementations, the destination data may
identify an image of an object, which is at or near a desired
rendezvous location that appears in the vehicle video. The
destination data may represent user selection of a part of the
displayed portion of the obtained vehicle video. For
example, the destination data may identify a subset of pixels
from the image data that have been selected by a user (e.g.,
the user that will be picked up).

[0059] For example, the destination data may be received
in operation 270 by an image processing unit (e.g., image
processing unit 360 of FIG. 3) via a wireless interface (e.g.,
wireless network interface 370 of FIG. 3). The destination
data may be received in operation 270 from an external
device (e.g., a smartphone, a tablet, or head-mounted dis-
play) that is outside of the vehicle. For example, the desti-
nation data may be received in operation 270 from the
display device of the user that will be picked up.

[0060] In some implementations, a selected part of the
displayed portion of the obtained vehicle video may be
associated with an object depicted in the obtained vehicle
video. For example, a subset of pixels selected by a user may
be associated with an object (e.g., a sign, a vehicle, a
sidewalk, or a crosswalk, a person) depicted in the vehicle
video. In some implementations, a user may select an object
by tapping on the object or outlining the object in a touch-
screen interface displaying portions of the vehicle video in
order to identify a subset of pixels in the portion (e.g., one
or more images presented) corresponding to some or all of
the object. Data identifying this subset of pixels and/or the
object may be forwarded to an image processing system
(e.g., image processing unit 360 in FIG. 3) that maintains
and/or distributes the vehicle video.

[0061] Inoperation 275, If the destination data received in
operation 270 includes new destination data, then a desti-
nation location is determined in operation 280 based on the
destination data. The destination location may be near the
user’s location where the user prefers to have the vehicle to
arrive for pick up. For example, a user who is exiting a
restaurant may prefer to be picked up a few steps away from
the front door of the restaurant. In some implementations,
determining the destination location in operation 280
includes correlating a user selected part of the vehicle video,
which is represented by the destination data, with a geolo-
cation. This geolocation may be referred to as a physical
destination for the vehicle. In some instances, correlating the
selected part with the physical destination includes deter-
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mining a location of an object shown in the user selected
part. In some implementations, determining the location of
the object includes comparing at least two parts of the
obtained vehicle video from two or more cameras mounted
on the vehicle to estimate a distance from a vehicle location,
where the at least two parts of the obtained images were
obtained, to the object.

[0062] In some implementations, determining the destina-
tion location in operation 280 includes determining a loca-
tion of an object shown in a subset of pixels in the vehicle
video that are identified by the destination data. Pixels in the
vehicle video may be naturally associated with a direction or
angle relative to the vehicle (e.g., relative to an associated
heading of the vehicle) and the location of the vehicle may
also be associated with the frame(s) of the vehicle video that
the pixels were based on. For example, stereoscopic com-
puter vision techniques may be employed to estimate a
distance from the vehicle location to the object depicted in
the subset of pixels identified. An intended rendezvous
location may be determined based on this information. In
some implementations, determining the location of the
object comprises comparing images, on which the frame
was based, from two or more of the cameras mounted on the
vehicle to estimate a distance from the location of the
vehicle associated with the frame to the object.

[0063] In some implementations, the destination location
may be determined as a location near (e.g., adjacent to) the
vehicle in the same direction as the indicated rendezvous
location. The vehicle may proceed to travel in that direction
slowly, regularly updating the destination location based on
tracking the indicated object within its vehicle video, until
the vehicle is stopped by an obstruction (e.g., another car, a
curb, or the user who will be picked up).

[0064] Inan example scenario, the user that will be picked
up may select pixels in their display interface that depict a
sign (e.g., an airport vestibule sign) near their intended
rendezvous location. The destination data received from the
user’s display device may identify that subset of pixels
within the portion of vehicle video that was displayed to the
user. The location of the sign may be determined in part by
determining a direction of the sign from the vehicle’s
location that is associated with the frame(s) on which the
displayed portion of the vehicle video were based.

[0065] In some implementations, determining the destina-
tion location in operation 280 may include determining the
destination location to be an allowed vehicle location that is
closest to the location of the object. In some cases, the
apparent intended rendezvous location is not an allowed
location for a vehicle. For example, the user may select a
subset of pixels depict the user standing on a sidewalk
waiting for the vehicle. The vehicle is not allowed to move
onto the sidewalk. A properly configured navigation system
may prevent the vehicle from moving to that location. In
some implementations, a vehicle may determine the desti-
nation location to be the same as the indicated rendezvous
location (e.g., the location of the user standing on the
sidewalk in the current example) in operation 250. The
vehicle may take the shortest path to the indicated rendez-
vous location until it is stopped by its navigation system
(e.g., stopped at a curb). However, in some cases, the
shortest path to the indicated rendezvous location will not
terminate at the closest allowed location to the rendezvous
location. For example, at an airport with multiple lanes
divided by medians, the shortest path may stop in the wrong
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lane, which may be far from the rendezvous location.
Reaching the closest allowed location may involve circling
the vehicle around to enter the closest lane. In some imple-
mentations, detailed road map information of the area may
be compared to an indicated rendezvous location to find the
closest allowed vehicle location. This closest allowed
vehicle location may then be determined in operation 280 as
the destination location for the vehicle. For example, vehicle
navigation techniques may then be used to determine a route
from the current location of the vehicle to the closest
allowed vehicle location.

[0066] Motion of the vehicle may be controlled in opera-
tion 282. For example, a destination location may be passed
to a vehicle control unit (e.g., automated control unit 340 of
FIG. 3), which may control the vehicle motion to move
toward the destination location. The destination location
may correspond to a physical location. In some implemen-
tations, a vehicle control unit (e.g., automated control unit
340 of FIG. 3) in the vehicle controls the vehicle in operation
282 by issuing control signals to a power source and
transmission system, a steering system, and/or a braking
system of the vehicle in order to cause the vehicle to move
toward the destination location. In some implementations, a
destination location may be updated (e.g., periodically) as
the vehicle moves toward the indicated rendezvous location.
In some implementations, the vehicle may continue moving
toward a destination location until it reaches the destination
location or until it is stopped by an obstacle (e.g., a curb,
another car, a person) blocking its path. For example, when
the vehicle stops at or near the destination location, the user
may enter the vehicle to complete the pick-up. Thus, the
process 200 can, in some implementations, include receiving
data representing a destination for the vehicle, and moving
the vehicle toward the destination, wherein obtaining the
images using the one or more cameras mounted on the
vehicle comprises obtaining the images when the vehicle is
within a threshold distance of the destination.

[0067] A vehicle video presentation session may be ter-
minated in operation 290 by the user or another event or
command (e.g., the vehicle shutting down or a command
from another user (e.g., a sharer) who controls access to the
vehicle video) processed by an image processing unit of the
vehicle. If, in operation 285, the vehicle video presentation
session is not terminated, an image processing unit may
continue receiving additional selection input from a user in
operation 240, causing display of additional portions of the
vehicle video to a user in operation 260, and/or receiving
new destination data in operation 270.

[0068] The process 100, the process 200, and other sys-
tems and methods disclosed herein involve transmission
and/or storage of personal information such as images,
videos, and location information. Users can selectively
block use of, or access to, personal data. A system incorpo-
rating some or all of the technologies described herein can
include hardware and/or software that prevents or blocks
access to such personal data. For example, the system can
allow users to “opt in” or “opt out” of participation in the
collection of personal data or portions of portions thereof.
Also, users can select not to provide location information, or
permit provision of general location information (e.g., a
geographic region or zone), but not precise location infor-
mation.

[0069] Entities responsible for the collection, analysis,
disclosure, transfer, storage, or other use of such personal
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data should comply with established privacy policies and/or
practices. Such entities should safeguard and secure access
to such personal data and ensure that others with access to
the personal data also comply. Such entities should imple-
ment privacy policies and practices that meet or exceed
industry or governmental requirements for maintaining the
privacy and security of personal data. For example, an entity
should collect users’ personal data for legitimate and rea-
sonable uses, and not share or sell the data outside of those
legitimate uses. Such collection should occur only after
receiving the users’ informed consent. Furthermore, third
parties can evaluate these entities to certify their adherence
to established privacy policies and practices.

[0070] FIG. 3 shows an exemplary vehicle 300 configured
for maintaining and distributing vehicle video. The vehicle
300 includes a vehicle body 310 that contains or is attached
to the other systems and components of the vehicle 300. The
vehicle 300 includes wheels 320 that are capable of serving
as an interface between the vehicle and a road. The wheels
provide control surfaces that may be used to guide the
vehicle along paths on a road. The vehicle 300 also includes
a power source and transmission system 322, including, for
example, a power source that is connected to the wheels 320
of'the vehicle 300 by a transmission. As examples, the power
source and transmission system 320 may include a combus-
tion engine or an electric motor that is powered by a battery.
The power source and transmission system 322 is capable of
causing rotation of the wheels 320 to accelerate the vehicle
along a road or other surface. The power source and trans-
mission system 322 may be referred to herein as a pow-
ertrain. The vehicle 300 also includes a steering system 324
capable of turning the wheels 320 in relation to the vehicle
body 310 to direct the motion of the vehicle 300, e.g., by
controlling the yaw angle and angular velocity or path
curvature of the vehicle. The vehicle 300 includes a sensor
group 330, configured to detect the state of the vehicle and
its surroundings. The vehicle 300 also includes an automated
control unit 340 that is configured to receive data from an
image processing unit 360, the sensor group 330, and
possibly other sources (e.g., a vehicle passenger/operator
control interface) and process the data to implement auto-
mated control of the motion of the vehicle 300 by sending
control signals to the power source and transmission system
322, the steering system 324, and the braking system 326
that are actuated by these systems via the wheels 320.

[0071] The sensor group 330 may include a locator device
334 that is configured to determine a current location of the
vehicle. For example, locator device 334 may include a GPS
receiver and/or other sensors (e.g., odometer, accelerometer,
gyroscope) that can be used to facilitate make fine adjust-
ments to an estimate of the current location. In some
implementations, locator device 334 may output a vehicle
location expressed in coordinates (e.g., longitude, latitude,
elevation). In some implementations, locator device 334
may be used to determine orientation information for the
vehicle, for example, it may determine a heading for vehicle
300. For example, a precision gyroscope (e.g., a fiber optic
gyroscope) may be used to track small changes in heading.
[0072] The sensor group 330 includes a camera array 350.
The camera array 350 may include one or more cameras
arranged in a fixed orientation with respect to each other in
order to span a desired field of view for the vehicle. In some
implementations, cameras in camera array 350 may be
arranged so that their respective fields of view overlap, to

Jan. 28, 2021

facilitate stitching of images from the cameras into com-
posite images of the surroundings. In some implementations,
the field of view for camera array 350 spans a 360-degree arc
around the vehicle (i.e., about a vertical axis when the
vehicle is resting on its wheels on flat ground). For example,
camera array 350 may include four cameras, each with a
120-degree field of view, arranged so that one faces forward,
one faces left, one faces right, and one faces the behind the
vehicle. In some implementations, one or more of the
cameras in camera array 350 are omnidirectional cameras. In
some implementations, one or more of the cameras in
camera array 350 have a wide-angle lens. In some imple-
mentations, one or more of the cameras in camera array 350
have a fisheye lens.

[0073] Image processing unit 360 may obtain images from
camera array 350 at a desired frame rate (e.g., 24 Hz). For
example, image processing unit 360 may process the images
using computer vision techniques to detect changes in the
surroundings of the vehicle (e.g., detect other vehicles and
obstacles) and generate models of the surroundings and/or
alerts that can be passed to automated control unit 340 to
facilitate safe maneuvering of the vehicle. Images obtained
from camera array 350 may also be encoded as vehicle video
and stored in a video buffer 362. In some implementations,
frames of the vehicle video may be associated with a time,
a heading, and/or a location when and/or where the images
on which that frame is based was obtained.

[0074] Vehicle video may be accessed by a user situated in
the vehicle or by a user at a remote location. In some
implementations, a portion of the vehicle video is presented
to a user by transmitting data encoding the portion to a
display device of the user via wireless network interface
370. For example, wireless network interface 370 may be
configured to transmit and receive signals according to a
wireless networking standard (e.g., Wi-Fi or WiMAX). For
example, the image processing unit 360 may be configured
to implement process 100 as described in relation to FIG. 1.
For example, the image processing unit 360 may be con-
figured to implement process 200 as described in relation to
FIG. 2. The image processing unit 360 may include special-
ized image processing hardware and/or software running on
a data processing apparatus with additional capabilities.
[0075] The various units described with respect to FIG. 3
and elsewhere in this document, such as the automated
control unit 340 and the image processing unit 360, can be
computing units. Computing units can be any kind of
computing device that is operable to generate an output in
response to an input according to instructions. Examples of
structures that can be utilized to implement computing units
includes processors with memory devices, field program-
mable gate arrays, and application-specific integrated cir-
cuits. Instructions can be provided in the form of, for
example, executable computer program code that causes the
respective unit to perform the functions that are described
herein.

[0076] FIG. 4 shows an exemplary hardware configuration
for a vehicle controller 400 configured to maneuver a
vehicle and provide additional services including the main-
tenance and distribution of vehicle video. The hardware
configuration may include a data processing apparatus 410,
a data storage apparatus 420, a wireless interface 430, a
controller interface 440, and an interconnect 450 through
which the data processing apparatus 410 may access the
other components. The data processing apparatus 410 is
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operable to execute instructions that have been stored in a
data storage apparatus 420. In some implementations, the
data processing apparatus 410 is a processor with random
access memory for temporarily storing instructions read
from the data storage apparatus 420 while the instructions
are being executed. For example, the data storage apparatus
420 may be a non-volatile information storage device such
as a hard drive or a solid-state drive. The wireless interface
430 facilitates communication with other devices, for
example, a personal device of a user. For example, wireless
interface 430 may facilitate communication via a vehicle
Wi-Fi network with a tablet device held by a passenger in the
vehicle. For example, wireless interface 430 may facilitate
communication via a WiMAX network with a smartphone
device held by a user at an external location. The controller
interface 440 allows input and output of information to other
systems within a vehicle to facilitate automated control of
the vehicle. For example, the controller interface 440 may
include serial ports (e.g., RS-232 or USB) used to issue
control signals to actuators in the vehicle and to receive
sensor data from a sensor group. For example, the intercon-
nect 450 may be a system bus, or a wired or wireless
network.

[0077] FIG. 5 shows an exemplary hardware configuration
for a display device 500 configured to interactively display
vehicle video obtained from a vehicle; determine, based on
vehicle video and user input, destination data, which may be
used to direct motion of the vehicle, and transmit destination
data to the vehicle. The hardware configuration may include
a data processing apparatus 510, a data storage apparatus
520, a wireless interface 530, a user interface 540, and an
interconnect 550 through which the data processing appa-
ratus 510 may access the other components. The data
processing apparatus 510 is operable to execute instructions
that have been stored in a data storage apparatus 520. In
some implementations, the data processing apparatus 510 is
a processor with random access memory for temporarily
storing instructions read from the data storage apparatus 520
while the instructions are being executed. For example, the
data storage apparatus 520 may be a non-volatile informa-
tion storage device such as a hard drive or a solid-state drive.
The wireless interface 530 facilitates communication with
other devices, for example, a vehicle. For example, wireless
interface 530 may facilitate communication via a vehicle
Wi-Fi network with a vehicle controller. For example,
wireless interface 530 may facilitate communication via a
WiMAX network with vehicle at a remote location. The user
interface 540 allows input and output of information from/to
a user. For example, the user interface 540 may include a
touchscreen. For example, the user interface 540 may
include a head-mounted display (e.g., virtual reality goggles
or augmented reality glasses). For example, the user inter-
face 540 may include sensors (e.g., an accelerometer, a
gyroscope, and/or a magnetometer) for detecting motion of
the display device. For example, the interconnect 550 may
be a system bus, or a wired or wireless network.

[0078] In implementing techniques exemplified by the
systems and processes described in relation to FIGS. 1-4, it
may be desirable to use more network bandwidth and
processing time and power on the display device in order to
reduce latency in the interactive viewing of vehicle video by
a user. In some implementations, vehicle video may be
obtained (e.g., from a vehicle via wireless interface 530) by
display device 500 in a more complete format and more of
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the processing of the vehicle video data for the interactive
display may be performed locally by the display device. For
example, complete vehicle video may be streamed to a
display device and an image processing unit, similar to
image processing unit 360 of FIG. 3, may be implemented
(e.g., as software executed by data processing apparatus
510) on display device 500. This image processing unit may
select portions of the vehicle video for presentation to the
user via user interface 540 based user selection input
received via user interface 540. Performing these image
processing operations locally may reduce latency for inter-
active viewing of the vehicle video (e.g., panning to see
different subsets of a field of view available in the vehicle
video).

[0079] FIG. 6 illustrates an exemplary vehicle pick-up
scenario 600. A vehicle 610 is travelling to pick-up a user of
display device 620. A summons message may have origi-
nated from display device 620 and been received by vehicle
610 to initiate the pick-up operation. The summons message
may have specified a rendezvous location (e.g., as an address
of an airport terminal), but the specification may apply to a
large and crowded area. Vehicle 610 commences a vehicle
video presentation session with display device 620 and
travels to the airport for the pick-up along route 630 based
on the provided location information. However, route 632
terminates on the far side of median 640 from the user, who
is collocated with display device 620, waiting on a sidewalk
beyond a curb 642. This default rendezvous location may be
inconvenient or unsafe for the user.

[0080] As it travels, vehicle 610 is presenting vehicle
video 650 to the user via display device 620. The user views
the vehicle video 650 on display device 620 to track the
progress of vehicle 610. The user notices from views of the
vehicle’s surroundings that vehicle 610 is traveling in the
wrong lane for pick-up. In response, the user may input
command(s) through the user interface on the display device
620 to select a depiction of an object 660 (e.g., a sign) that
is nearby in the vehicle video viewed on display device 620
to indicate that the object is near an intended new rendez-
vous location. Destination data 670 is determined based on
the user’s selection of a part of the vehicle video corre-
sponding to the object 660. The destination data 670 may be
transmitted from the display device 620 to the 610. Based in
part on the destination data 670, vehicle is able to determine
anew destination location near the object 660 and plot a new
course for the route 632 to the new destination in the proper
lane. Vehicle 610 may then be maneuvered to the new
destination and complete the pick-up of the user.

[0081] Another aspect of the disclosure is a vehicle that
includes an array of cameras mounted on the vehicle, a
wireless network interface, an image processing unit, and an
automated control unit. The image processing unit is con-
figured to determine a first video based on images detected
with the array of cameras, associate frames of the first video
with locations of the vehicle, and transmit, via the wireless
network interface, image data based on the first video to a
display device that is configured to display the image data.
The image processing unit is further configured to receive,
via the wireless network interface, destination data from the
display device, in which the destination data identifies a
subset of pixels from the image data that have been selected,
and determine a destination location based at least in part on
the destination data and a location of the vehicle associated
with a frame from which the subset of pixels was derived.
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The automated control unit is configured to control the
vehicle such that the vehicle occupies the destination loca-
tion.

[0082] In some implementations, the array of cameras is
mounted such that all angles, about an axis perpendicular a
surface over which the vehicle is traveling, appear within
fields of view of at least two cameras in the array of cameras.
[0083] In some implementations, determining the destina-
tion location comprises determining a location of an object
shown in the subset of pixels and determining the destina-
tion location to be an allowed vehicle location that is closest
to the location of the object. In some implementations,
determining the location of the object comprises comparing
images, on which the frame was based, from two or more
cameras in the array of cameras to estimate a distance from
the location of the vehicle associated with the frame to the
object. In some implementations, the subset of pixels is
associated with an object depicted in the first video.
[0084] In some implementations, the display device is
located outside of the vehicle.

[0085] Insome implementations, the vehicle is configured
to receive, via the wireless network interface, a summons
message originating from the display device, and responsive
to the summons message, transmit, via the wireless network
interface, an invitation to view the image data based on the
first video to the display device.

[0086] Another aspect of the disclosure is a method
includes obtaining a first video based on images detected
with one or more cameras mounted on a vehicle, and
presenting one or more images selected from the first video
to a first user. In some implementations of the method, the
one or more images presented to the first user are selected
based on input from the first user. The first user may be
situated in the vehicle. The input from the first user may
indicate an orientation of a display device viewed by the first
user, and the orientation of the display device may be
determined by determining a relative orientation of the
display device, relative to the one or more cameras mounted
on the vehicle, and selecting the one or more images
presented based on the relative orientation, where the one or
more images presented depict a view from the vehicle in a
direction parallel to an axis perpendicular to a display
surface of the display device.

[0087] In some implementations, the input from the first
user includes rotating a hand-held display device to pan a
view within the first video. In some implementations, the
input from the first user comprises tilting or turning a head
of the first user while the first user is wearing a head-
mounted display device to pan a view within the first video.
In some implementations, the input from the first user
includes gestures on a touch-screen that displays the one or
more images presented to the first user. A pre-defined
forward facing perspective within the first video is may be
selected based on the input from the first user. A pre-defined
rear facing perspective within the first video may be selected
based on the input from the first user.

[0088] In some implementations, presenting the one or
more images includes transmitting image data representing
the one or more images to a personal device associated with
the first user.

[0089] In some implementations, the method includes
tracking an object depicted in the first video and automati-
cally changing a perspective within the first video to con-
tinue selecting images of the object for presentation to the
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first user. The object may be automatically recognized and
selected for tracking. The object may be selected for track-
ing based on input from the first user.

[0090] In some implementations, first user selects, from
the one or more images presented, a parking space depicted
in the first video. The method may also include automati-
cally parking the vehicle in the parking space.

[0091] In some implementations, the first user selects,
from the one or more images presented, a drop-off location
depicted in the first video. The method may also include
automatically controlling the vehicle such that the vehicle
occupies the drop-off location.

[0092] In some implementations, the first user is situated
at a remote location relative to the vehicle. In some imple-
mentations, the first user is situated in an emergency
response vehicle.

[0093] The one or more images selected from the first
video may be a still panoramic image. The one or more
images selected from the first video may be a portion of a
still panoramic image, where the portion is determined
based on a viewing angle selected by a second user. The one
or more images selected from the first video may be a video
showing a view from the vehicle at a viewing angle selected
based on input from the first user. The one or more images
selected from the first video may be a video showing a view
from the vehicle at a viewing angle selected based on input
from a second user. The one or more images selected from
the first video may be a video showing a view depicting an
object that is automatically tracked as vehicle moves in
relation to the object.

What is claimed is:

1. A method, comprising:

obtaining images using one or more cameras mounted on

a vehicle;

sending data representing at least a portion of the obtained

images to a display device;

receiving data representing a selected part of the obtained

images;

correlating the selected part of the obtained images with

a geolocation; and

moving the vehicle toward the geolocation.

2. The method of claim 1, wherein correlating the selected
part of the obtained images with the geolocation comprises
determining a geolocation of an object represented in the
selected part of the obtained images.

3. The method of claim 2, wherein determining the
geolocation of the object includes determining a distance to
the object using at least parts of obtained images from two
or more of the cameras mounted on the vehicle.

4. The method of claim 3, wherein determining the
geolocation of the object includes determining geolocations
from which the obtained images were obtained.

5. The method of claim 2, wherein moving the vehicle
toward the geolocation comprises obtaining additional
images using the one or more cameras mounted on the
vehicle as the vehicle moves toward the geolocation, and
determining a distance to the object using the additional
images.

6. The method of claim 1, wherein sending data repre-
senting at least the portion of the obtained images to the
display device comprises sending the data via wireless
communication to a display device external to the vehicle.
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7. The method of claim 1, further comprising:

determining whether the geolocation permits parking, and

in accordance with a determination that the geolocation
permits parking, stopping the vehicle at the geoloca-
tion.

8. A vehicle, comprising:

one or more cameras mounted on the vehicle;

one or more processors configured to:

obtain images using the one or more cameras,

send data representing at least a portion of the obtained
images to a display device,

receive data representing a selected part of the obtained
images, and

correlate the selected part of the obtained images with
a geolocation; and

a powertrain configured to move the vehicle toward the

geolocation.

9. The vehicle of claim 8, wherein the one or more
processors are further configured to: correlate the selected
part of the obtained images with a geolocation by determin-
ing a geolocation of an object represented in the selected part
of the obtained images.

10. The vehicle of claim 9, wherein the one or more
processors are further configured to: determine the geolo-
cation of the object by determining a distance to the object
using at least parts of obtained images from two or more of
the cameras mounted on the vehicle.

11. The vehicle of claim 10, wherein the one or more
processors are further configured to: determine the geolo-
cation of the object by determining geolocations from which
the obtained images were obtained.

12. The vehicle of claim 9, wherein the one or more
processors are further configured to: obtain additional
images using the one or more cameras mounted on a vehicle
as the vehicle moves toward the geolocation, and determine
a distance to the object using the additional images.

13. The vehicle of claim 8, further comprising:

a wireless network interface configured to transmit data

representing at least a portion of the obtained images to
a display device external to the vehicle.

14. The vehicle of claim 8, wherein the one or more
processors are further configured to: determine whether the
geolocation permits parking, and in accordance with a
determination that the geolocation permits parking, causing
the vehicle to stop the vehicle at the geolocation.

15. A non-transitory computer readable storage device
having computer executable program instructions that are
executable by one or more processors of a vehicle, wherein
the computer executable program instructions, when
executed, cause the one or more processors to:

obtain images using one or more cameras mounted on the

vehicle,

send data representing at least a portion of the obtained

images to a display device,
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receive data representing a selected part of the obtained

images,

correlate the selected part of the obtained images with a

geolocation, and

cause the vehicle to move toward the geolocation.

16. The non-transitory computer readable storage device
of claim 15, wherein the computer executable program
instructions further cause the one or more processors of the
vehicle to correlate the selected part of the obtained images
with a geolocation by determining a geolocation of an object
represented in the selected part of the obtained images.

17. The non-transitory computer readable storage device
of claim 16, wherein the computer executable program
instructions further cause the one or more processors of the
vehicle to determine the geolocation of the object by deter-
mining a distance to the object using at least parts of
obtained images from two or more of the cameras mounted
on the vehicle.

18. The non-transitory computer readable storage device
of claim 17, wherein the computer executable program
instructions further cause the one or more processors of the
vehicle to determine the geolocation of the object by deter-
mining geolocations from which the obtained images were
obtained.

19. The non-transitory computer readable storage device
of claim 16, wherein the computer executable program
instructions further cause the one or more processors of the
vehicle to move the vehicle toward the geolocation by
obtaining additional images using the one or more cameras
mounted on a vehicle as the vehicle moves toward the
geolocation, wherein the additional images each include a
representation of the object.

20. The non-transitory computer readable storage device
of claim 19, wherein the computer executable program
instructions further cause the one or more processors of the
vehicle to move the vehicle toward the geolocation by
determining a distance to the object using the additional
images.

21. The non-transitory computer readable storage device
of claim 15, wherein the computer executable program
instructions further cause the one or more processors of the
vehicle to determine a route to the geolocation.

22. The non-transitory computer readable storage device
of claim 15, wherein the display device is external to the
vehicle and sending data representing at least a portion of the
obtained images to a display device comprises sending the
data via wireless communication to the display device.

23. The non-transitory computer readable storage device
of claim 15, wherein the computer executable program
instructions further cause the one or more processors to
determine whether the geolocation permits parking and in
accordance with a determination that the geolocation per-
mits parking, stop the vehicle at the geolocation.
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