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Description

TECHNICAL FIELD

[0001] This description generally relates to pose esti-
mation. In particular, the description relates to estimating
camera pose metrics when generating 3D stereoscopic
images for display in virtual reality (VR) environment.

BACKGROUND

[0002] The combination of orientation and position of
an object observed in an image is typically referred to as
the pose of the object. The pose of the object may be
referenced in relation to the position or orientation of the
object relative to a coordinate system. In general, the
coordinate system can be used to describe the pose with
reference to a rotation and translation transformation.
[0003] MOURAGNON E ET AL: "Real Time Localiza-
tion and 3D Reconstruction", Conference on Computer
Vision and Pattern Recognition, 17-22 June 2006, pages
363-370, XP031461925, ISBN: 978-0-7695-2597-6 de-
scribes a method of estimating the motion of a calibrated
camera and the tri-dimensional geometry of the environ-
ment.

SUMMARY

[0004] A system of one or more computers can be con-
figured to perform particular operations or actions by vir-
tue of having software, firmware, hardware, or a combi-
nation of them installed on the system that in operation
causes or cause the system to perform the actions. One
or more computer programs can be configured to perform
particular operations or actions by virtue of including in-
structions that, when executed by data processing ap-
paratus, cause the apparatus to perform the actions.
[0005] In one general aspect, a computer-implement-
ed method includes obtaining a sequence of images in-
cluding a plurality of image frames of a scene, detecting
a first set of feature points in a first image frame, tracking
the first set of feature points in a plurality of subsequent
image frames and while continuing to track the first set
of feature points, detecting a second set of feature points
in a second image frame, wherein new features are rep-
resented by the second set of feature points, tracking the
second set of feature points in the plurality of subsequent
image frames, and selecting a first initial camera pose
associated with the first image frame and a second initial
camera pose associated with the second image frame.
The method also includes determining a plurality of pro-
jection locations corresponding to each feature point in
the first set of feature points and the second set of feature
points in which the projection locations are based at least
in part on the first initial camera pose and the second
initial camera pose. The method also includes comparing
the projection locations corresponding to each feature
point in the first set of feature points and each feature

point in the second set of feature points to the corre-
sponding tracked first set of feature points and the
tracked second set of feature points, and in response to
determining that the projection locations meet a prede-
fined threshold corresponding to distortion associated
with the tracked first and second set of feature points,
the method includes generating an updated camera pose
for the first image frame and the second image frame.
Other embodiments of this aspect include corresponding
computer systems, apparatus, and computer programs
recorded on one or more computer storage devices, each
configured to perform the actions of the methods.
[0006] Implementations may include one or more of
the following features. The computer-implemented meth-
od further including generating a 3D image of the scene
using the updated camera pose for the first image frames
and the second image frames based at least in part on
determining that the projection locations meet the pre-
defined threshold. The computer-implemented method
in which selecting a first initial camera pose and a second
initial camera pose includes obtaining gyroscope data
associated with each image frame in the plurality of image
frames and estimating, using the gyroscope data asso-
ciated with the first image frame, a pose corresponding
to the first set of feature points. The computer-implement-
ed method further including estimating, using the gyro-
scope data associated with the second image frame, a
pose corresponding to the second set of feature points.
The computer-implemented method in which the gyro-
scope data includes at least a raw estimation of a rotation
associated with a mobile device that captured the plural-
ity of image frames, and the gyroscope data is used to
estimate pose and image orientation associated with
each image frame.
[0007] In some implementations, the computer-imple-
mented method may also include determining a plurality
of projection locations corresponding to each feature
point in the first and second sets of feature points, the
determining including for each feature point, coupling po-
sition data and orientation data, selecting at least one
constraint and applying the constraint to the coupled po-
sition data and orientation data, and estimating a camera
pose, and providing, to a stitching module, the updated
camera pose associated with each feature point in which
the stitching module is configured to stitch the plurality
of image frames to generate a 3D image of the scene
based on the estimated camera pose.
[0008] In some implementations, the method may in-
clude at least one constraint of an equidistant orbit con-
straint or a concentric optical axis constraint. The com-
puter-implemented method in which the constraint is se-
lected to reduce search space for a pose estimation al-
gorithm from six degrees of freedom to four degrees of
freedom. The computer-implemented method where the
sequence of images are captured with a mobile device.
The computer-implemented method where the plurality
of projection locations correspond to a center of projec-
tion of a mobile device that captured the plurality of image
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frames. Implementations of the described techniques
may include hardware, a method or process, or computer
software on a computer-accessible medium.
[0009] In another general aspect, a system is de-
scribed that includes one or more computers configured
to perform particular operations or actions by virtue of
having software, firmware, hardware, or a combination
of them installed on the system that in operation causes
or cause the system to perform the actions. One or more
computer programs can be configured to perform partic-
ular operations or actions by virtue of including instruc-
tions that, when executed by data processing apparatus,
cause the apparatus to perform the actions. The system
may include a computer-implemented system executing
on a mobile computing device. The system may include
a pose estimation module with at least one processor
configured to estimate a camera pose for a sequence of
images. The pose estimation module may simulate a uni-
form image capture path based on a non-uniform image
capture path associated with capturing the sequence of
images with the mobile computing device.
[0010] The system may also include a bundle adjust-
ment module with at least one processor configured to
access at least a portion of the sequence of images and
adjust the portion for rendering in 3D space. Other em-
bodiments of this aspect include corresponding compu-
ter systems, apparatus, and computer programs record-
ed on one or more computer storage devices, each con-
figured to perform the actions of the methods.
[0011] Implementations of the system may also in-
clude a uniform image capture path with a path in a single
plane and maintaining less than one inflection point in
the image capture path. Implementations of the system
may also include a non-uniform image capture path in-
cludes a path in more than one plane or a capture path
with two or more inflection points in the image capture
path.
[0012] Implementations may include one or more of
the following features. The system where the bundle ad-
justment module is configured to correct for deviations
in movement in a plurality of portions of the sequence of
images. The system further including a stitching module
configured to stitch a plurality of portions of the sequence
of images to generate a 3D scene. Implementations of
the described techniques may include hardware, a meth-
od or process, or computer software on a computer-ac-
cessible medium.
[0013] Other embodiments of this aspect include cor-
responding computer systems, apparatus, and computer
programs recorded on one or more computer storage
devices, each configured to perform the actions of the
methods.
[0014] The details of one or more implementations are
set forth in the accompanying drawings and the descrip-
tion below. Other features will be apparent from the de-
scription and drawings, and from the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0015]

FIG. 1 is a block diagram of an example system for
capturing images and estimating camera pose infor-
mation for rendering the images in a 3D virtual reality
(VR) environment.
FIG. 2 is a diagram depicting an example capture
path for capturing images using a mobile device.
FIG. 3 is a diagram depicting an example capture
path traversed by a mobile device to capture pano-
ramic images of a scene.
FIG. 4 is a flow chart diagramming one embodiment
of a process to estimate a camera pose for a mobile
device.
FIG. 5 is an example of a computer device and a
mobile computer device that can be used to imple-
ment the techniques described here.

[0016] Like reference symbols in the various drawings
indicate like elements.

DETAILED DESCRIPTION

[0017] The following disclosure describes a number of
techniques that can be employed to estimate camera
pose in association with a mobile device. The mobile de-
vice may be configured to capture and produce omnis-
tereo panoramas. For example, an application running
on the mobile device can be used by a user to capture
images of a scene. The application can receive the im-
ages as they are captured and begin to estimate camera
position and camera orientation information (i.e., camera
pose) for each image. In some implementations, the re-
ceived image content includes video content and the ap-
plication can estimate camera pose information for
frames or portions of frames during or after image cap-
ture. The application can employ algorithms described
in this disclosure to provide two-dimensional (2D) and/or
three-dimensional (3D) panoramic or omnistereo pano-
ramic images using captured image content and estimat-
ed camera pose information associated with the mobile
device.
[0018] Estimating camera pose can be performed us-
ing algorithms described in this disclosure in combination
with a number of particular constraints. Such constraints
can be used as stand-alone constraints, in combination,
or altogether to estimate a camera pose associated with
a mobile device. In general, the algorithms described
herein may function to estimate the camera pose by cou-
pling together both camera orientation and camera po-
sition information in the same coordinate system. Cou-
pling the camera orientation information with the camera
position information can ease the calculations used to
estimate camera pose. By coupling the information, the
capture method for mobile device-based panoramic cap-
ture can be likened to capturing image content using a
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spherical-shaped trajectory in a coordinate system. Such
a capture may be performed by the user holding the mo-
bile device in her hand and swinging (e.g., move) an arm
(partially or fully extended) in a circular path that can be
formed by passing through points above and below the
user’s shoulder and directly in front and behind the user
at the shoulder level. Alternatively, the circular path may
shift toward the user (e.g., above her head) or away from
the user (e.g., to the right or left of the user’s head). The
motion can be used during capture to collect images of
a scene. In some implementations, the trajectory of the
mobile device during the capture swing may be approx-
imated by a spherical-shaped trajectory with an optical
axis of the camera on the mobile device approximately
passing through at a point between the user’s eyes during
the capture. This capture path is an example path and
other shifted or alternate shaped paths are possible.
[0019] In some implementations, the user can swing
(e.g., move) the mobile device in a circular path (or sub-
stantially circular path or nearly circular path) to capture
panoramic images using a partial arm extension or a full
arm extension during a swing. The swing can be likened
to an arm circle that swings on the left side of the body
of a user or on the right side of the body of a user. The
camera position and camera orientation can be coupled
according to constraints based on arm extension and
based on an orientation associated with the mobile de-
vice. For example, a maximum arm constraint can be
used because the user’s arm is a finite length and cannot
be further extended. A mobile device orientation can be
determined with (a) assumptions of a user viewing a
screen on the mobile device (e.g., during capture), (b)
actual measurements from gyroscopes or (c) other sen-
sors on the mobile device. Particular techniques and con-
straints are described in detail below.
[0020] FIG. 1 is a block diagram of an example system
100 for capturing images and estimating camera pose
information for rendering the images in a 3D virtual reality
(VR) environment. In the example system 100, a mobile
device 102 can be used to capture images and/or video
and provide those images or video over a network 104,
or alternatively, can provide the images directly to an
image processing system 107 for analysis and process-
ing. In some implementations of system 100, the image
processing system 107 is provided as part of mobile de-
vice 102. In other implementations, portions of image
processing system 107 are provided on mobile device
102, while other portions of image processing system
107 are provided on another computing system.
[0021] The mobile device 102 may be a mobile phone,
an electronic tablet, a laptop, a camera, or other such
electronic device that may be used to capture and/or ob-
tain image data. In some implementations, the mobile
device 102 can be configured to capture still images. In
some implementations, the mobile device 102 can be
configured to capture video and store such content as
individual frames or video (e.g., .avi files) and such stored
images can be uploaded to the Internet, another server

or device, or stored locally on the mobile device 102. In
some implementations, incoming images can be stored
as encoded images or encoded video. In general, the
images described throughout this disclosure may include
a plurality of consecutive or non-consecutive image
frames of a scene. In some implementations, the images
described throughout this disclosure may include a com-
bination of both consecutive sets of images and non-
consecutive sets of images. The images may be captured
and rendered in two or three dimensions.
[0022] In operation of device 102, a user can access
a camera (also can be referred to as a capture device)
on device 102, hold the device 102 in a selected orien-
tation and pan or sweep the device 102 around to capture
images along a capture path. In general, sweeping de-
vice 102 around to capture images along a capture path
can include having the user move the device 102 around
a circular capture path (or a capture path of another
shape or profile) surrounding her head or body (or part
of a body). In such a sweep, the device 102 may be di-
rected outward away from the user and pointed toward
scenery while the user follows the circular capture path
(or a capture path of another shape or profile). In some
implementations, the capture path can be disposed with-
in, or aligned along, a single plane, can be curved, can
have linear portions, can have one or more discontinui-
ties, and/or so forth. In some implementations, the cap-
ture path can have portions that are disposed within, or
aligned along, more than one plane. While sweeping a
path (e.g., a capture path) and capturing images, the mo-
bile device 102 can receive indications to modify partic-
ular capture configurations. Capture configurations can
include, but are not limited to, mobile device pose/capture
positions/angles/pitch/roll, field of view, camera settings
for lighting/exposure, horizontal or vertical tilt or twist,
speed of camera capture sweep, etc.
[0023] Once the images are captured, the image
processing system 107 (or mobile device 102) can per-
form a number of processes on the images to generate
panoramic images that can be provided to a head mount-
ed display (HMD) device 110 for rendering over network
104, for example. In some implementations, the image
processing system 107 can also provide the processed
images to mobile device 102 and/or to computing device
112 for pose estimation, rendering, storage, or further
processing.
[0024] As shown in FIG. 1, the image processing sys-
tem 107 includes a pose estimation module 116, a bundle
adjustment module 118, a stitching module 120, and a
rendering module 122. The pose estimation module 116
can be configured to estimate a pose that is associated
with a capture device on a mobile device that captures
panoramic images. In particular, the pose estimation
module 116 can be configured to determine, for a partic-
ular panoramic capture session, a probable position, ori-
entation, and focal length associated with the capture
device on the mobile device. The position, orientation,
and focal length can be used as inputs into a pose esti-
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mation model carried out by the pose estimation module
116. In some implementations, the bundle adjustment
module 118 is part of the pose estimation module 116.
[0025] In general, pose information for an object can
be expressed by combining three linear displacement
coordinates (x, y, z) of any reference point on the object,
as well as the three inclination angles (i.e., Euler angles
(ϕ, θ, ψ)) that may describe the pitch, yaw and roll of the
object. Accordingly, the absolute camera pose for a 3D
environment can be measured using an invariant ob-
ject/feature located in the 3D environment. In some im-
plementations, the absolute pose is expressed with ab-
solute pose data (ϕ, θ, ψ, x, y ,z) that represents Euler
rotated object coordinates expressed in world coordi-
nates (Xo, Yo, Zo) with respect to a reference location,
such as, for example, the world origin. Other conventions
for expressing pose data in 3D space and representing
all six degrees of freedom (i.e., three translational de-
grees of freedom and three rotational degrees of free-
dom) are also supported. Accordingly, similar conven-
tions for expressing estimated camera pose information
will be used throughout this disclosure.
[0026] The pose estimation module 116 can use one
or more constraints 124 to estimate the pose for particular
images. Such constraints 124 can be motivated by the
available resources used (e.g., memory resources, com-
putational resources, and capture configuration limita-
tions) when capturing panoramic images with a mobile
device. That is, memory and computational resources
can be limited for mobile device image capture activities
and as such, the pose estimation module 116 can employ
one or more constraints and techniques to lessen the
computational burden on the mobile device 102, while
still providing a stereoscopic 3D image. In some imple-
mentations, use of constraints 124 can be used to reduce
the search space for any of the algorithms used to esti-
mate pose so that the estimation can be robust, yet com-
putationally sparing. In one example, the search space
for a pose estimation algorithm described herein can be
reduced from six degrees of freedom into four degrees
of freedom or three degrees of freedom. For example, if
N images exist and the pose estimation module 116 is
configured to function without constraints, the number of
degrees of freedom [DoF] may be 6∗N. If the concentric
optical axis constraint 128 is used alone, the DoF is re-
duced from 6∗N to 4∗N DoF. If the equidistant orbiting
constraint 126 is used, the DoF can be reduced from 6∗N
DoF to 3∗N +3 DoF. If both the concentric optical axis
constraint 128 and the equidistant orbiting constraint 126
are used, the DoF can be reduced to 3∗N+1 DoF.
[0027] In some implementations, the system 100 can
employ rules, assumptions, and/or constraints 124
based on two model constraints. For example, the pose
estimation module 116 can use a model based on an
equidistant orbit constraint 126 to estimate a camera
pose for mobile device 102. The equidistant orbit con-
straint 126 represents a constrained circular-shaped or-
bit as the user swings an arm around a capture path. This

constraint 126 ensures that the orbit the capture path
travels is equidistant from a center point because the arm
length of the user will not change beyond a maximum
limit during capture. Thus, the circular path can be con-
strained to a maximum of an arm length of the user or
slightly less than arm length if, for example, the user
swings a bent arm. Constraining the path can provide
the advantage of lessening computational requirements
used by the mobile device 102 to estimate camera pose
for particular imagery.
[0028] In another example, the pose estimation mod-
ule 116 can use a model based on a concentric optical
axis constraint 128 to estimate a camera pose. The con-
centric optical axis constraint 128 represents an assump-
tion that a user can swing any mobile device with a cam-
era in a circular path and in doing so the optical axis of
the camera will pass through the world origin (Xo, Yo, Zo).
Similarly, if multiple cameras are used (i.e., on a camera
rig configured to perform the same circular swinging mo-
tion), all cameras on the rig may have optical axes that
pass through the world origin (Xo, Yo, Zo). This constraint
128 can be further defined because when panoramic im-
ages are captured with the mobile device 102, the device
102 may be rotating around the head of a user and the
optical axis passes through the center of the two eyes,
approximately.
[0029] In operation of system 100, the equidistant or-
biting constraint 126 and the concentric optical axis con-
straint 128 can be used together or independently, re-
sulting in the following example combinations. In a non-
limiting example, the pose estimation module 116 can
use the equidistant orbiting constraint 126 and the con-
centric optical axis constraint 128, in combination. In this
example, a center location on the mobile device (i.e.,
capture device onboard mobile device 102) can be ma-
nipulated by a user to rotate on a circular (e.g., spherical)
path and as such, the pose estimation module 116 can
approximate the center of device 102 to be rotating on a
sphere with the optical axis of device 102 passing through
the world origin (Xo, Yo, Zo).
[0030] In another non-limiting example, the pose esti-
mation module 116 can use the equidistant orbiting con-
straint 126 without the concentric optical axis constraint
128. In this example, the approximate center of device
102 can be modeled to rotate on a sphere with an optical
axis of device 102 that may not pass through the center
of the sphere.
[0031] In another non-limiting example, the pose esti-
mation module 116 can use the concentric optical axis
constraint 128 without the equidistant orbiting constraint
126. In this example, the mobile device 102 can be mod-
eled to rotate on a sphere with an optical axis that passes
through the world origin (Xo, Yo, Zo), but the distance to
the world origin may vary. Using the concentric optical
axis constraint 128 alone may provide image output that
can be stitched into stereoscopic panoramic imagery.
[0032] In yet another non-limiting example, the pose
estimation module 116 can use neither of the equidistant
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orbiting constraint 126 or the concentric optical axis con-
straint 128. In this example, the mobile device 102 can
move freely without constrained axes or capture path,
however, pose estimation may be time-consuming.
[0033] Referring to FIG. 1, the bundle adjustment mod-
ule 118 can be configured to receive captured content
(e.g., video or image frames) from one or more cameras
(e.g., mobile device 102) and can estimate a camera
pose that can be associated with the captured content.
The bundle adjustment module 118 can access a portion
(e.g., a bundle) of image frames and adjust the frames
for rendering in 3D space. In some implementations, the
bundle adjustment module 118 can be used to correct
for deviations in camera pose or movement in a number
of bundles and the corrected bundles can be stitched
together to generate a 3D panoramic image.
[0034] In operation, the bundle adjustment module 118
can retrieve or select a bundle of image frames. The bun-
dle of image frames may represent a set of images that
may or may not be in sequence. The module 118 can
detect, from the bundle of image frames, a first set of
feature points in a first frame. The module 118 can then
track the first set of feature points in subsequent frames
during playback, for example. While tracking the first set
of feature points throughout the frames, the module 118
can detect new features that may come into a view as
the sequence of frames is scrolled (or played). The new
features may be represented by a second set of features
in a second frame, for example. The module 118 can
track the new features (i.e., the second set of features)
in addition to tracking the first set of features.
[0035] In some implementations, image processing
system 107 may be installed on a mobile computing de-
vice. The system 107 may include, among other things,
a pose estimation module 116 and a bundle adjustment
module 118. The pose estimation module 116 may in-
clude at least one processor configured to estimate a
camera pose for a sequence of images. The pose esti-
mation module may simulate a uniform image capture
path based on a non-uniform image capture path asso-
ciated with capturing the sequence of images with the
mobile computing device.
[0036] A uniform image capture path may refer to a
relatively smooth capture path that an image capture de-
vice follows during capture. In some implementations,
the uniform image capture path may refer to a path re-
maining in a single plane around a shape without sharp
turns or inflection points. Such examples include a circle,
an ellipse, or similar shapes in which the radius remains
constant or semi-constant. In some implementations, a
uniform image capture path includes a path in a single
plane in which the path maintains less than one inflection
point in the image capture path.
[0037] A non-uniform image capture path may refer to
a combination of jagged and smooth movements along
a capture path that an image capture device follows dur-
ing capture. In some implementations, the non-uniform
image capture path may refer to a path in multiple planes.

In some implementations, a non-uniform image capture
path includes a capture path with two or more inflection
points in the image capture path.
[0038] The bundle adjustment module 118 may in-
clude at least one processor configured to access at least
a portion of the sequence of images to adjust the portion
for rendering in 3D space, for example. In some imple-
mentations, the bundle adjustment module 118 is con-
figured to correct for deviations in movement in a plurality
of portions of the sequence of images. In some imple-
mentations, the system 107 may also include a stitching
module configured to stitch a plurality of portions of the
sequence of images to generate a 3D image of the scene.
For example, the stitching module can access estimated
poses to recraft scenes into a different pose than the
scenes were originally captured. The different pose may
correct for any number of things including, but not limited
to errors, user configurations, display configurations, us-
er capture mistakes, lighting, and the like.
[0039] In some implementations, the system 100 can
track and store gyroscope data from the mobile device,
for example. The gyroscope data may pertain to specific
image frames and/or feature points and may include raw
estimation data of a camera rotation associated with the
mobile device during capture of each specific frame.
Such data can be used to estimate an initial estimate for
a camera pose associated with the mobile device 102,
for example. Using the initial estimate, the system 100
can configure an objective function for an optimization
procedure. In addition, the system 100 can configure var-
iables as input to the objective function to include a) 3D
locations of the tracked feature point, and b) camera po-
sitions and orientations for each of the captured frames
(e.g., retrieved from the gyroscope data or other sensor
or input to device 102). The system 100 can use the ob-
jective function and the 3D locations of the tracked fea-
ture points to generate an updated estimate. In some
implementations, the system 100 can use a predefined
initial estimate for the camera pose in lieu of gyroscope
data. An initial estimate may be calculated using the cam-
era pose with respect to calibrating a mapping of 3D fea-
ture points in a scene to 2D feature points in the scene
in combination with using geometrical measurements of
objects in the scene. The initial estimate can defined by
system 100 to be used as the actual camera pose until
the system 100 can perform additional estimation steps
to calculate the camera pose.
[0040] The objective function can be configured to
project frames from a first image plane into a second
image plane. The projection may function to determine
any errors in the 3D feature points. The objective function
can be used to project the 3D location of the feature points
in each of the image frames using the estimated initial
camera pose information to find one or more hypothetical
projection locations that represent the 3D feature points.
The hypothetical projection locations can be compared
to the feature point locations that the system 100 has
tracked. From this comparison, an error associated with
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particular feature points can be determined by assessing
the differences between the hypothetical projection loca-
tions and the tracked feature points. Once the error is
determined, system 100 can sum all errors associated
with all feature points in a particular bundle to generate
the objective function. In general, the system 100 can
repeat the initial estimate process to attempt to minimize
the objective function and in turn, reduce errors associ-
ated with the pose corresponding to particular feature
points. For example, the system 100 can search for one
or more camera poses (i.e., position and orientation) for
the 3D locations that minimize the objective function. The
objective function can be used to determine an accurate
camera pose to associate with each bundle of images.
The result of applying the objective function with a
number of estimated camera poses, for each bundle, can
enable generation of an accurate, distortion-free pano-
ramic scene.
[0041] In some implementations, the bundle adjust-
ment module 118 can be used in combination with the
pose estimation module 116 to estimate camera pose
for a portion of frames in a particular capture path. In
general, the frames used in bundle adjustment module
118 may be encoded as video to optimize performance
and playback. The bundle adjustment executed by the
bundle adjustment module 118 may include selecting a
portion (i.e., bundle) of frames within the image content
in which to perform optimization adjustments. The bundle
adjustment module 118 can receive estimated camera
pose information from the pose estimation module 116,
for example, and for each frame in the bundle, module
118 can use the estimated camera pose information to
perform a course optimization for the frames in the bun-
dle. The course optimization can be used to stitch the
frames in the bundle together (i.e., using stitching module
120). Any number of bundles can be generated from
frames within captured image content. The pose estima-
tion module 116 can estimate pose for one or more
frames in each bundle and the bundle adjustment module
118 and stitching module 120 can use the estimates to
stitch together a panoramic scene.
[0042] In some implementations, the bundle adjust-
ment module 118 can be configured to correct images
post-capture. For example, after images are captured,
module 118 can compensate for a non-circular camera
trajectory or sweep, a non-parallel principal (camera) ax-
is, and/or an incorrect viewing-direction with respect to
camera trajectory, just to name a few examples.
[0043] Referring again to FIG. 1, the stitching module
120 can be configured to blend or stitch columns of pixels
from several image frames to remove artifacts and pro-
vide distortion-free stereoscopic images. Example arti-
facts include artifacts due to poor exposure (or exposure
changes from image frame to image frame) and/or arti-
facts due to misalignment errors based on a pose asso-
ciated with a mobile device camera. In some implemen-
tations, the module 120 can blend additional content in
between two columns of pixels to provide missing content

in image frames. In other implementations, the module
120 can blend additional content in between two columns
to remove artifacts in the image frames.
[0044] In some implementations, the stitching module
120 can be configured to adjust captured images for ren-
dering in 3D space by correcting for lateral roll movement
that occurred during image capture. In some implemen-
tations, the stitching module 120 can be configured to
adjust captured images for rendering in 3D space by cor-
recting non-conformal camera arc movement that oc-
curred during image capture. In some implementations,
the stitching module 120 can be configured to adjust cap-
tured images for rendering in 3D space by correcting in-
consistent radius measurements (related to the capture
path) that occurred during image capture.
[0045] In some implementations, the stitching module
120 can determine which columns to stitch (e.g., blend)
together. For example, module 120 can analyze captured
image data to determine at least one overlap between
images. The overlap may include matched columns or
regions of pixels from the images, for example. For each
overlap found, the module 120 can select a portion of the
matched pixels and combine them so that each portion
is vertically aligned. The vertically aligned pixels can be
combined to generate one segment of a 3D scene, for
example. In the event that no overlap is detected, the
stitching module 120 can generate additional image con-
tent to be blended between the images. The stitched con-
tent can be rendered in a head-mounted display to dis-
play the content in a VR environment, for example.
[0046] In some implementations, the stitching module
120 can be configured to generate 3D stereoscopic im-
ages based on images obtained with mobile device 102.
The stitching module 120 can be configured to blend pix-
els and/or image-strips from multiple image portions. In
some implementations, blending can be based on flow
fields as determined by an image interpolation compo-
nent (not shown). For example, the stitching module 120
can be configured to determine flow fields (and/or flow
vectors) between related pixels in adjacent images. Flow
fields can be used to compensate for both transforma-
tions that images have undergone and for processing
images that have undergone transformations. For exam-
ple, flow fields can be used to compensate for a trans-
formation of a particular pixel grid of a captured image.
In some implementations, module 120 can generate, by
interpolation of surrounding images, one or more images
that are not part of the captured images, and can inter-
leave the generated images into the captured images to
generate additional virtual reality content for a scene
adapted for display in a VR environment.
[0047] In some implementations, the system 100 can
interleave the generated images using depth, alignment,
and color correction into account to fill in any visual gaps.
For example, the stitching module 120 can be configured
to adjust global color correction across all stitched ele-
ments in a particular scene. In addition, the system 100
can use estimated camera pose information and image
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pixel data to adjust color when stitching image frames
together. The system 100 can also generate image data
to color match other image data and can stitch the gen-
erated image data to the other image data. In some im-
plementations, the system 100 can determine depth data
from a number of different images and can stitch the dif-
ferent images together into a stereoscopic virtual reality
video using the depth information.
[0048] In some implementations, the stitching module
120 can estimate optical flow by adjusting particular im-
ages. The adjustments can include, for example, rectify-
ing a portion of images, determining an estimated camera
pose associated with the portion of images, and deter-
mining a flow between images in the portion. In some
implementations, the stitching module 120 receives im-
ages depicting multiple sweeps of a particular capture
path to capture images in a scene. The images corre-
sponding to the multiple sweeps of the capture path can
be stitched together to form a 3D stereoscopic view of
the scene.
[0049] Once the images are properly adjusted and
stitched, the rendering module 122 can render the imag-
es into a realistic looking scene provided from a virtual
viewpoint. For example, module 122 can render a col-
lection of images captured by a mobile device and pro-
vide virtual reality content, based on those images, to a
user in HMD device 110, for example. Rendered scenes
can be based on images captured in a single circular
sweep, a partial sweep, multiple sweeps of a scene,
and/or at a number of pose positions.
[0050] In some implementations, the mobile device
102 can function as the image processing system 107.
For example, in the event that combinations of particular
images captured with device 102 do not provide an ac-
curate 3D stereoscopic scene, the same device 102 can
perform processing on such images to improve or correct
the accuracy and rendering of any subsequently gener-
ated 3D stereoscopic scene. In particular, the mobile de-
vice 102 can be configured with an image processing
system to optimize the captured images using pose es-
timation and flow fields to provide an accurate rendering
of a scene for presentation in a VR environment.
[0051] In some implementations, the optimization can
include stitching together particular image frames. For
example, during capture of images, the mobile device
102 can determine which columns of pixels in each cap-
tured image frame can be stitched together. The mobile
device 102 can analyze the image frames to determine
feature points/pixel columns in which stitching would pro-
vide a cohesive scene. For each point/column that the
mobile device 102 selects for stitching, device 102 can
capture placement data for the points/columns and can
linearly stitch appropriate points/columns together into a
final image. Such optimizations can function to correct
exposure inconsistencies, correct camera misalign-
ment/pose errors, and/or correct for missing image
frames.
[0052] The implementations described in this disclo-

sure can provide one or more advantages. For example,
the methods and systems described herein can use a
limited field of view associated with a camera on a mobile
device, to produce 3D omnistereo images by stitching
together content from multiple capture events of a scene.
In addition, the methods and systems described herein
can ensure that particular content or angles in a scene
are correctly captured by estimating camera pose and
adjusting the captured images according to the estimated
camera pose.
[0053] In some implementations, multiple mobile de-
vices can be used to capture images of the scene. For
example, mobile device 102 may be one of many mobile
devices arranged on a camera rig (not shown) to capture
additional images of a particular scene. Such a camera
rig can be configured for use as an image capture device
and/or processing device to gather image data for ren-
dering content in a VR environment, for example. The rig
can include mobile devices configured with video cam-
eras, image sensors, and/or infrared cameras, as well
as processing circuitry to process captured images. Im-
age processing system 107 can estimate the camera
pose of any or all devices on the camera rig (not shown)
for purposes of stitching together portions of images or
video captured from the devices.
[0054] In the example system 100, HMD device 110
may represent a virtual reality headset, glasses, eye-
piece, or other wearable device capable of displaying
virtual reality content. In operation, the HMD device 110
can execute a VR application (not shown) which can play-
back received and/or processed images to a user. In
some implementations, the VR application can be hosted
by one or more of the devices 102, 106, or 112, shown
in FIG. 1. In one example, the HMD device 110 can pro-
vide a still representation and/or video playback of a
scene captured by mobile device 102. In general, the
playback may include images stitched into a 3D stereo-
scopic and panoramic scene that provides a user with a
realistic viewing of the scene.
[0055] In the example system 100, the devices 106
and 112 may be a laptop computer, a desktop computer,
a mobile computing device, or a gaming console. In some
implementations, the devices 106 and 112 can be a mo-
bile computing device that can be placed and/or other-
wise located near or within the HMD device 110. The
mobile computing device can include a display device
that can be used as the screen for the HMD device 110,
for example. Devices 102, 106, and 112 can include hard-
ware and/or software for executing a VR application. In
addition, devices 102, 106, and 112 can include hard-
ware and/or software that can recognize, monitor, and
track 3D movement of the HMD device 110, when these
devices are placed in front of or held within a range of
positions relative to the HMD device 110. In some imple-
mentations, devices 102, 106, and 112 can provide ad-
ditional content to HMD device 110 over network 104. In
some implementations, devices 102, 106, 110, and 112
can be connected to/interfaced with one or all of each
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other either paired or connected through network 104.
The connection can be wired or wireless. The network
104 can be a public communications network or a private
communications network.
[0056] The system 100 may include electronic storage.
The electronic storage can include non-transitory storage
media that electronically stores information. The elec-
tronic storage may be configured to store captured im-
ages, obtained images, preprocessed images, post-
processed images, etc. Images captured with any of the
disclosed cameras or devices can be processed and
stored as one or more streams of video, or stored as
individual frames. In some implementations, storage can
occur during capture and rendering can occur directly
after portions of images are captured to enable access
to stereoscopic image content earlier than if capture and
processing were concurrent.
[0057] FIG. 2 is a diagram depicting an example cap-
ture path 202 for capturing images using a mobile device
102 (e.g., mobile device 204a-c). The mobile device
204a-c shown here represents the device 102 at three
locations around the capture path 202 as a user 206
swings her arm in a circular motion to follow path 202.
The capture path 202 can be modeled using a number
of constraints described above with reference to FIG. 1,
for example. As shown, the capture path 202 is about
circular in shape. In some implementations, the capture
path 202 can be circular, semi-circular, partially circular,
elliptical or other variant within arms-length of the user
206.
[0058] As described above, capture resources can be
tied to particular user capturing techniques, and move-
ments. For example, as a user swings her arm to capture
a panoramic view of a scene (e.g., images), the trajectory
of the mobile device (e.g., mobile device 102) may be
approximated by a spherical-shaped trajectory with an
optical axis of the camera on device 102 approximately
passing through at a point between the user’s eyes during
the capture. The user may unintentionally tilt, rotate or
otherwise modify her mobile device (e.g., 204a) through-
out a trajectory. These modifications can make pose es-
timation difficult. Accordingly, the constraints associated
with the estimation techniques described herein can be
used to simulate and/or estimate a stable camera capture
path from an unknown or unexpected user-driven camera
trajectory. Such constraints may provide the advantage
of compact parameterization using minimal computation-
al resources for pose estimation, while enabling faster
reconstruction, and stabilizing pose estimation signifi-
cantly. The constraints can also provide the advantage
of ensuring that any subsequent image processing and
rendering tasks become computationally less than tradi-
tional panoramic capture and pose estimation for mobile
devices.
[0059] FIG. 3 is a diagram depicting an example cap-
ture path 302 traversed by a mobile device 304 to capture
panoramic images of a scene 300. In this example, the
user may be actively capturing a view of a scene 300

using an onboard camera on device 304. Portions of the
scene are displayed on the device 304 screen as the
capture is occurring. The screen can be updated with
new scenery as the user sweeps the device 304 across
the scene 300.
[0060] In the depicted example, the user is holding mo-
bile device 304 in a vertical (e.g., portrait) orientation and
sweeping the device 304 along a capture path 302. In
some implementations, the device 304 can be held hor-
izontally (e.g., in a landscape orientation) or anywhere
in the x-y-z plane 306 to capture a scene facing a camera
associated with the mobile device 304. The user can
sweep around a circular path around her body by sweep-
ing her arm or moving her entire body in a portion of a
circle, a semi-circle or full circle. The user can move the
mobile device 304 at varying speeds and can change
speeds mid-sweep. In general, the user can sweep the
device around an origin 308, which in some examples
may represent the world origin (Xo, Yo, Zo).
[0061] In a non-limiting example, the capture path 302
may be represented as the surface of a sphere-shaped
space in which mobile device 304 can sweep around
path 302 while capturing images with the onboard cam-
era. Capturing the images may correspond to recording
image content with the mobile device 304 by aligning the
device 304 to traverse the capture path 302.
[0062] The following description includes a number of
defined variables and equations that can be used with
both the equidistant orbit constraint 126 and the concen-
tric optical axis constraint 128 described in FIG. 1 above.
The variables include [k] to represent a camera, [X_k] to
represent a pixel location for a camera [k], [P] to represent
a projection 310 or point in the world that a camera [k] is
capturing, [R_k] to represent a rotation of a camera and
[T_k] to represent a translation of a camera transform.
The variables also include [O k] to represent the negative
inverse of [R_k] ∗ [T_k], which represents a position of
the camera [k] at the camera center. The variables ad-
ditionally include matrix [C] to represent a 3 x 3 camera
intrinsic matrix where [X_k] is equal to [x_k; y_k; 1] to
represent an x-y pixel location of the projection of [P] 310
in a camera [k]. Matrix [C] can contain camera focal length
data, skew factor data, pixel aspect ratio data, and prin-
cipal points as elements. The matrix [C] can function to
map a 3D point position in a scene to a 2D pixel coordi-
nate in an image. In some implementations, the model
can be written as [X_k] = [C] ∗ [R_k] ∗ ([P] - [O k]) or
alternatively written as [X_k] = [C] ∗ [R_k] ∗ [P] +[T_k].
The model can be applied using a number of combina-
tions of the constraints. The following examples can be
selectively implemented by the image processing system
107 and pose estimation module 116 to estimate camera
pose associated with a camera [k].
[0063] In a non-limiting example, the pose estimation
module 116 can use the equidistant orbit constraint 126
to estimate a camera pose. For example, the pose esti-
mation module 116 can define that all cameras [k] share
the same translation vector for the translation of a camera
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transform (i.e., [T_k] = [T_0] for all cameras [k]n. Although
the camera translation vectors are the same in this ex-
ample, the camera center position [O k] (which is equal
to the negative inverse of [R_k] ∗ [T 0]) for each of [T_k]
can still differ from each other. However, when using the
equidistant orbit constraint, all of the camera [k] centers
may be considered to be constrained on a spherical sur-
face. This constraint is generally motivated from the user-
based motion of capturing a panoramic set of images by
sweeping her arm and in doing so the position of the
mobile device 304 in her hand may be assumed to be
approximately rotating on a sphere.
[0064] In a non-limiting example, the pose estimation
module 116 can use the concentric optical axis constraint
128 to estimate a camera pose. For example, when using
concentric optical axis, only the z-axis component of each
translation [T_k] may be nonzero. That is, [T_k] = [0; 0;
t_k]. The concentric optical axis constraint 128 may de-
fine that any or all of the cameras’ optical axis pass
through the world origin 308.
[0065] FIG. 4 is a flow chart diagramming one embod-
iment of a process 400 to estimate a camera pose for a
mobile device. In various embodiments, the procedure
400 may be used or produced by the systems such as
those of FIGS. 1 and 5. In some implementations, the
process 400 is carried out on a mobile device. In some
implementations, the process 400 is carried out on a com-
puting device other than the mobile device.
[0066] Block 402 illustrates that, in one embodiment,
the system 100 can obtain a sequence of images. The
sequence of images may be captured with a mobile de-
vice 102 and obtained from the device 102 or another
computing device or storage device. The sequence of
images can include a plurality of image frames of any or
all portions of a scene.
[0067] At block 404, the system 100 can detect a first
set of feature points in a first image frame and track the
first set of feature points in a plurality of subsequent im-
age frames. For example, as the sequence of images is
presented to a computing device (e.g., during playback
or editing), the system 100 can detect feature points and
track the feature points as they appear during playback
and after additional frames and feature points are pre-
sented on the computing device. The tracking can include
indexing object location data, pose data, and/or other
image data in such a way that system 100 can retrieve
the data at a later time to perform stitching and rendering
tasks.
[0068] While continuing to track the first set of feature
points, the system 100 can detect a second set of feature
points in a second image frame. The system 100 can
also track the second set of feature points in the plurality
of subsequent image frames, at block 406.
[0069] At block 408, the system 100 can select a first
initial camera pose associated with the first image frame
and a second initial camera pose associated with the
second image frame. The first and second initial camera
poses may correspond to a hypothesis of location and

pose information for image frames captured with mobile
device 102. For example, the system 100 can determine
that the user is swinging her arm while holding mobile
device 102 to capture images and in doing so, she is
looking at the screen of the mobile device 102. If the user
is looking at the screen of the mobile device 102, the
system 100 can determine specific angles of capture that
can be used to calculated camera pose information. The
system 100 can use this assumption and/or other con-
straints to determine a capture path and distances from
the mobile device 102 to objects in the scene.
[0070] In some implementations, selecting a first initial
camera pose and a second initial camera pose can in-
clude obtaining gyroscope data associated with each im-
age frame in the plurality of image frames and estimating,
using the gyroscope data associated with the first image
frame, a pose corresponding to the first set of feature
points and estimating, using the gyroscope data associ-
ated with the second image frame, a pose corresponding
to the second set of feature points. In some implemen-
tations, the gyroscope information can include at least a
raw estimation of a rotation associated with a mobile de-
vice that captured the plurality of image frames. In some
implementations, the gyroscope information may be
used to estimate pose and image orientation associated
with each image frame.
[0071] At block 410, the system 100 can determine a
plurality of projection locations corresponding to each
feature point in the first set of feature points and the sec-
ond set of feature points. The projection locations, in
world coordinates, correspond to the center of projection
of the camera on mobile device 102 during capture of
particular feature points. For example, the projection lo-
cations may correspond to a center of projection associ-
ated with device 102 for a time point at which the second
image frame was captured. Similarly, the projection lo-
cations may correspond to a center of projection associ-
ated with device 102 for a time point at which the second
image frame was captured, for example The projection
locations can be calculated based at least in part on the
first initial camera pose and the second initial camera
pose. Calculating the projection may include transform-
ing the projection into a perspective view that can be
applied to a 3D coordinate system associated with the
mobile device 102, for example.
[0072] In some implementation, determining a plurality
of projection locations corresponding to each feature
point in the first and second sets of feature points includes
calculating the projections for each feature point by cou-
pling position data and orientation data so that the pose
is calculated using the coupled pair as a single represen-
tation instead of being calculated with an independent
pose metric and an independent orientation metric. The
method to determine the plurality of projection locations
can also include selecting at least one constraint and
applying the constraint to the coupled position data and
orientation data for each feature point in the first and sec-
ond sets of feature points. For example, the system 100
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can apply the equidistant orbit constraint or the concen-
tric optical axis constraint separately. In some implemen-
tations, the system 100 can apply both the equidistant
orbit constraint and the concentric optical axis constraint
in a combined fashion. In some implementations, partic-
ular constraints are selected as a way to reduce search
space for the algorithm described herein. The reduction
can include reducing the search space from six degrees
of freedom to four degrees of freedom. The method to
determine the plurality of projection locations can further
include estimating a camera pose for each feature point
in the first and second sets of feature points.
[0073] The process 400 can also include providing a
stitching module, the estimated camera pose associated
with each feature point, the stitching module configured
to stitch the plurality of image frames to generate a 3D
image of a scene. In some implementations, the process
400 can include performing the above on all of the feature
points in all of the image frames captured by device 102.
In other implementations, the process 400 can include
performing the above steps on a portion of the feature
points and/or a portion of the image frames.
[0074] At block 412, the system 100 can compare the
projection locations corresponding to each feature point
in the first set of feature points and each feature point in
the second set of feature points to the corresponding
tracked first and second set of feature points. The com-
parison can be used to determine errors in camera pose
in order to improve the image content for stitching tasks
at a later time. For example, using this comparison, an
error associated with particular feature points can be de-
termined by assessing differences between the hypo-
thetical or initial projection locations and the tracked fea-
ture points. Once the error is determined, the system 100
can sum all errors associated with corresponding feature
points in a particular bundle to generate a block of image
content that can be stitched.
[0075] At block 414, the system 100 can provide an
updated camera pose for the first and second image
frames based at least in part on determining whether the
projection locations meet a predefined threshold associ-
ated with the tracked first and second set of feature
points. The predefined threshold may pertain to distortion
level, parallax requirements, image metrics, etc. For ex-
ample, the system 100 can be configured to analyze the
tracked first and second set of feature points to ensure
(using a predefined distortion level) that the associated
projection locations do not exceed a particular distortion
percentage for a particular scene or image. Similarly, the
system 100 can be configured to ensure (using a prede-
fined parallax threshold) that the projection locations do
not exceed parallax discomfort levels for a human being.
Such predefined thresholds can function to ensure the
updated camera pose provides a scene or image with
little or no distortion while providing proper parallax to a
human being.
[0076] FIG. 5 shows an example of a generic computer
device 500 and a generic mobile computer device 550,

which may be used with the techniques described here.
Computing device 500 is intended to represent various
forms of digital computers, such as laptops, desktops,
workstations, personal digital assistants, servers, blade
servers, mainframes, and other appropriate computers.
Computing device 550 is intended to represent various
forms of mobile devices, such as personal digital assist-
ants, cellular telephones, smart phones, and other similar
computing devices. The components shown here, their
connections and relationships, and their functions, are
meant to be exemplary only, and are not meant to limit
implementations of the inventions described and/or
claimed in this document.
[0077] Computing device 500 includes a processor
502, memory 504, a storage device 506, a high-speed
interface 508 connecting to memory 504 and high-speed
expansion ports 510, and a low speed interface 512 con-
necting to low speed bus 514 and storage device 506.
Each of the components 502, 504, 506, 508, 510, and
512, are interconnected using various busses, and may
be mounted on a common motherboard or in other man-
ners as appropriate. The processor 502 can process in-
structions for execution within the computing device 500,
including instructions stored in the memory 504 or on the
storage device 506 to display graphical information for a
GUI on an external input/output device, such as display
516 coupled to high speed interface 508. In other imple-
mentations, multiple processors and/or multiple buses
may be used, as appropriate, along with multiple mem-
ories and types of memory. Also, multiple computing de-
vices 500 may be connected, with each device providing
portions of the necessary operations (e.g., as a server
bank, a group of blade servers, or a multi-processor sys-
tem).
[0078] The memory 504 stores information within the
computing device 500. In one implementation, the mem-
ory 504 is a volatile memory unit or units. In another im-
plementation, the memory 504 is a non-volatile memory
unit or units. The memory 504 may also be another form
of computer-readable medium, such as a magnetic or
optical disk.
[0079] The storage device 506 is capable of providing
mass storage for the computing device 500. In one im-
plementation, the storage device 506 may be or contain
a computer-readable medium, such as a floppy disk de-
vice, a hard disk device, an optical disk device, or a tape
device, a flash memory or other similar solid state mem-
ory device, or an array of devices, including devices in a
storage area network or other configurations. A computer
program product can be tangibly embodied in an infor-
mation carrier. The computer program product may also
contain instructions that, when executed, perform one or
more methods, such as those described above. The in-
formation carrier is a computer- or machine-readable me-
dium, such as the memory 504, the storage device 506,
or memory on processor 502.
[0080] The high speed controller 508 manages band-
width-intensive operations for the computing device 500,
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while the low speed controller 512 manages lower band-
width-intensive operations. Such allocation of functions
is exemplary only. In one implementation, the high-speed
controller 508 is coupled to memory 504, display 516
(e.g., through a graphics processor or accelerator), and
to high-speed expansion ports 510, which may accept
various expansion cards (not shown). In the implemen-
tation, low-speed controller 512 is coupled to storage de-
vice 506 and low-speed expansion port 514. The low-
speed expansion port, which may include various com-
munication ports (e.g., USB, Bluetooth, Ethernet, wire-
less Ethernet) may be coupled to one or more input/out-
put devices, such as a keyboard, a pointing device, a
scanner, or a networking device such as a switch or rout-
er, e.g., through a network adapter.
[0081] The computing device 500 may be implement-
ed in a number of different forms, as shown in the figure.
For example, it may be implemented as a standard server
520, or multiple times in a group of such servers. It may
also be implemented as part of a rack server system 524.
In addition, it may be implemented in a personal computer
such as a laptop computer 522. Alternatively, compo-
nents from computing device 500 may be combined with
other components in a mobile device (not shown), such
as device 550. Each of such devices may contain one or
more of computing device 500, 550, and an entire system
may be made up of multiple computing devices 500, 550
communicating with each other.
[0082] Computing device 550 includes a processor
552, memory 564, an input/output device such as a dis-
play 554, a communication interface 566, and a trans-
ceiver 568, among other components. The device 550
may also be provided with a storage device, such as a
microdrive or other device, to provide additional storage.
Each of the components 550, 552, 564, 554, 566, and
568, are interconnected using various buses, and several
of the components may be mounted on a common moth-
erboard or in other manners as appropriate.
[0083] The processor 552 can execute instructions
within the computing device 550, including instructions
stored in the memory 564. The processor may be imple-
mented as a chipset of chips that include separate and
multiple analog and digital processors. The processor
may provide, for example, for coordination of the other
components of the device 550, such as control of user
interfaces, applications run by device 550, and wireless
communication by device 550.
[0084] Processor 552 may communicate with a user
through control interface 558 and display interface 556
coupled to a display 554. The display 554 may be, for
example, a TFT LCD (Thin-Film-Transistor Liquid Crystal
Display) or an OLED (Organic Light Emitting Diode) dis-
play, or other appropriate display technology. The display
interface 556 may comprise appropriate circuitry for driv-
ing the display 554 to present graphical and other infor-
mation to a user. The control interface 558 may receive
commands from a user and convert them for submission
to the processor 552. In addition, an external interface

562 may be provide in communication with processor
552, so as to enable near area communication of device
550 with other devices. External interface 562 may pro-
vide, for example, for wired communication in some im-
plementations, or for wireless communication in other
implementations, and multiple interfaces may also be
used.
[0085] The memory 564 stores information within the
computing device 550. The memory 564 can be imple-
mented as one or more of a computer-readable medium
or media, a volatile memory unit or units, or a non-volatile
memory unit or units. Expansion memory 574 may also
be provided and connected to device 550 through ex-
pansion interface 572, which may include, for example,
a SIMM (Single In Line Memory Module) card interface.
Such expansion memory 574 may provide extra storage
space for device 550, or may also store applications or
other information for device 550. Specifically, expansion
memory 574 may include instructions to carry out or sup-
plement the processes described above, and may in-
clude secure information also. Thus, for example, expan-
sion memory 574 may be provide as a security module
for device 550, and may be programmed with instructions
that permit secure use of device 550. In addition, secure
applications may be provided via the SIMM cards, along
with additional information, such as placing identifying
information on the SIMM card in a non-hackable manner.
[0086] The memory may include, for example, flash
memory and/or NVRAM memory, as discussed below.
In one implementation, a computer program product is
tangibly embodied in an information carrier. The compu-
ter program product contains instructions that, when ex-
ecuted, perform one or more methods, such as those
described above. The information carrier is a computer-
or machine-readable medium, such as the memory 564,
expansion memory 574, or memory on processor 552,
that may be received, for example, over transceiver 568
or external interface 562.
[0087] Device 550 may communicate wirelessly
through communication interface 566, which may include
digital signal processing circuitry where necessary. Com-
munication interface 566 may provide for communica-
tions under various modes or protocols, such as GSM
voice calls, SMS, EMS, or MMS messaging, CDMA, TD-
MA, PDC, WCDMA, CDMA2000, or GPRS, among oth-
ers. Such communication may occur, for example,
through radio-frequency transceiver 568. In addition,
short-range communication may occur, such as using a
Bluetooth, Wi-Fi, or other such transceiver (not shown).
In addition, GPS (Global Positioning System) receiver
module 570 may provide additional navigation- and lo-
cation-related wireless data to device 550, which may be
used as appropriate by applications running on device
550.
[0088] Device 550 may also communicate audibly us-
ing audio codec 560, which may receive spoken infor-
mation from a user and convert it to usable digital infor-
mation. Audio codec 560 may likewise generate audible
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sound for a user, such as through a speaker, e.g., in a
handset of device 550. Such sound may include sound
from voice telephone calls, may include recorded sound
(e.g., voice messages, music files, etc.) and may also
include sound generated by applications operating on
device 550.
[0089] The computing device 550 may be implement-
ed in a number of different forms, as shown in the figure.
For example, it may be implemented as a cellular tele-
phone 580. It may also be implemented as part of a smart
phone 582, personal digital assistant, or other similar mo-
bile device.
[0090] Various implementations of the systems and
techniques described here can be realized in digital elec-
tronic circuitry, integrated circuitry, specially designed
ASICs (application specific integrated circuits), computer
hardware, firmware, software, and/or combinations
thereof. These various implementations can include im-
plementation in one or more computer programs that are
executable and/or interpretable on a programmable sys-
tem including at least one programmable processor,
which may be special or general purpose, coupled to
receive data and instructions from, and to transmit data
and instructions to, a storage system, at least one input
device, and at least one output device.
[0091] These computer programs (also known as pro-
grams, software, software applications or code) include
machine instructions for a programmable processor, and
can be implemented in a high-level procedural and/or
object-oriented programming language, and/or in as-
sembly/machine language. As used herein, the terms
"machine-readable medium" "computer-readable medi-
um" refers to any computer program product, apparatus
and/or device (e.g., magnetic discs, optical disks, mem-
ory, Programmable Logic Devices (PLDs)) used to pro-
vide machine instructions and/or data to a programmable
processor, including a machine-readable medium that
receives machine instructions as a machine-readable
signal. The term "machine-readable signal" refers to any
signal used to provide machine instructions and/or data
to a programmable processor.
[0092] To provide for interaction with a user, the sys-
tems and techniques described here can be implemented
on a computer having a display device (e.g., a CRT (cath-
ode ray tube) or LCD (liquid crystal display) monitor) for
displaying information to the user and a keyboard and a
pointing device (e.g., a mouse or a trackball) by which
the user can provide input to the computer. Other kinds
of devices can be used to provide for interaction with a
user as well; for example, feedback provided to the user
can be any form of sensory feedback (e.g., visual feed-
back, auditory feedback, or tactile feedback); and input
from the user can be received in any form, including
acoustic, speech, or tactile input.
[0093] The systems and techniques described here
can be implemented in a computing system that includes
a back end component (e.g., as a data server), or that
includes a middleware component (e.g., an application

server), or that includes a front end component (e.g., a
client computer having a graphical user interface or a
Web browser through which a user can interact with an
implementation of the systems and techniques described
here), or any combination of such back end, middleware,
or front end components. The components of the system
can be interconnected by any form or medium of digital
data communication (e.g., a communication network).
Examples of communication networks include a local ar-
ea network ("LAN"), a wide area network ("WAN"), and
the Internet.
[0094] The computing system can include clients and
servers. A client and server are generally remote from
each other and typically interact through a communica-
tion network. The relationship of client and server arises
by virtue of computer programs running on the respective
computers and having a client-server relationship to each
other.
[0095] The invention is defined by the appended
claims.

Claims

1. A computer-implemented method (400) comprising:

obtaining (402) a sequence of images including
a plurality of image frames of a scene;
detecting (404) a first set of feature points in a
first image frame;
tracking (404) the first set of feature points in a
plurality of subsequent image frames and while
continuing to track the first set of feature points:

detecting (406) a second set of feature
points in a second image frame, wherein
new features are represented by the second
set of feature points;
tracking (406) the second set of feature
points in the plurality of subsequent image
frames;
selecting (408) a first initial camera pose as-
sociated with the first image frame and a
second initial camera pose associated with
the second image frame;
determining (410) a plurality of projection
locations corresponding to each feature
point in the first set of feature points and the
second set of feature points, the projection
locations based at least in part on the first
initial camera pose and the second initial
camera pose;
comparing (412) the projection locations
corresponding to each feature point in the
first set of feature points and each feature
point in the second set of feature points to
the corresponding tracked first set of feature
points and the tracked second set of feature
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points; and
in response to determining that the projec-
tion locations meet a predefined threshold
corresponding to distortion associated with
the tracked first and second set of feature
points, generating (414) an updated camera
pose for the first image frame and the sec-
ond image frame.

2. The computer-implemented method of claim 1, fur-
ther comprising generating a 3D image of the scene
using the updated camera pose for the first image
frame and the second image frame based at least in
part on determining that the projection locations
meet the predefined threshold.

3. The computer-implemented method of claim 1,
wherein selecting a first initial camera pose and a
second initial camera pose includes obtaining gyro-
scope data associated with each image frame in the
plurality of image frames and estimating, using the
gyroscope data associated with the first image
frame, a pose corresponding to the first set of feature
points.

4. The computer-implemented method of claim 3, fur-
ther comprising estimating, using the gyroscope da-
ta associated with the second image frame, a pose
corresponding to the second set of feature points.

5. The computer-implemented method of claim 3,
wherein the gyroscope data includes at least a raw
estimation of a rotation associated with a mobile de-
vice that captured the plurality of image frames, and
the gyroscope data is used to estimate pose and
image orientation associated with each image frame.

6. The computer-implemented method of claim 1,
wherein determining a plurality of projection loca-
tions corresponding to each feature point in the first
and second sets of feature points includes:

for each feature point:

coupling position data and orientation data;
selecting at least one constraint and apply-
ing the constraint to the coupled position da-
ta and orientation data; and
estimating a camera pose; and

providing, to a stitching module, the updated
camera pose associated with each feature point,
the stitching module configured to stitch the plu-
rality of image frames to generate a 3D image
of the scene based on the estimated camera
pose.

7. The computer-implemented method of claim 6,

wherein the at least one constraint includes an equi-
distant orbit constraint or a concentric optical axis
constraint.

8. The computer-implemented method of claim 6,
wherein the constraint is selected to reduce search
space for a pose estimation algorithm from six de-
grees of freedom to four degrees of freedom.

9. The computer-implemented method of claim 1,
wherein the sequence of images are captured with
a mobile device.

10. The computer-implemented method of claim 1,
wherein the plurality of projection locations corre-
spond to a center of projection of a mobile device
that captured the plurality of image frames.

11. A system (500) comprising:

at least one processor (502);
memory (504) storing instructions that, when ex-
ecuted by the at least one processor (502),
cause the system (500) to perform operations
including the computer-implemented method
(400) of any preceding claim.

Patentansprüche

1. Computerimplementiertes Verfahren (400), umfas-
send:

Erhalten (402) einer Sequenz von Bildern, die
eine Vielzahl von Einzelbildern einer Szene be-
inhalten;
Erfassen (404) eines ersten Satzes von Merk-
malspunkten in einem ersten Einzelbild;
Verfolgen (404) des ersten Satzes von Merk-
malspunkten in einer Vielzahl von nachfolgen-
den Einzelbildern und während des Fortschrei-
tens des Verfolgens des ersten Satzes von
Merkmalspunkten:

Erfassen (406) eines zweiten Satzes von
Merkmalspunkten in einem zweiten Einzel-
bild, wobei neue Merkmale durch den zwei-
ten Satz von Merkmalspunkten dargestellt
werden;
Verfolgen (406) des zweiten Satzes von
Merkmalspunkten in der Vielzahl von nach-
folgenden Einzelbildern;
Auswählen (408) einer ersten anfänglichen
Kameraposition, die mit dem ersten Einzel-
bild assoziiert ist, und einer zweiten anfäng-
lichen Kameraposition, die mit dem zweiten
Einzelbild assoziiert ist;
Bestimmen (410) einer Vielzahl von Positi-

25 26 



EP 3 323 109 B1

16

5

10

15

20

25

30

35

40

45

50

55

onen der Projektion, die jedem Merkmals-
punkt in dem ersten Satz von Merkmals-
punkten und dem zweiten Satz von Merk-
malspunkten entsprechen, wobei die Posi-
tionen der Projektion zumindest teilweise
auf der ersten anfänglichen Kamerapositi-
on und der zweiten anfänglichen Kamera-
position basieren;
Vergleichen (412) der Positionen der Pro-
jektion, die jedem Merkmalspunkt in dem
ersten Satz von Merkmalspunkten und je-
dem Merkmalspunkt in dem zweiten Satz
von Merkmalspunkten entsprechen, mit
dem entsprechenden verfolgten ersten
Satz von Merkmalspunkten und dem ver-
folgten zweiten Satz von Merkmalspunkten;
und
in Reaktion auf das Bestimmen, dass die
Positionen der Projektion einen vordefinier-
ten Schwellenwert erfüllen, der einer Ver-
zerrung entspricht, die mit dem verfolgten
ersten und zweiten Satz von Merkmals-
punkten assoziiert ist, Erzeugen (414) einer
aktualisierten Kameraposition für das erste
Einzelbild und für das zweite Einzelbild.

2. Computerimplementiertes Verfahren nach An-
spruch 1, das ferner das Erzeugen eines 3D-Bildes
der Szene unter Verwendung der aktualisierten Ka-
meraposition für das erste Einzelbild und für das
zweite Einzelbild zumindest teilweise basierend auf
der Bestimmung, dass die Positionen der Projektion
den vordefinierten Schwellenwert erfüllen, umfasst.

3. Computerimplementiertes Verfahren nach An-
spruch 1, wobei das Auswählen einer ersten anfäng-
lichen Kameraposition und einer zweiten anfängli-
chen Kameraposition das Erhalten von Gyroskop-
daten, die mit jedem Einzelbild in der Vielzahl von
Einzelbildern assoziiert sind, und das Schätzen ei-
ner Position, die dem ersten Satz von Merkmals-
punkten entspricht, unter Verwendung der Gyros-
kopdaten, die mit dem ersten Einzelbild assoziiert
sind, umfasst.

4. Computerimplementiertes Verfahren nach An-
spruch 3, das ferner das Schätzen, unter Verwen-
dung der mit dem zweiten Einzelbild assoziierten Gy-
roskopdaten, einer dem zweiten Satz von Merkmal-
spunkten entsprechenden Position, umfasst.

5. Computerimplementiertes Verfahren nach An-
spruch 3, wobei die Gyroskopdaten zumindest eine
grobe Schätzung einer Drehung beinhalten, die mit
einer mobilen Vorrichtung assoziiert ist, die die Viel-
zahl von Einzelbildern erfasst hat, und die Gyros-
kopdaten verwendet werden, um die Position und
die Bildausrichtung zu schätzen, die mit jedem Ein-

zelbild assoziiert sind.

6. Computerimplementiertes Verfahren nach An-
spruch 1, wobei das Bestimmen einer Vielzahl von
Positionen der Projektion, die jedem Merkmalspunkt
in dem ersten und zweiten Satz von Merkmalspunk-
ten entsprechen, beinhaltet:

für jeden Merkmalspunkt:

Koppelpositionsdaten und Ausrichtungsda-
ten;
Auswählen zumindest einer Beschränkung
und Anwenden der Beschränkung auf die
gekoppelten Positionsdaten und Ausrich-
tungsdaten; und
Schätzen einer Kameraposition; und

Bereitstellen, für ein Bildzusammenfügemodul,
der aktualisierten Kameraposition, die mit jedem
Merkmalspunkt assoziiert ist, wobei das Bildzu-
sammenfügemodul konfiguriert ist, die Vielzahl
von Einzelbildern zusammenzufügen, um ein
3D-Bild der Szene, basierend auf der geschätz-
ten Kameraposition, zu erzeugen.

7. Computerimplementiertes Verfahren nach An-
spruch 6, wobei die zumindest eine Beschränkung
eine äquidistante Orbit-Beschränkung oder eine
konzentrische optische Achsenbeschränkung bein-
haltet.

8. Computerimplementiertes Verfahren nach An-
spruch 6, wobei die Beschränkung ausgewählt wird,
um den Suchraum für einen Positionsschätzalgorith-
mus von sechs Freiheitsgraden auf vier Freiheits-
grade zu reduzieren.

9. Computerimplementiertes Verfahren nach An-
spruch 1, wobei die Sequenz von Bildern mit einem
Mobilgerät erfasst wird.

10. Computerimplementiertes Verfahren nach An-
spruch 1, wobei die Vielzahl von Positionen der Pro-
jektion einem Projektionszentrum eines Mobilgeräts
entspricht, das die Vielzahl von Einzelbildern erfasst
hat.

11. System (500), Folgendes umfassend:

zumindest einen Prozessor (502);
Speicher (504), der Anweisungen speichert, die
bei Ausführung durch den zumindest einen Pro-
zessor (502) das System (500) veranlassen,
Operationen auszuführen, die das computerim-
plementierte Verfahren (400) nach einem der
vorhergehenden Ansprüche beinhalten.
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Revendications

1. Procédé mis en œuvre par ordinateur (400)
comprenant :

l’obtention (402) d’une séquence d’images in-
cluant une pluralité de trames d’image d’une
scène ;
la détection (404) d’un premier ensemble de
points caractéristiques dans une première tra-
me d’image ;
le suivi (404) du premier ensemble de points ca-
ractéristiques dans une pluralité de trames
d’image subséquentes et tout en continuant à
suivre le premier ensemble de points
caractéristiques :

la détection (406) d’un deuxième ensemble
de points caractéristiques dans une deuxiè-
me trame d’image, dans lequel de nouvelles
caractéristiques sont représentées par le
deuxième ensemble de points
caractéristiques ;
le suivi (406) du deuxième ensemble de
points caractéristiques dans la pluralité de
trames d’image subséquentes ;
la sélection (408) d’une première pose de
caméra initiale associée à la première tra-
me d’image et d’une deuxième pose de ca-
méra initiale associée à la deuxième trame
d’image ;
la détermination (410) d’une pluralité d’em-
placements de projection correspondant à
chaque point caractéristique dans le pre-
mier ensemble de points caractéristiques et
le deuxième ensemble de points caractéris-
tiques, les emplacements de projection
étant basés au moins en partie sur la pre-
mière pose de caméra initiale et la deuxiè-
me pose de caméra initiale ;
la comparaison (412) des emplacements de
projection correspondant à chaque point
caractéristique dans le premier ensemble
de points caractéristiques et chaque point
caractéristique dans le deuxième ensemble
de points caractéristiques au premier en-
semble suivi correspondant de points ca-
ractéristiques et au deuxième ensemble
suivi de points caractéristiques ; et
en réponse à la détermination du fait que
les emplacements de projection atteignent
un seuil prédéfini correspondant à une dis-
torsion associée aux premier et deuxième
ensembles suivis de points caractéristi-
ques, la génération (414) d’une pose de ca-
méra mise à jour pour la première trame
d’image et la deuxième trame d’image.

2. Procédé mis en œuvre par ordinateur selon la re-
vendication 1, comprenant en outre la génération
d’une image 3D de la scène en utilisant la pose de
caméra mise à jour pour la première trame d’image
et la deuxième trame d’image sur la base au moins
en partie de la détermination du fait que les empla-
cements de projection atteignent le seuil prédéfini.

3. Procédé mis en œuvre par ordinateur selon la re-
vendication 1, dans lequel la sélection d’une premiè-
re pose de caméra initiale et d’une deuxième pose
de caméra initiale inclut l’obtention de données de
gyroscope associées à chaque trame d’image dans
la pluralité de trames d’image et l’estimation, à l’aide
des données de gyroscope associées à la première
trame d’image, d’une pose correspondant au pre-
mier ensemble de points caractéristiques.

4. Procédé mis en œuvre par ordinateur selon la re-
vendication 3, comprenant en outre l’estimation, à
l’aide des données de gyroscope associées à la
deuxième trame d’image, d’une pose correspondant
au deuxième ensemble de points caractéristiques.

5. Procédé mis en œuvre par ordinateur selon la re-
vendication 3, dans lequel les données de gyroscope
incluent au moins une estimation brute d’une rotation
associée à un dispositif mobile qui a capturé la plu-
ralité de trames d’image, et les données de gyros-
cope sont utilisées pour estimer la pose et l’orienta-
tion d’image associées à chaque trame d’image.

6. Procédé mis en œuvre par ordinateur selon la re-
vendication 1, dans lequel la détermination d’une
pluralité d’emplacements de projection correspon-
dant à chaque point caractéristique dans les premier
et deuxième ensembles de points caractéristiques
inclut :

pour chaque point caractéristique :

le couplage de données de position et de
données d’orientation ;
la sélection d’au moins une contrainte et
l’application de la contrainte aux données
de position et aux données d’orientation
couplées ; et
l’estimation d’une pose de caméra ; et

la fourniture, à un module d’assemblage, de la
pose de caméra mise à jour associée à chaque
point caractéristique, le module d’assemblage
étant configuré pour assembler la pluralité de
trames d’image pour générer une image 3D de
la scène sur la base de la pose de caméra es-
timée.

7. Procédé mis en œuvre par ordinateur selon la re-
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vendication 6, dans lequel l’au moins une contrainte
inclut une contrainte d’orbite équidistante ou une
contrainte d’axe optique concentrique.

8. Procédé mis en œuvre par ordinateur selon la re-
vendication 6, dans lequel la contrainte est choisie
pour réduire l’espace de recherche d’un algorithme
d’estimation de pose de six degrés de liberté à quatre
degrés de liberté.

9. Procédé mis en œuvre par ordinateur selon la re-
vendication 1, dans lequel la séquence d’images est
capturée avec un dispositif mobile.

10. Procédé mis en œuvre par ordinateur selon la re-
vendication 1, dans lequel la pluralité d’emplace-
ments de projection correspond à un centre de pro-
jection d’un dispositif mobile qui a capturé la pluralité
de trames d’image.

11. Système (500) comprenant :

au moins un processeur (502) ;
une mémoire (504) stockant des instructions
qui, lorsqu’elles sont exécutées par l’au moins
un processeur (502), amènent le système (500)
à réaliser des opérations incluant le procédé mis
en œuvre par ordinateur (400) selon l’une quel-
conque des revendications précédentes.
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