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MAINTAINING INTERNET PROTOCOL
ADDRESS FOR NETWORK TRAFFIC
DURING HANDOVER PROCEDURE

TECHNICAL FIELD

[0001] The present disclosure relates to telecommunica-
tions technology.

BACKGROUND

[0002] Mobile subscribers typically access the Internet
through a home network. When roaming, however, mobile
subscribers instead access the Internet via a visited network.
There are two main approaches for roaming mobile sub-
scribers to access the Internet: home routing and local
breakout. In home routing, the visited network sends net-
work traffic from the mobile subscriber to the home network,
which then provides the network traffic to the Internet. In
local breakout, the visited network sends the network traffic
directly to the Internet. Only local breakout permits a visited
network to assign an Internet Protocol address to a User
Equipment (UE).

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] FIG. 1 illustrates a system configured to maintain
an Internet Protocol (IP) address for network traffic during
handover from a fifth generation network to a fourth gen-
eration network, according to an example embodiment.
[0004] FIGS. 2A and 2B collectively illustrate a sequence
diagram that shows operations performed by various entities
in the system of FIG. 1, according to an example embodi-
ment.

[0005] FIG. 3 illustrates another system configured to
maintain an [P address for network traffic during handover
from a fifth generation network to a fourth generation
network, according to an example embodiment.

[0006] FIGS. 4A and 4B collectively illustrate a sequence
diagram that shows operations performed by various entities
in the system of FIG. 3, according to an example embodi-
ment.

[0007] FIG. 5 illustrates a system configured to maintain
an IP address for network traffic during handover from a
fourth generation network to a fifth generation network,
according to an example embodiment.

[0008] FIGS. 6A and 6B collectively illustrate a sequence
diagram that shows operations performed by various entities
in the system of FIG. 5, according to an example embodi-
ment.

[0009] FIG. 7 illustrates a block diagram of a computing
device configured to maintain an IP address for network
traffic during a handover procedure, according to an example
embodiment.

[0010] FIG. 8 illustrates a flowchart of a method for
maintaining an I[P address for network traffic during a
handover procedure, according to an example embodiment.

DESCRIPTION OF EXAMPLE EMBODIMENTS

Overview

[0011] In one example embodiment, a User Plane Func-
tion (UPF) in a Visited Public Land Mobile Network
(V-PLMN) that includes a first network and a second net-
work, obtains network traffic from user equipment via the
first network. The UPF provides the network traffic obtained
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via the first network to a data network with an Internet
Protocol (IP) address allocated to the network traffic
obtained from the user equipment. In response to a handover
of the user equipment from the first network to the second
network, the UPF obtains the network traffic from the user
equipment via the second network. The UPF provides the
network traffic obtained via the second network to the data
network with the IP address.

Example Embodiments

[0012] FIG. 1 illustrates a system 100 configured to main-
tain an Internet Protocol (IP) address for network traffic
during handover. System 100 includes User Equipment (UE)
105, Visited Public Land Mobile Network (V-PLMN) 110,
and Home Public Land Mobile Network (H-PLMN) 115.
UE 105 may be mobile equipment such as a phone, laptop,
Internet of Things (IoT) device, etc. V-PLMN 110 and
H-PLMN 115 may be located in different countries and
managed by different mobile network operators.

[0013] V-PLMN 110 is configured to provide access to
Data Network (DN) (e.g., Internet) 116 via both fourth
generation network (e.g., 4G) 118 and fifth generation
network (e.g., 5G) 119. To that end, V-PLMN 110 includes
components of both fourth generation network 118 and fifth
generation network 119. The components of fourth genera-
tion network 118 include eNodeB 120, Mobility Manage-
ment Entity (MME) 125, Serving Gateway (SGW) 130, and
Public DN (PDN) Gateway (PGW) User plane function
(PGW-U) 132. eNodeB 120 is configured to communicate
directly with UE 105. MME 125 is configured to control
many aspects of fourth generation network 118. SGW 130 is
configured to route and forward network traffic. SGW 130 is
configured to communicate with eNodeB 120 over an S1-U
interface, with MME 125 over an S11 interface, and with
PGW-U 132 over an S5-U interface.

[0014] The components of fifth generation network 119
include gNodeB 135, Access and Mobility Management
Function (AMF) 140, User Plane Function (UPF) 145, and
Session Management Function (SMF) 150. gNodeB 135 is
configured to communicate directly with UE 105. AMF 140
is configured to handle connection and mobility manage-
ment tasks on behalf of UE 105. AMF 140 is configured to
communicate with MME 125 over an N26 interface to
handle mobility management messages when User Equip-
ment UE 105 hands over between fifth generation network
119 and fourth generation network 118. UPF 145 is config-
ured to terminate sessions, and may anchor both a fifth
generation visited UPF and PGW-U 132. UPF 145 is con-
figured to communicate with DN 116 over an N6 interface.
SMF 150 is configured to manage sessions with UPF 145.
SMF 150 is configured to communicate with UPF 145 over
an N4 interface.

[0015] H-PLMN 115 includes PGW Control plane func-
tion / Home SMF (PGW-C/H-SMF) 155. PGW-C/H-SMF
155 includes functionality associated with PGW-C 1554 and
H-SMF 15556. PGW-C 155a is configured to select and
manage one or more PGW-Us. In one example, H-PLMN
115 may be configured with PGW-U 132 anchored by UPF
145. H-SMF 15556 is configured to perform similar opera-
tions as SMF 150, but for H-PLMN 115. PGW-C/H-SMF
155 is configured to communicate with SGW 130 over an
S8-C interface, with PGW-U over an Sx interface, with UPF
145 over an Sx/N4 interface, and with SMF 150 over an
N16' interface.
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[0016] Initially, UE 105 is connected to gNodeB 135. In
this example, fifth generation network 119 supports local
break out in V-PLMN 110. For example, the UE subscriber
profile in a Unified Data Repository (UDR) in V-PLMN 110
may allow for local break out. This may cause UPF 145 to
anchor the Protocol Data Unit (PDU) session. As such, the
UPF 145 obtains network traffic via gNodeB 135 and
provides the network traffic to DN 116 with an IP address
allocated to network traffic obtained from UE 105. Thus, the
network traffic is sent directly to DN 116 in V-PLMN 110
instead of first being home-routed to H-PLMN 115.

[0017] At some later point in time, a handover procedure
is initiated as UE 105 moves from gNodeB 135 (fifth
generation network 119) to eNodeB 120 (fourth generation
network 118), as represented by arrow 160. In this example,
the fourth generation network 118 does not support local
break out. This is often the case in fourth generation
networks because there are no deployments of local break
out in the Evolved Packet Core (EPC) and S9 interface, and
as such the management of sessions in V-PLMNs is gener-
ally not considered viable.

[0018] Conventionally, when UE 105 hands over from
gNodeB 135 to eNodeB 120, MME 125 would assign
PGW-C/H-SMF 155 to the network traffic. That is, network
traffic would be home-routed from eNodeB 120 to SGW 130
and then to PGW-C/H-SMF 155, and finally to a DN in
H-PLMN 115. This process requires selection of a new UPF
in H-PLMN 115, which would cause loss of the established
PDU session in fifth generation network 119. This process
would also prompt allocation of a new IP address to the
network traffic obtained from UE 105 because the PDN of
fourth generation network 118 is connected to a PGW-U in
H-PLMN 115.

[0019] In cases where V-PLMN 110 and H-PLMN 115 are
located in different administrative domains (e.g., countries),
the new IP address would have different policies associated
therewith. Due to the change in the IP address and the
network to which UE 105 is connected, in many cases
applications that use the locality of UE 105 (e.g., video
subject to country-specific Digital Rights Management
(DRM)) can fail, leading to a major disruption in user
experience. Thus, conventionally, handover 160 would
negatively impact or stop applications that restrict access to
content based on IP address because of DRM and regulatory
restrictions. Furthermore, MME 125 would not be able to
select the PGW-C address of SMF 150 and would therefore
need to re-establish the PDN, causing a disruption to any
real-time services.

[0020] Accordingly, handover logic 165 is provided in
UPF 145 to cause UPF 145 to perform operations described
herein associated with avoiding disruptions in conventional
handovers as described above. Briefly, in response to han-
dover 160, UPF 145 may obtain the network traffic via
eNodeB 120 (of fourth generation network 118), and pro-
vide the network traffic to DN 116 with the same IP address
previously allocated to the network traffic obtained from UE
105. Thus, there is no change in the network or the IP
address associated with the network traffic from UE 105.
This seamless IP continuity may thereby minimize/eliminate
disruptions to user applications caused by handover 160.
[0021] In one example, after handover 160, UPF 145 may
obtain the network traffic from eNodeB 120 via SGW 130
and then provide the network traffic to DN 116 with the
previously allocated IP address. SGW 130 may provide the
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network traffic to UPF 145 based on an indication obtained
from PGW-C/H-SMF 155 to provide the network traffic to
UPF 145.

[0022] In order to indicate that the network traffic is to be
provided to UPF 145, PGW-C/H-SMF 155 may first obtain
an identification of UPF 145. In one example, UPF 145 may
provide an indication of the identification of UPF 145 to
PGW-C/H-SMF 155 over the Sx/N4 interface. For instance,
PGW-C/H-SMF 155 may retrieve the session state using the
Sx/N4 interface extensions.

[0023] In another example, SMF 150 may provide the
indication of the identification of UPF 145 to PGW-C/H-
SMF 155 over the N16' interface. For instance, PGW-C/H-
SMF 155 may use context retrieval procedures as specified
in clause 5.34 of 3rd Generation Partnership Project 3GPP)
Technical Specification (TS) 23.501, published June 2019.
PGW-C/H-SMF 155 may, for example, use a method for
Enhancing Topology of SMF and UPF in 5G Networks
(ETSUN) to insert SMF 150.

[0024] In still another example, AMF 140 may provide the
indication of the identification of UPF 145 to PGW-C/H-
SMF 155. For instance, AMF 140 may provide the indica-
tion over the N26 interface to MME 125, which may provide
the indication over the S11 interface to SGW 130, which in
turn may provide the indication over the S8-C interface to
PGW-C/H-SMF 155.

[0025] FIGS. 2A and 2B collectively illustrate sequence
diagram 200, which shows operations performed by various
entities in system 100. Briefly, sequence diagram 200 illus-
trates a method to transfer a PDN session from SMF 150 to
PGW-C/H-SMF 155 while maintaining the PDU session
anchored at UPF 145. Reference is also made to FIG. 1 for
purposes of the description of FIG. 2. At 202, UE 105 sends
a registration request to gNodeB 135. At 204, gNodeB 135
sends a PDU session create request to AMF 140. At 206,
AMF 140 selects SMF 150 and, at 208, sends an Nsmf PDU
create message to SMF 150. At 210, SMF 350 selects UPF
145 based on local break out policy and location and, at 212,
establishes an N4 session with UPF 145. At 214, SMF 150
sends an Nsmf response message to AMF 140.

[0026] At 216, SMF 150 sends an Namf communication
over an N1N2 interface to AMF 140. The Namf communi-
cation may include an identification of UPF 145. At 218,
AMF 140 sends a registration accept to UE 105 and PDU
session establishment is complete. At 220, network traffic is
transmitted between UE 105 and gNodeB 135. At 222, the
network traffic is transmitted between gNodeB 135 and UPF
145 over an N3 interface. At 224, the network traffic with a
given IP address is transmitted between UPF 145 and DN
116.

[0027] At226, gNodeB 135 initiates a handover procedure
to fourth generation network 118. At 228, gNodeB 135 sends
a message to AMF 140 indicating that handover is required.
At 230, AMF 140 sends a forward relocation request to
MME 125 identifying SMF 150 and UPF 145 as part of the
inter—radio access technology handover procedure, and
MME 125 returns a forward relocation response/acknowl-
edgment. At 232, MME 125 selects SGW 130. At 234, in
response to determining that local break out for fourth
generation network 118 is restricted in V-PLMN 110, MME
125 selects PGW-C/H-SMF 155 based on local configura-
tion and/or the identification of UPF 145.

[0028] At 236, MME 125 sends a handover request type
create session request to SGW 130. At 238, SGW 130 sends
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the handover request type create session request with the
identification of SMF 150 and UPF 145 to PGW-C/H-SMF
155. At 240, if the N16' interface is supported, PGW-C/H-
SMF 155 retrieves the context from SMF 150. At 242, if the
N16' interface is not supported, PGW-C/H-SMF 155
retrieves the session state including the PDN IP address from
UPF 145 using extensions to interface Sx. At 244, UPF 145
and PGW-C/H-SMF 155 modify the Sx session.

[0029] At 246, PGW-C/H-SMF 155 sends a create session
response including the identification of UPF 145 to SGW
130. At 248, SGW 130 sends a create session response
including the identification of UPF 145 to MME 125. At
250, network traffic is transmitted between UE 105 and
eNodeB 120. At 252, the network traffic is transmitted
between eNodeB 120 and SGW 130 over the S1-U interface.
At 254, the network traffic is transmitted between SGW 130
and UPF 145 over the S8-U interface. At 256, the network
traffic with the same given IP address is transmitted between
UPF 145 and DN 116.

[0030] FIG. 3 illustrates system 300, which is configured
to maintain an IP address for network traffic during han-
dover. System 300 includes UE 305, V-PLMN 310, and
H-PLMN 315. V-PLMN 310 is configured to provide access
to DN 316 and includes fourth generation network 318 and
fifth generation network 319. Fourth generation network 318
includes eNodeB 320, MME 325, and SGW 330. Fifth
generation network 319 includes gNodeB 335, AMF 340,
UPF 345, and SMF 350. UPF 345 includes handover logic
370 to enable UPF 345 to perform operations described
herein. V-PLMN 310 also includes Intermediate UPF
(I-UPF) 355, and H-PLMN 315 includes PGW-C/H-SMF
360. I-UPF 355 is configured to communicate with SGW
330 over the S8-U interface, with UPF 345 over the N9
interface, and with PGW-C/H-SMF 360 over the Sx/N4
interface.

[0031] Initially, UE 305 is connected to gNodeB 335. At
some point, a handover procedure is initiated and UE 305
detaches from gNodeB 335 and reattaches to eNodeB 320,
as represented at 365. MME 325 may select PGW-C/H-SMF
360 in a similar manner as described above in connection
with FIGS. 1 and 2, but in this example PGW-C/H-SMF 360
may select [-UPF 355 autonomously instead of obtaining an
indication of an identity of a specified UPF from V-PLMN
310. In one example, after handover 365, UPF 345 may
obtain the network traffic from eNodeB 320 via SGW 330
and [-UPF 355, and then provide the network traffic to DN
316 with the previously allocated IP address.

[0032] SGW 330 may provide the network traffic to I-UPF
355 based on an indication obtained from PGW-C/H-SMF
360 to provide the network traffic to I-UPF 355. In one
example, SMF 350 may transfer the context of the session
to PGW-C/H-SMF 360 over the N16' interface. In a further
example, PGW-C/H-SMF 360 may retrieve charging infor-
mation and push policy rules from SMF 350 over the N16'
interface. Although I-UPF 355 is located in V-PLMN 310, it
will be appreciated that in other examples PGW-C/H-SMF
360 may select an I-UPF located in H-PLMN 315. Because
I-UPF 355 and UPF 345 are configured to communicate
over the N9 interface, UPF 345 need not transfer the session
over the N4 interface. This allows the same IP address to be
used for the network traffic even after handover 365.
[0033] FIGS. 4A and 4B collectively illustrate sequence
diagram 400, which shows operations performed by various
entities in system 300. Briefly, sequence diagram 400 illus-
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trates a method whereby PGW-C/H-SMF 360 selects I-UPF
355 for IP session continuity. At 402, UE 305 sends a
registration request to gNodeB 335. At 404, gNodeB 335
sends a PDU session create request to AMF 340. At 406,
AMF 340 selects SMF 350 and, at 408, sends an Nsmf PDU
create message to SMF 350. At 410, SMF 350 selects UPF
345 based on local break out policy and location and, at 412,
establishes an N4 session with UPF 345. At 414, SMF 350
sends an Nsmf response message to AMF 340.

[0034] At 416, SMF 350 sends an Namf communication
over an N1N2 interface to AMF 340. The Namf communi-
cation may include an identification of UPF 345. At 418,
AMF 340 sends a registration accept to UE 305 and PDU
session establishment is complete. At 420, network traffic is
transmitted between UE 305 and gNodeB 335. At 422, the
network traffic is transmitted between gNodeB 335 and UPF
345 over the N3 interface. At 424, the network traffic with
a given [P address is transmitted between UPF 345 and DN
316.

[0035] At 426, gNodeB 335 initiates a handover procedure
to fourth generation network 318. At 428, gNodeB 335
sends a message to AMF 340 indicating that handover is
required. At 430, AMF 340 sends a forward relocation
request to MME 325 identifying SMF 350 and UPF 345 as
part of the inter—radio access technology handover proce-
dure, and MME 325 returns a forward relocation response/
acknowledgment. At 432, MME 325 selects SGW 330. At
434, in response to determining that local break out for the
fourth generation network 318 is restricted in V-PLMN 310,
MME 325 selects PGW-C/H-SMF 360 based on local con-
figuration and/or the identification of UPF 345.

[0036] At 436, MME 325 sends a handover request type
create session request to SGW 330. At 438, SGW 330 sends
the handover request type create session request with the
identification of SMF 350 and UPF 345 to PGW-C/H-SMF
360. At 440, if the N16' interface is supported, PGW-C/H-
SMF 360 retrieves PDN context policy and charging infor-
mation from SMF 350. At 442, if the N16' interface is not
supported, PGW-C/H-SMF 360 establishes an Sx session
without transfer of contexts between UPF 345 and I-UPF
355. At 444, UPF 345 and I-UPF 355 establish an N9
session.

[0037] At 446, PGW-C/H-SMF 360 sends a create session
response including the identification of I-UPF 355 to SGW
330. At 448, SGW 330 sends a create session response
including the identification of I-UPF 355 to MME 325. At
450, network traffic is transmitted between UE 305 and
eNodeB 320. At 452, the network traffic is transmitted
between eNodeB 320 and SGW 330 over the S1-U interface.
At 454, the network traffic is transmitted between SGW 330
and I-UPF 355 over the S8-U interface. At 456, the network
traffic is transmitted between I-UPF 355 and UPF 345 over
the N9 interface. At 458, the network traffic with the same
given IP address is transmitted between UPF 345 and DN
316.

[0038] FIG. 5 illustrates system 500, which is configured
to maintain an IP address for network traffic during han-
dover. System 500 includes UE 505, V-PLMN 510, and
H-PLMN 515. V-PLMN 510 is configured to provide access
to DN 516 and includes fourth generation network 518 and
fifth generation network 519. Fourth generation network 518
includes eNodeB 520, MME 525, and SGW 530. Fifth
generation network 519 gNodeB 535, AMF 540, I-UPF 545,
and SMF 550. I-UPF 545 includes handover logic 570 to
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enable I-UPF 545 to perform operations described herein.
V-PLMN 510 also includes PGW-U/UPF 555, and H-PLMN
515 includes PGW-C/H-SMF 560. I-UPF 545 is configured
to communicate with gNodeB 535 over the S1-U interface,
with DN 516 over the N6 interface, and with PGW-U/UPF
555 over the N9 interface. PGW-U/UPF 555 is configured to
communicate with DN 516 over the SGi N6 interface.
PGW-C/H-SMF 560 is configured to communicate with
SMF 550 over the N16 interface.

[0039] Unlike systems 100 and 300, which dealt with
handover from fifth generation networks 119 and 319 to
fourth generation networks 118 and 318, system 500
addresses handover from fourth generation network 518 to
fifth generation network 519. In this example, local break
out is suppressed for the relevant PDU/PDN. Initially, UE
505 is connected to eNodeB 520, and PGW-U/UPF 555 is
configured to obtain network traffic from UE 505 via eNo-
deB 520 and provide the network traffic to DN 516. At some
point, a handover procedure is initiated and UE 505 detaches
from eNodeB 520 and reattaches to gNodeB 535, as repre-
sented by arrow 565. I-UPF 545 may obtain, from SMF 550,
an indication to establish a session with PGW-U/UPF 555.
In one example, SMF 550 may select I-UPF 545 based on
information obtained from PGW-C/H-SMF 560. I-UPF 545
may establish a session with PGW-U/UPF 555 over the N9
interface, obtain the network traffic from gNodeB 535, and
provide the network traffic to DN 516 with the same IP
address as used by PGW-U/UPF 555. This provides the
benefits of local break out without the complexity of the
managing a session in V-PLMN 510 (e.g., charging and
debugging). In a further example, I-UPF 545 may breakout
specific traffic at the edge using the N16 interface.

[0040] FIGS. 6A and 6B collectively illustrate sequence
diagram 600, which shows operations performed by various
entities in system 500. Briefly, sequence diagram 600 illus-
trates a method whereby I-UPF 545 breaks out specific
traffic at the edge to enable IP session continuity. At 602, UE
505 sends an initial attach message with a default PDN
connection request to MME 525. At 604, MME 525 selects
SGW 530 and PGW-C/H-SMF 560. At 606, MME 525 sends
a create session request to SGW 530. At 608, SGW 530
sends the create session request to PGW-C/H-SMF 560. At
610, based on local break out policy and location, PGW-C/
H-SMF 560 selects PGW-U/UPF 555. At 612, PGW-C/H-
SMF 560 and PGW-U/UPF 555 establish an Sx session.

[0041] At 614, PGW-C/H-SMF 560 sends a create session
response to SGW 530. At 616, SGW 530 sends the create
session response to MME 525. At 618, MME 525 sends an
attach accept message to UE 505 and PDU session estab-
lishment is complete. At 620 and 622, MME 525 and
PGW-C/H-SMF 560 exchange a modify bearer request and
response via SGW 530. At 624, network traffic is transmitted
between UE 505 and eNodeB 520. At 626, the network
traffic is transmitted between eNodeB 520 and SGW 530
over the S1-U interface. At 628, the network traffic is
transmitted between SGW 530 and PGW-U/UPF 555 over
the S8-U interface. At 630, the network traffic with a given
1P address is transmitted between PGW-U/UPF 555 and DN
516.

[0042] At 632, eNodeB 520 initiates a handover procedure
to fifth generation network 519. At 634, eNodeB 520 sends
a message to MME 525 indicating that handover is required.
At 636, MME 525 sends a forward relocation request to
AMF 540 identifying PGW-C/H-SMF 560 and UPF 555 as
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part of the inter - radio access technology handover proce-
dure over the N26 interface, and AMF 540 returns a forward
relocation response/acknowledgment. At 638, AMF 540
selects SMF 550. At 640, SMF 550 retrieves context policy
and charging information from PGW-C/H-SMF 560.

[0043] At 642, AMF 540 sends an Nsmf PDU create
request to SMF 550. At 644, SMF 550 selects I-UPF 545
based on local break out policy and location. At 646, I-UPF
545 and SMF 550 establish an N4 session to allow for
breakout of specific network traffic at the edge. At 648,
I-UPF 545 and PGW-U/UPF 555 establish an N9 session. At
650, SMF 550 sends an Nsmf PDU create response to AMF
540. At 652, SMF 550 sends an Namf communication over
an NIN2 interface to AMF 540. The Namf communication
may include an identification of I-UPF 545. At 654, AMF
540 determines that the handover procedure was successful.
At 656, network traffic is transmitted between UE 505 and
gNodeB 535. At 658, the network traffic is transmitted
between gNodeB 535 and I-UPF 545 over the N3 interface.
At 660, the network traffic with the same given IP address
is transmitted between [-UPF 545 and DN 516.

[0044] FIG. 7 illustrates a hardware block diagram of a
computing device 700 that may perform the functions of any
of the servers or computing or control entities referred to
herein in connection with maintaining an IP address for
network traffic during a handover procedure. It should be
appreciated that FIG. 7 provides only an illustration of one
embodiment and does not imply any limitations with regard
to the environments in which different embodiments may be
implemented. Many modifications to the depicted environ-
ment may be made.

[0045] As depicted, the device 700 includes a bus 712,
which provides communications between computer proces-
sor(s) 714, memory 716, persistent storage 718, communi-
cations unit 720, and input/output (I/0) interface(s) 722. Bus
712 can be implemented with any architecture designed for
passing data and/or control information between processors
(such as microprocessors, communications and network
processors, etc.), system memory, peripheral devices, and
any other hardware components within a system. For
example, bus 712 can be implemented with one or more
buses.

[0046] Memory 716 and persistent storage 718 are com-
puter readable storage media. In the depicted embodiment,
memory 716 includes Random Access Memory (RAM) 724
and cache memory 726. In general, memory 716 can include
any suitable volatile or non-volatile computer readable stor-
age media. Instructions for handover logic 792 may be
stored in memory 716 or persistent storage 718 for execution
by processor(s) 714.

[0047] One or more programs may be stored in persistent
storage 718 for execution by one or more of the respective
computer processors 714 via one or more memories of
memory 716. The persistent storage 718 may be a magnetic
hard disk drive, a solid state hard drive, a semiconductor
storage device, Read-Only Memory (ROM), Erasable Pro-
grammable Read-Only Memory (EPROM), flash memory,
or any other computer readable storage media that is capable
of storing program instructions or digital information.

[0048] The media used by persistent storage 718 may also
be removable. For example, a removable hard drive may be
used for persistent storage 718. Other examples include
optical and magnetic disks, thumb drives, and smart cards
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that are inserted into a drive for transfer onto another
computer readable storage medium that is also part of
persistent storage 718.

[0049] Communications unit 720, in these examples, pro-
vides for communications with other data processing sys-
tems or devices. In these examples, communications unit
720 includes one or more network interface cards. Commu-
nications unit 720 may provide communications through the
use of either or both physical and wireless communications
links.

[0050] 1/O interface(s) 722 allows for input and output of
data with other devices that may be connected to device 700.
For example, /O interface 722 may provide a connection to
external devices 728 such as a keyboard, keypad, a touch
screen, and/or some other suitable input device. External
devices 728 can also include portable computer readable
storage media such as database systems, thumb drives,
portable optical or magnetic disks, and memory cards.
[0051] Software and data used to practice embodiments
can be stored on such portable computer readable storage
media and can be loaded onto persistent storage 718 via I/O
interface(s) 722. /O interface(s) 722 may also connect to a
display 730. Display 730 provides a mechanism to display
data to a user and may be, for example, a computer monitor.
[0052] FIG. 8 is a flowchart of method 800 for maintaining
an IP address for network traffic during a handover proce-
dure. Method 800 may be performed by a UPF ina V-PLMN
that includes a first (e.g., fifth generation) network and a
second (e.g., fourth generation) network (e.g., UPF 145,
UPF 345, or I-UPF 545). At 810, the UPF obtains network
traffic from user equipment via the first network. At 820, the
UPF provides the network traffic obtained via the first
network to a data network with an IP address allocated to the
network traffic obtained from the user equipment. At 830, in
response to a handover of the user equipment from the first
network to the second network, the UPF obtains the network
traffic from the user equipment via the second network. At
840, the UPF provides the network traffic obtained via the
second network to the data network with the IP address.
[0053] The programs described herein are identified based
upon the application for which they are implemented in a
specific embodiment. However, it should be appreciated that
any particular program nomenclature herein is used merely
for convenience, and thus the embodiments should not be
limited to use solely in any specific application identified
and/or implied by such nomenclature.

[0054] Data relating to operations described herein may be
stored within any conventional or other data structures (e.g.,
files, arrays, lists, stacks, queues, records, etc.) and may be
stored in any desired storage unit (e.g., database, data or
other repositories, queue, etc.). The data transmitted
between entities may include any desired format and
arrangement, and may include any quantity of any types of
fields of any size to store the data. The definition and data
model for any datasets may indicate the overall structure in
any desired fashion (e.g., computer-related languages,
graphical representation, listing, etc.).

[0055] The present embodiments may employ any number
of any type of user interface (e.g., Graphical User Interface
(GUI), command-line, prompt, etc.) for obtaining or pro-
viding information, where the interface may include any
information arranged in any fashion. The interface may
include any number of any types of input or actuation
mechanisms (e.g., buttons, icons, fields, boxes, links, etc.)
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disposed at any locations to enter/display information and
initiate desired actions via any suitable input devices (e.g.,
mouse, keyboard, etc.). The interface screens may include
any suitable actuators (e.g., links, tabs, etc.) to navigate
between the screens in any fashion.

[0056] The environment of the present embodiments may
include any number of computer or other processing systems
(e.g., client or end-user systems, server systems, etc.) and
databases or other repositories arranged in any desired
fashion, where the present embodiments may be applied to
any desired type of computing environment (e.g., cloud
computing, client-server, network computing, mainframe,
stand-alone systems, etc.). The computer or other processing
systems employed by the present embodiments may be
implemented by any number of any personal or other type of
computer or processing system (e.g., desktop, laptop, Per-
sonal Digital Assistant (PDA), mobile devices, etc.), and
may include any commercially available operating system
and any combination of commercially available and custom
software (e.g., machine learning software, etc.). These sys-
tems may include any types of monitors and input devices
(e.g., keyboard, mouse, voice recognition, etc.) to enter
and/or view information.

[0057] It is to be understood that the software of the
present embodiments may be implemented in any desired
computer language and could be developed by one of
ordinary skill in the computer arts based on the functional
descriptions contained in the specification and flow charts
illustrated in the drawings. Further, any references herein of
software performing various functions generally refer to
computer systems or processors performing those functions
under software control. The computer systems of the present
embodiments may alternatively be implemented by any type
of hardware and/or other processing circuitry.

[0058] The various functions of the computer or other
processing systems may be distributed in any manner among
any number of software and/or hardware modules or units,
processing or computer systems and/or circuitry, where the
computer or processing systems may be disposed locally or
remotely of each other and communicate via any suitable
communications medium (e.g., Local Area Network (LAN),
Wide Area Network (WAN), Intranet, Internet, hardwire,
modem connection, wireless, etc.). For example, the func-
tions of the present embodiments may be distributed in any
manner among the various end-user/client and server sys-
tems, and/or any other intermediary processing devices. The
software and/or algorithms described above and illustrated
in the flow charts may be modified in any manner that
accomplishes the functions described herein. In addition, the
functions in the flow charts or description may be performed
in any order that accomplishes a desired operation.

[0059] The software of the present embodiments may be
available on a non-transitory computer useable medium
(e.g., magnetic or optical mediums, magneto-optic medi-
ums, floppy diskettes, Compact Disc ROM (CD-ROM),
Digital Versatile Disk (DVD), memory devices, etc.) of a
stationary or portable program product apparatus or device
for use with stand-alone systems or systems connected by a
network or other communications medium.

[0060] The communication network may be implemented
by any number of any type of communications network
(e.g., LAN, WAN; Internet, Intranet, Virtual Private Net-
work (VPN), etc.). The computer or other processing sys-
tems of the present embodiments may include any conven-
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tional or other communications devices to communicate
over the network via any conventional or other protocols.
The computer or other processing systems may utilize any
type of connection (e.g., wired, wireless, etc.) for access to
the network. Local communication media may be imple-
mented by any suitable communication media (e.g., local
area network (LAN), hardwire, wireless link, Intranet, etc.).
[0061] The system may employ any number of any con-
ventional or other databases, data stores or storage structures
(e.g., files, databases, data structures, data or other reposi-
tories, etc.) to store information. The database system may
be implemented by any number of any conventional or other
databases, data stores or storage structures (e.g., files, data-
bases, data structures, data or other repositories, etc.) to store
information. The database system may be included within or
coupled to the server and/or client systems. The database
systems and/or storage structures may be remote from or
local to the computer or other processing systems, and may
store any desired data.

[0062] The embodiments presented may be in various
forms, such as a system, a method, and/or a computer
program product at any possible technical detail level of
integration. The computer program product may include a
computer readable storage medium (or media) having com-
puter readable program instructions thereon for causing a
processor to carry out aspects of presented herein.

[0063] The computer readable storage medium can be a
tangible device that can retain and store instructions for use
by an instruction execution device. The computer readable
storage medium may be, for example, but is not limited to,
an electronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
RAM, a ROM, EPROM, Flash memory, a Static RAM
(SRAM), a portable CD-ROM, a DVD, a memory stick, a
floppy disk, a mechanically encoded device, and any suit-
able combination of the foregoing. A computer readable
storage medium, as used herein, is not to be construed as
being transitory signals per se, such as radio waves or other
freely propagating electromagnetic waves, electromagnetic
waves propagating through a waveguide or other transmis-
sion media (e.g., light pulses passing through a fiber-optic
cable), or electrical signals transmitted through a wire.
[0064] Computer readable program instructions described
herein can be downloaded to respective computing/process-
ing devices from a computer readable storage medium or to
an external computer or external storage device via a net-
work, for example, the Internet, a local area network, a wide
area network and/or a wireless network. The network may
comprise copper transmission cables, optical transmission
fibers, wireless transmission, routers, firewalls, switches,
gateway computers and/or edge servers. A network adapter
card or network interface in each computing/processing
device receives computer readable program instructions
from the network and forwards the computer readable
program instructions for storage in a computer readable
storage medium within the respective computing/processing
device.

[0065] Computer readable program instructions for carry-
ing out operations of the present embodiments may be
assembler instructions, Instruction-Set-Architecture (ISA)
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instructions, machine instructions, machine dependent
instructions, microcode, firmware instructions, state-setting
data, configuration data for integrated circuitry, or either
source code or object code written in any combination of one
or more programming languages, including an object ori-
ented programming language such as Python, C++, or the
like, and procedural programming languages, such as the
“C” programming language or similar programming lan-
guages. The computer readable program instructions may
execute entirely on the user’s computer, partly on the user’s
computer, as a stand-alone software package, partly on the
user’s computer and partly on a remote computer or entirely
on the remote computer or server. In the latter scenario, the
remote computer may be connected to the user’s computer
through any type of network, including a LAN or a WAN,
or the connection may be made to an external computer (for
example, through the Internet using an Internet Service
Provider). In some embodiments, electronic circuitry includ-
ing, for example, programmable logic circuitry, Field-Pro-
grammable Gate Arrays (FPGA), or Programmable Logic
Arrays (PLA) may execute the computer readable program
instructions by utilizing state information of the computer
readable program instructions to personalize the electronic
circuitry, in order to perform aspects presented herein.
[0066] Aspects of the present embodiments are described
herein with reference to flowchart illustrations and/or block
diagrams of methods, apparatus (systems), and computer
program products according to the embodiments. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks in the
flowchart illustrations and/or block diagrams, can be imple-
mented by computer readable program instructions.

[0067] These computer readable program instructions may
be provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function in a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified in the flowchart and/or block diagram block or
blocks.

[0068] The computer readable program instructions may
also be loaded onto a computer, other programmable data
processing apparatus, or other device to cause a series of
operational steps to be performed on the computer, other
programmable apparatus or other device to produce a com-
puter implemented process, such that the instructions which
execute on the computer, other programmable apparatus, or
other device implement the functions/acts specified in the
flowchart and/or block diagram block or blocks.

[0069] The flowchart and block diagrams in the figures
illustrate the architecture, functionality, and operation of
possible implementations of systems, methods, and com-
puter program products according to various embodiments.
In this regard, each block in the flowchart or block diagrams
may represent a module, segment, or portion of instructions,
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which comprises one or more executable instructions for
implementing the specified logical function(s). In some
alternative implementations, the functions noted in the
blocks may occur out of the order noted in the figures. For
example, two blocks shown in succession may, in fact, be
executed substantially concurrently, or the blocks may
sometimes be executed in the reverse order, depending upon
the functionality involved. It will also be noted that each
block of the block diagrams and/or flowchart illustration,
and combinations of blocks in the block diagrams and/or
flowchart illustration, can be implemented by special pur-
pose hardware-based systems that perform the specified
functions or acts or carry out combinations of special
purpose hardware and computer instructions.

[0070] The descriptions of the various embodiments have
been presented for purposes of illustration, but are not
intended to be exhaustive or limited to the embodiments
disclosed. Many modifications and variations will be appar-
ent to those of ordinary skill in the art without departing
from the scope and spirit of the described embodiments. The
terminology used herein was chosen to best explain the
principles of the embodiments, the practical application or
technical improvement over technologies found in the mar-
ketplace, or to enable others of ordinary skill in the art to
understand the embodiments disclosed herein.

[0071] In one form, a method is provided. The method
comprises: at a user plane function in a visited public land
mobile network that includes a first network and a second
network: obtaining network traffic from user equipment via
the first network; providing the network traffic obtained via
the first network to a data network with an Internet Protocol
(IP) address allocated to the network traffic obtained from
the user equipment; in response to a handover of the user
equipment from the first network to the second network,
obtaining the network traffic from the user equipment via the
second network; and providing the network traffic obtained
via the second network to the data network with the IP
address.

[0072] In one example, obtaining the network traffic via
the second network includes: obtaining the network traffic
from a serving gateway in the visited public land mobile
network, wherein the serving gateway obtains, from a home
public land mobile network, an indication to provide the
network traffic to the user plane function. In a further
example, the method further comprises: at the user plane
function: providing an identification of the user plane func-
tion to the home public land mobile network. In another
further example, an identification of the user plane function
is provided to the home public land mobile network from a
session management function in the visited public land
mobile network. In yet another further example, an identi-
fication of the user plane function is provided to the home
public land mobile network from an access and mobility
management function in the visited public land mobile
network.

[0073] In another example, obtaining the network traffic
via the second network includes: obtaining the network
traffic from a serving gateway in the visited public land
mobile network via an intermediate user plane function
selected by a home public land mobile network, wherein the
serving gateway obtains, from the home public land mobile
network, an indication to provide the network traffic to the
intermediate user plane function.
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[0074] In yet another example, the method further com-
prises: at the user plane function: in response to a handover
of the user equipment from the second network to the first
network, obtaining, from a session management function in
the visited public land mobile network, an indication to
establish a session with another user plane function in the
visited public land mobile network, wherein the other user
plane function obtains the network traffic via the second
network and provides the network traffic to the data network
with the IP address; establishing the session with the other
user plane function; obtaining the network traffic from the
user equipment via the first network; and providing the
network traffic obtained via the first network to the data
network with the IP address.

[0075] In another form, an apparatus is provided. The
apparatus comprises: a network interface configured to
provide/obtain network traffic to/from user equipment; and
one or more processors of a user plane function in a visited
public land mobile network that includes a first network and
a second network, wherein the one or more processors are
coupled to the network interface and are configured to:
obtain the network traffic from the user equipment via the
first network; provide the network traffic obtained via the
first network to a data network with an Internet Protocol (IP)
address allocated to the network traffic obtained from the
user equipment; in response to a handover of the user
equipment from the first network to the second network,
obtain the network traffic from the user equipment via the
second network; and provide the network traffic obtained via
the second network to the data network with the IP address.
[0076] In another form, one or more non-transitory com-
puter readable storage media are provided. The one or more
non-transitory computer readable storage media are encoded
with instructions that, when executed by a processor of a
user plane function in a visited public land mobile network
that includes a first network and a second network, cause the
processor to: obtain network traffic from user equipment via
the first network; provide the network traffic obtained via the
first network to a data network with an Internet Protocol (IP)
address allocated to the network traffic obtained from the
user equipment; in response to a handover of the user
equipment from the first network to the second network,
obtain the network traffic from the user equipment via the
second network; and provide the network traffic obtained via
the second network to the data network with the IP address.
[0077] The above description is intended by way of
example only. Although the techniques are illustrated and
described herein as embodied in one or more specific
examples, it is nevertheless not intended to be limited to the
details shown, since various modifications and structural
changes may be made within the scope and range of equiva-
lents of the claims.
What is claimed is:
1. A method comprising:
at a user plane function in a visited public land mobile
network that includes a first network and a second
network:
obtaining network traffic from user equipment via the
first network;
providing the network traffic obtained via the first
network to a data network with an Internet Protocol
(IP) address allocated to the network traffic obtained
from the user equipment;
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in response to a handover of the user equipment from
the first network to the second network, obtaining the
network traffic from the user equipment via the
second network; and

providing the network traffic obtained via the second
network to the data network with the IP address.

2. The method of claim 1, wherein obtaining the network
traffic via the second network includes:

obtaining the network traffic from a serving gateway in

the visited public land mobile network, wherein the
serving gateway obtains, from a home public land
mobile network, an indication to provide the network
traffic to the user plane function.

3. The method of claim 2, further comprising:

at the user plane function:

providing an identification of the user plane function to
the home public land mobile network.

4. The method of claim 2, wherein an identification of the
user plane function is provided to the home public land
mobile network from a session management function in the
visited public land mobile network.

5. The method of claim 2, wherein an identification of the
user plane function is provided to the home public land
mobile network from an access and mobility management
function in the visited public land mobile network.

6. The method of claim 1, wherein obtaining the network
traffic via the second network includes:

obtaining the network traffic from a serving gateway in

the visited public land mobile network via an interme-
diate user plane function selected by a home public
land mobile network, wherein the serving gateway
obtains, from the home public land mobile network, an
indication to provide the network traffic to the inter-
mediate user plane function.

7. The method of claim 1, further comprising:

at the user plane function:

in response to a handover of the user equipment from
the second network to the first network, obtaining,
from a session management function in the visited
public land mobile network, an indication to estab-
lish a session with another user plane function in the
visited public land mobile network, wherein the
other user plane function obtains the network traffic
via the second network and provides the network
traffic to the data network with the IP address;

establishing the session with the other user plane func-
tion;

obtaining the network traffic from the user equipment
via the first network; and

providing the network traffic obtained via the first
network to the data network with the IP address.

8. The method of claim 1, wherein the first network is a
fifth generation network and the second network is a fourth
generation network.

9. An apparatus comprising:

a network interface configured to provide/obtain network

traffic to/from user equipment; and

one or more processors of a user plane function in a

visited public land mobile network that includes a first

network and a second network, wherein the one or

more processors are coupled to the network interface

and are configured to:

obtain the network traffic from the user equipment via
the first network;
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provide the network traffic obtained via the first net-
work to a data network with an Internet Protocol (IP)
address allocated to the network traffic obtained from
the user equipment;

in response to a handover of the user equipment from
the first network to the second network, obtain the
network traffic from the user equipment via the
second network; and

provide the network traffic obtained via the second
network to the data network with the IP address.

10. The apparatus of claim 9, wherein the one or more
processors are further configured to:

obtain the network traffic from a serving gateway in the

visited public land mobile network, wherein the serving
gateway obtains, from a home public land mobile
network, an indication to provide the network traffic to
the user plane function.

11. The apparatus of claim 10, wherein the one or more
processors are further configured to:

provide an identification of the user plane function to the

home public land mobile network.

12. The apparatus of claim 10, wherein an identification
of the user plane function is provided to the home public
land mobile network from a session management function in
the visited public land mobile network.

13. The apparatus of claim 10, wherein an identification
of the user plane function is provided to the home public
land mobile network from an access and mobility manage-
ment function in the visited public land mobile network.

14. The apparatus of claim 9, wherein the one or more
processors are further configured to:

obtain the network traffic from a serving gateway in the

visited public land mobile network via an intermediate
user plane function selected by a home public land
mobile network, wherein the serving gateway obtains,
from the home public land mobile network, an indica-
tion to provide the network traffic to the intermediate
user plane function.

15. The apparatus of claim 9, wherein the one or more
processors are further configured to:

in response to a handover of the user equipment from the

second network to the first network, obtain, from a
session management function in the visited public land
mobile network, an indication to establish a session
with another user plane function in the visited public
land mobile network, wherein the other user plane
function obtains the network traffic via the second
network and provides the network traffic to the data
network with the IP address;

establish the session with the other user plane function;

obtain the network traffic from the user equipment via the

first network; and

provide the network traffic obtained via the first network

to the data network with the IP address.

16. The apparatus of claim 9, wherein the first network is
a fifth generation network and the second network is a fourth
generation network.

17. One or more non-transitory computer readable storage
media encoded with instructions that, when executed by a
processor of a user plane function in a visited public land
mobile network that includes a first network and a second
network, cause the processor to:

obtain network traffic from user equipment via the first

network;
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provide the network traffic obtained via the first network
to a data network with an Internet Protocol (IP) address
allocated to the network traffic obtained from the user
equipment;

in response to a handover of the user equipment from the

first network to the second network, obtain the network
traffic from the user equipment via the second network;
and

provide the network traffic obtained via the second net-

work to the data network with the IP address.

18. The one or more non-transitory computer readable
storage media of claim 17, wherein the instructions further
cause the processor to:

obtain the network traffic from a serving gateway in the

visited public land mobile network, wherein the serving
gateway obtains, from a home public land mobile
network, an indication to provide the network traffic to
the user plane function.

19. The one or more non-transitory computer readable
storage media of claim 17, wherein the instructions further
cause the processor to:

obtain the network traffic from a serving gateway in the

visited public land mobile network via an intermediate
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user plane function selected by a home public land
mobile network, wherein the serving gateway obtains,
from the home public land mobile network, an indica-
tion to provide the network traffic to the intermediate
user plane function.

20. The one or more non-transitory computer readable
storage media of claim 17, wherein the instructions further
cause the processor to:

in response to a handover of the user equipment from the

second network to the first network, obtain, from a
session management function in the visited public land
mobile network, an indication to establish a session
with another user plane function in the visited public
land mobile network, wherein the other user plane
function obtains the network traffic via the second
network and provides the network traffic to the data
network with the IP address;

establish the session with the other user plane function;

obtain the network traffic from the user equipment via the

first network; and

provide the network traffic obtained via the first network

to the data network with the IP address.

#* #* #* #* #*



