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(57) ABSTRACT

Embodiments disclosed herein provide systems and methods
for the filtering, selection and presentation of vendors
accounting for both user characteristics and vendor charac-
teristics, such that the systems and methods may be used by
both customer and vendor alike to better match customer
needs with the resource-constrained vendors with whom a
successful sale has a higher probability of occurring. Embodi-
ments may include filtering, selecting and/or presenting ven-
dors to a user sorted by the probability that the particular
vendor will possess the characteristics that appeal to a par-
ticular customer and therefore result in a large probability of
sale and suppress presentation of those vendors that are
unlikely to be selected by the customer since their character-
istics are less consistent with those needed by the customer
and, therefore, are unlikely to result in a sale.
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A .
Beiow Eaclory vl E-mail
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Phone Number

Comments {optional)
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Learn More »
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25 ( miles from Sputh STICKER PRICE: 430,885~ |
Dartmouth, MA YOUR PRICE: $25,879¢ -
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Express Checkout Bei ;
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Learn More »
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Dartrouih, MA
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Get Dirsctions »

Comtact oo
John Doe
{555) 555-5555

Send Email v

Below Factory Invoice

$3,500 {includss Incentives)

Factory Invaice: $28,879
Dealer Offer: -$3,500
Your Price: $25.379

How your price works

o, i Al of these dealers have
¢ agreed to price their models
relative to the Factory Invaice prics.

Example:

Factory invoice: 328,879
Dealer Offer: -$3 501
Your Prics: $25,378

& TrugCar, Ing

FIG. 64
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- CAMEL CLOTH LOW BACK FRONT

28.7 miles from South
Dartmouth, MA
1300 Pordiac Ave

STICKER PRICE: $36:085~
YOUR PRICE: $25,378
FAN

Cranston, Ri 2920
Get Directions »

Contact info
Jane Doe
{555) 123-4567

Send Email »

This dealer has agreed to price
your deal relative to the Factory
inveice Price. Their offer is:

Balow Faclory invoice

$3,501 {Includes incentives}
Factory nvoice: $28,879
Dealer Offer; -$3,500
Your Price: $25,379

This dealer charges a $215
documeniation fee.
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- P235/70H16 ALL-SEASON OWL TIRES

Incentives {included)
_$2,000 CUSTOMER INCENTIVE
(EXPIRES ON 2011-04-D4)
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{EXPIRES ON 2011-04-04)
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B Colonial Ford
Learn Marg »
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Dartmouth, MA
147 Samoset ST

STICKER PRICE: $305:095-
YOUR PRICF: $25,879
A

Frae Local Deliveryd

iiymt?u‘zi‘sb,li\ﬂé 02360 | This dealer has agresd to price
Gel Directions » your dea! relative to the Factory
" invoice Price. Thelr offer is:
Contact infe

Boly Smiith , Below Faclory Invoics
{(555) 788-1234 $3,000 {Includes Ihoentives)
Send Email » Faciory Invoice:  $28,879

Dealer Offer; -$3,000

Benafits Your Price: $25,879
Fxpress Checkout
Available!

This dealer charges a $279
documsntation fee.

630

© TrueCar, Inc
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METHOD AND SYSTEM FOR SELECTION,
FILTERING OR PRESENTATION OF
AVAILABLE SALES OUTLETS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of, and claims a
benefit of priority under 35 U.S.C. §120 from U.S. patent
application Ser. No. 14/488,062, filed Sep. 16, 2014, entitled
“METHOD AND SYSTEM FOR SELECTION, FILTER-
ING OR PRESENTATION OF AVAILABLE SALES OUT-
LETS,” which is a continuation of, and claims a benefit of
priority from U.S. patent application ser. No. 13/534,930,
filed Jun. 27, 2012, now U.S. Pat. No. 8,868,480, entitled
“METHOD AND SYSTEM FOR SELECTION, FILTER-
ING OR PRESENTATION OF AVAILABLE SALES OUT-
LETS,” which is a conversion of, and claims a benefit of
priority under 35 U.S.C. §119 from U.S. Provisional Appli-
cation No. 61/504,017, filed Jul. 1, 2011, entitled “METHOD
AND SYSTEM FOR SELECTION, FILTERING OR PRE-
SENTATION OF AVAILABLE SALES OUTLETS,” all of
which are fully incorporated herein by reference in their
entireties.

COPYRIGHT NOTICE

[0002] A portion of the disclosure of this patent document
contains material to which a claim for copyright is made. The
copyright owner has no objection to the facsimile reproduc-
tion by anyone of the patent document or the patent disclo-
sure, as it appears in the Patent and Trademark Office patent
file or records, but reserves all other copyright rights whatso-
ever.

TECHNICAL FIELD

[0003] This disclosure relates generally to the presentation
of sales outlets to a customer. In particular, this disclosure
relates to the selection, filtering and/or presentation of sales
outlets, taking into account user characteristics as well as
characteristics of such sales outlets.

BACKGROUND

[0004] There can be many types of sales outlets. One
example of a sales outlet can be a retailer that sells a particular
product or service. Another example can be a vendor or sup-
plier that provides goods and/or services to businesses or
individuals. As a specific example, in a supply chain a manu-
facturer may manufacture products, sell them to a vendor, and
the vendor may in turn sell a product to a consumer. In this
context, the term ‘vendor’ refers to the entity that sold the
product to the consumer.

[0005] Today, it is possible for a consumer to locate a ven-
dor by browsing various Web sites associated with different
vendors. Existing search engines allow a consumer to search
online for a desired product. These search engines then return
a list of vendors, often in the form of ‘hot links’, to the
consumer.

[0006] However, the search results can have varying
degrees of relevance to the desired product and/or the con-
sumer. Consequently, there is always room for innovations as
well as improvements.
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SUMMARY OF THE DISCLOSURE

[0007] Consumers are becoming savvier. This is especially
true in the context of online purchasing, where research is
easily accomplished. Consumers have therefore taken to
searching for products or sales outlets (also referred to as
vendors, sellers, dealers, etc.) online before executing a pur-
chase. As the popularity of searching for products or vendors
online before a customer executes a purchase continues to
grow, there is an increasing need to develop systems and
methods for presenting candidate vendors based on a user’s
preference. However, when a user seeks a vendor from which
he/she can make a purchase of a product (which may be an
onsite purchase or an online purchase), the candidate vendors
may have characteristics that may cause the user to prefer
some vendors over others. In fact, certain characteristics may
result in the likelihood of sale for some vendors to be small,
negligible, or non-existent. Similarly, different features of a
consumer may also result in a difference in the probability of
the consumer buying from a particular vendor.

[0008] However, in the current realm of online commerce,
effective systems and methods for the filtering, selection or
presentation (collectively referred to as filtering) of vendors
are lacking. Common approaches include listing all possible
vendors (sometimes with an ability to sort by price, relevance,
or other feature) or allowing the user to filter results by price,
distance, or other product attribute.

[0009] Additionally, vendors also experience similar pri-
oritization difficulties as they receive large numbers of leads
that often overwhelm the resources available to pursue poten-
tial customers (used interchangeably herein with the term
consumer). To efficiently identify the consumers more likely
to purchase the item in which they expressed interest from
those less likely to purchase, a ranking procedure for consum-
ers may also be needed.

[0010] Therefore, itis desired that systems and methods for
the filtering, selection and/or presentation of vendors account
for both user characteristics and vendor characteristics, such
that the systems and methods may be used by both consumers
and vendors alike to better match consumer needs with the
resource-constrained vendors with whom a successful sale
has a higher probability of occurring. It is also desired that
systems and methods for the filtering, selection and presen-
tation of vendors address the bilateral decision process by
matching highly interested consumer(s) to the correct and
best vendor(s) according to the features from both sides.
[0011] Embodiments of systems and methods for the filter-
ing, selection and/or presentation of vendors may (a) present
a ranked list of candidate vendors sorted by the probability
that a particular vendor will possess the characteristics that
appeal to a particular consumer and therefore result in a
higher probability of sale which may, in one embodiment,
maximize an expected revenue for an intermediary and (b)
suppress presentation of those vendors that are unlikely to be
selected by the consumer since their characteristics are less
consistent with those needed by the consumer and, therefore,
are unlikely to result in a sale. The same logic should be
applied to vendors for selecting potential customers as well.
Therefore, this seeks to identify the ideal pairing of an online
user and a vendor.

[0012] Embodiments of such systems and methods may
also work in two directions to filter based on vendors with
high probability of sale to consumers and to select highly
interested consumers to vendors. The filtering and sorting can
be based on observed data based on aggregate behavior of
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individuals sharing search characteristics similar to those in
the same set, S (membership in S can be based on geographic
proximity or other shared characteristics), searching for prod-
uct t. Similarly, the algorithm does not require vendor’s pre-
determined rules for customer selection. It uses statistical
modeling method by presenting the most valuable customer
to vendors and saving vendor’s resources and maximum ven-
dors’ expected revenue at the same time.
[0013] Embodiments as disclosed herein may have the
advantages of taking into account a richer set of vendor and
user attributes and leveraging empirically-based information
to compute a probability of closing a sale and to identify those
features which are most heavily considered during the buying
decision process. In particular, certain embodiments may pro-
vide the advantages of:
[0014] 1)Empirically determining the probability of sale
using historical data, and
[0015] 2) Not being limited to features related to dis-

tance, price, and historical sales activity by including,

for example, additional factors like drive time, dealer

density, available inventory, perks, customer loyalty.
[0016] Someembodiments may further rank or filter the set
of vendors based on an expected revenue. For example, an
embodiment may rank the set of vendors based on, for each
vendor within a geographic area, the probability of sale and an
expected revenue thus generated for yet another entity.

[0017] These, and other, aspects of the disclosure will be
better appreciated and understood when considered in con-
junction with the following description and the accompany-
ing drawings. It should be understood, however, that the fol-
lowing description, while indicating various embodiments of
the disclosure and numerous specific details thereof, is given
by way of illustration and not of limitation. Many substitu-
tions, modifications, additions and/or rearrangements may be
made within the scope of the disclosure without departing
from the spirit thereof, and the disclosure includes all such
substitutions, modifications, additions and/or rearrange-
ments.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] The drawings accompanying and forming part of
this specification are included to depict certain aspects of the
disclosure. It should be noted that the features illustrated in
the drawings are not necessarily drawn to scale. A more
complete understanding of the disclosure and the advantages
thereof may be acquired by referring to the following descrip-
tion, taken in conjunction with the accompanying drawings in
which like reference numbers indicate like features and
wherein:

[0019] FIG. 1 depicts a simplified diagrammatic represen-
tation of one example embodiment of a system for presenting
sales outlets;

[0020] FIG. 2 depicts a simplified diagrammatic represen-
tation of one example network architecture in which embodi-
ments disclosed herein may be implemented;

[0021] FIG. 3 depicts a diagrammatic representation of a
flow diagram for presenting sales outlets;

[0022] FIGS. 4, 5, 6a and 65 depict representations of
screenshots utilized for presenting sales outlets;

[0023] FIG. 7 depicts a diagrammatic representation of one
example embodiment of a method of presenting sales outlets
to a customer;
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[0024] FIG. 8 depicts a diagrammatic representation of one
example embodiment of a method of generating a drive dis-
tance/time for zip code-dealer pairs; and

[0025] FIG. 9 depicts a diagrammatic representation of a
screenshot displayed on a client device.

DETAILED DESCRIPTION

[0026] The invention and the various features and advanta-
geous details thereof are explained more fully with reference
to the nonlimiting embodiments that are illustrated in the
accompanying drawings and detailed in the following
description. Descriptions of well-known starting materials,
processing techniques, components and equipment are omit-
ted so as not to unnecessarily obscure the invention in detail.
It should be understood, however, that the detailed descrip-
tion and the specific examples, while indicating preferred
embodiments of the invention, are given by way ofillustration
only and not by way of limitation. Various substitutions,
modifications, additions and/or rearrangements within the
spirit and/or scope of the underlying inventive concept will
become apparent to those skilled in the art from this disclo-
sure. Embodiments discussed herein can be implemented in
suitable computer-executable instructions that may reside on
a computer readable medium (e.g., a hard disk drive, flash
drive or other memory), hardware circuitry or the like, or any
combination.

[0027] Embodiments of the systems and methods disclosed
herein may determine the probability of sale given that a
vendor is presented to an online user interested in purchasing
a product. This probability may be used in the selection,
filtering or presentation (collectively referred to as filtering
herein) of vendors to the user.

[0028] For example, in one embodiment the probability of
sale, P, from a user’s perspective has two components:

[0029] 1) A component reflecting various features of an
individual vendor and its product offering including
price, available inventory, perks offered by the vendor,
historical sales performance, etc.

[0030] 2) A component reflecting the same features but
expressed relative to the other vendors that will also be
co-displayed.

[0031] This process of filtering a list of vendors can be
extended to additionally benefit the vendors. The comple-
mentary action would be for vendors to apply a filter to a list
of users who generated the online interest and focus their
attention on those users (potential customers) who have the
higher probabilities of buying the product. This filter could be
used, for example, when the availability of a vendor’s
resources (e.g., sales persons, e-mail responders, etc.) avail-
able to pursue interested users is insufficient to provide bal-
anced attention to all the users for whom the vendor appeared
in an online product search.

[0032] The probability of buying, P,, from a vendor’s per-
spective may also have two components:

[0033] 1) A component reflecting various demographic
features of an individual customer including income,
family size, net worth, their distance from the vendor,
historical buying frequency, historical buying prefer-
ences, etc.

[0034] 2) Features describing the interactions of a par-
ticular customer and a particular vendor including the
vendor’s historical sales to that customer (a proxy for
loyalty), historical sales to others in the customer’s local
area/neighborhood, vendor’s location to that customer.
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In case of large, durable goods which require buyer’s
onsite visit, the distance to the vendor is an additional
interaction factor for the customer.
[0035] The bilateral decision process can be combined into
a single metric, the probability of closing a sale:

P=flPs Py)

[0036] This probability can be used by customer and ven-
dor alike to better match customer needs with the resource-
constrained vendors with whom a successful sale has a higher
probability of occurring. Systems and methods may thus
provide a benefit to both users and vendors by simplifying
customer search time, increasing vendors’ profit by present-
ing “correct” products and services to their target customers,
and allocating sales resources to customers more likely to
yield a sale.

[0037] More specifically, according to certain embodi-
ments the probability of closing a sale can be decomposed to
two parts as probability of sell to a customer and probability
of buy from a vendor. From a customer’s perspective, the
probability of vendor i sell product t given they were pre-
sented in a set of other vendors, S, is computed based on a
logistic regression equation of the form:

1

Ps=P,s=—"77—
S [BAY 1+ gigi,i,S

[0038]
ei,t,S:f)o-"I?)l)(i,t,l+|?)2)(i,t,2+ s +I?)m)(i,t,m+|3q)(i,t,s,q+|3q+

1Xi,z,5,q+1+ ces +I?)r)(i,t,5,r+ei,t,55

where

[0039] eachX,,,(k=1,...,m)reflects a feature of vendor
i with respect to product t
[0040] eachX, ¢ (q=m+1, .. .. r) reflects a feature of

vendor i with respect to product t and the other vendors
presented along with vendor i in set S.
[0041] From vendor i’s perspective, the probability of cus-
tomer ¢ making a purchase on product t from the vendor can
be computed by the logistic regression equation of:

1

Py=Pegj=———
b c,t,i 1+ 87(56717‘_

[0042]

OO0 Y+ Y o4+, Y0, Y
a,Y,

c,i,q’+0"q+ch,i,l+l+' LY e

[0043] eachY_,,(k'=1, ..., n) reflects a feature of
customer c interested in product t
[0044] eachY,_, (q=n+l, ..., r) reflects a feature of
customer c’s historical buying behavior from vendor i.
[0045] Rather than consider each component separately
and because the bilateral decision process implies interaction
between the buyer and seller, in some embodiments, a single
value can be computed that considers the match of customer
and vendors based on the logistic function:

where

1

P.=f(Ps, P)) = ——M8M8M ——
ft ») 1+ e’(gi,r,s‘“sc,r,iJ
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[0046] Logistic regression is a statistical method used for
prediction of the probability of occurrence of an event by
fitting data to a logic function. It is an empirically-based
statistical method for modeling binomial outcome (sale vs. no
sale).

[0047] Independent variables reflecting 1) individual ven-
dor features, 2) individual vendor features relative to other
vendors, 3) individual customer features, and 4) customer’s
historical preference may be proposed as potential factors
based on empirical knowledge of their relationship with clos-
ing a sale.

[0048] Insomeembodiments, data transformations may be
used for variables with large variance or skewed distribution.
Missing values may be imputed based on appropriate esti-
mates such as using local average of historical data. In some
embodiments, forward, backward and stepwise model selec-
tion procedures available in statistical analysis software (SAS
Proc Logistic, for example) may be used to select indepen-
dent variables. Rescaled or additional derived variables can
also be defined in order to reduce the variance of certain
variables and increase the robustness of coefficient estimates.
The final model coefficients may be chosen such that the
resulting estimate probability of sale is consistent with the
actual observed sales actions given the vendors displayed
historically.

[0049] In one embodiment, cross-validation can be per-
formed to test the consistency of the model estimates. The
final dataset is randomly split into two groups for refitting the
model. The purpose of this is to test if the model estimates are
robust among different sampling groups. Due to changes in
market environment, customer behaviors, dealer features
over time, the final model may also be subject to other type of
cross validation. For example, if the final model data source is
collected in a long time interval, the final dataset can be split
to half by time. The final model will then be refitting to the
both “before” and “after” sample to test the consistency of
coefficients over time.

[0050] TItwill be apparent that there is a wide variety of uses
for such amodel and algorithms. For example, in one embodi-
ment, such models and algorithms can be used in a Vendor
Score Algorithm (VSA) or computation (also known as a
“Dealer Scoring Algorithm™ (DSA), the term vendor and
dealer will be used interchangeably herein) which can be used
to select, filter or present vendors in response to a user-
submitted product search. For example, after a user specifies
his/her geographic location (e.g., ZIP Code or address) and
desired product, the VSA can identify all vendors in the user’s
local area that sell that particular product. The VSA can then
rank the eligible vendors and present those with the highest
probability of sale to the user. The VSA algorithm could
incorporate, for example, price-distance tradeoff, vendor sat-
isfaction, historical performance, inventory features, and net-
work features to get a probability of closing a sale to customer
from a certain geographic area. Such a VSA may beusedin a
variety of customer contexts, in a variety of channels or with
a variety of types of products or services.

[0051] While embodiments of systems and methods may
be usefully applied to the searching or purchasing of almost
any product or service where purchases and searching is
accomplished online or offline, embodiment may be espe-
cially useful in the context of online searching or purchasing
of new cars. More specifically, in certain embodiments, such
aVSA may be used to filter online searches for vendors. More
particularly in certain embodiments, such a VS A may be used
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in the context of online car searching to filter online searches
for new cars or vendors based on the probability of closing a
sale.

[0052] For example, TrueCar (www.truecar.com) is an
automotive Web site that provides competitive, upfront price
quotes. Embodiments of the systems and method disclosed
herein may be used by such a Web site in a dealer selection
process to filter and present dealers (e.g., 3 selected dealers)
that most likely to yield a sale in the TrueCar network in
response to a user-submitted upfront pricing search. In certain
embodiments, only leads from customers with high probabil-
ity of buying will be sent to the dealer. In this embodiment, a
DSA may incorporate various dealer features such as dealer
price, drive distance, drive time from dealer to customer ZIP
code, dealer perks, historical performance, dealer location,
defending champion and inventory. Some rescaled variables
may be further derived from dealer features to reflecting those
characteristics compared to other candidate dealers. Cus-
tomer attributes such as searched vehicle make, customer
local area dealer network density and ZIP code level customer
historical buying behavior indicator like number of sale in
searched ZIP code are included to model the probability of
buying for a unique customer to buy from dealers compared
to other users. Each dealer’s expected revenue can be further
calculated by combined information from probability of sale
of'the DSA model, local demand and dealer’s inventory data.

[0053] It may be helpful here to give the context of the use
of'embodiments of systems and methods presented herein. It
will be helpful to an understanding of these embodiments to
review the methods and systems illustrated U.S. patent appli-
cation Ser. No. 12/556,137, entitled “SYSTEM AND
METHOD FOR SALES GENERATION IN CONJUNC-
TION WITH A VEHICLE DATA SYSTEM,” filed Sep. 9,
2009, which is fully incorporated herein by reference in its
entirety. Using the TrueCar Web site each user enters his/her
ZIP Code and the desired make/model/options for the vehicle
they are interested in pricing. In one embodiment, a DSA may
be used to present 3 TrueCar Certified Dealers and will only
show non-Certified Dealers for some programs. Examples of
the screens viewable by a user are shown in FIGS. 4,5, 6a, and
6b, described below.

[0054] Turning now to FIG. 1 which depicts a simplified
diagrammatic representation of example system 100 com-
prising entity computing environment or network 130 of an
online solution provider. As illustrated in FIG. 1, user 110
may interact (via a client device communicatively connected
to one or more servers hosting Web site 140) with Web site
140 to conduct their product research, and perhaps purchase
a new or used vehicle through Web site 140. In one embodi-
ment, the user’s car buying process may begin when the user
directs a browser application running on the user’s computer
to send a request over a network connection (e.g., via network
120) to Web site 140. The user’s request may be processed
through control logic 180 coupled to Web site 140 within
entity computing environment 130.

[0055] An example of the user’s computer or client device
can include a central processing unit (“CPU”), a read-only
memory (“ROM”), a random access memory (“RAM”), a
hard drive (“HD”) or storage memory, and input/output
device(s) (“I/O”). 1/O can include a keyboard, monitor,
printer, and/or electronic pointing device. Example of an I/O
may include mouse, trackball, stylus, or the like. Further,
examples of a suitable client device can include a desktop
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computer, a laptop computer, a personal digital assistant, a
cellular phone, or nearly any device capable of communicat-
ing over a network.

[0056] Entity computer environment 130 may be a server
having hardware components such as a CPU, ROM, RAM,
HD, and I/O. Portions of the methods described herein may be
implemented in suitable software code that may reside within
ROM, RAM, HD, database 150, model(s) 190 or a combina-
tion thereof. In some embodiments, computer instructions
implementing an embodiment disclosed herein may be stored
on a digital access storage device array, magnetic tape, floppy
diskette, optical storage device, or other appropriate com-
puter-readable storage medium or storage device. A computer
program product implementing an embodiment disclosed
herein may therefore comprise one or more computer-read-
able storage media storing computer instructions translatable
by a CPU to perform an embodiment of a method disclosed
herein.

[0057] Inanillustrative embodiment, the computer instruc-
tions may be lines of compiled C++, Java, or other language
code. Other architectures may be used. For example, the
functions of control logic 180 may be distributed and per-
formed by multiple computers in enterprise computing envi-
ronment 130. Accordingly, each of the computer-readable
storage media storing computer instructions implementing an
embodiment disclosed herein may reside on or accessible by
one or more computers in enterprise computing environment
130. The various software components and subcomponents,
including Web site 140, database 150, control logic 180, and
model(s) 190, may reside on a single server computer or on
any combination of separate server computers. In some
embodiments, some or all of the software components may
reside on the same server computer.

[0058] In some embodiments, control logic 180 may be
capable of determining a probability of closing a sale based in
part on a portability of a vendor 125 selling a product to a
customer and the probability of the customer buying the
product from a specific vendor 125:. In some embodiments,
information about dealers and vendors 125/ known to control
logic 180 may be stored on database 150 which is accessible
by control logic 180 as shown in FIG. 1.

[0059] Control logic 180 can be configured to filter, select,
and present a list of vendors 125; with a high probability of
closing a sale to a customer utilizing model(s) 190. Model(s)
190 may be based in part on the portability of a vendor 125i to
sell a product to a customer and the portability of a customer
buying the product from vendor 125; that may utilize infor-
mation from a plurality of system components, including data
from a list of available dealers and their performance history
from database 150 and/or dealers, information associated
with users stored in database 150, and/or information associ-
ated with vendors 1254-» stored in database 150.

[0060] FIG. 2 depicts one embodiment of a topology 200
which may be used to implement embodiments of the systems
and methods disclosed herein. Specifically, topology 200
comprises a set of entities including entity computing envi-
ronment 220 (also referred to herein as the TrueCar system)
which is coupled through network 270 to computing devices
210 (e.g., computer systems, personal data assistants, kiosks,
dedicated terminals, mobile telephones, smart phones, etc.,),
and one or more computing devices at inventory companies
240, original equipment manufacturers (OEM) 250, sales
data companies 260, financial institutions 282, external infor-
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mation sources 284, departments of motor vehicles (DMV)
280 and one or more associated point of sale locations, in this
embodiment, vendors 230.

[0061] Network 270 may comprise, for example, a wireless
or wireline communication network such as the Internet or
wide area network (WAN), publicly switched telephone net-
work (PTSN), or any other type of electronic or non-elec-
tronic communication link such as mail, courier services or
the like.

[0062] Entity computing environment 220 may comprise
one or more computer systems with central processing units
executing instructions embodied on one or more computer
readable media where the instructions are configured to per-
form at least some of the functionality associated with
embodiments of the present invention. These applications
may include a vehicle data application 290 comprising one or
more applications (instructions embodied on a computer
readable media) configured to implement an interface module
292, data gathering module 294 and processing module 296.
Furthermore, entity computing environment 220 may include
data store 222 operable to store obtained data 224 such as
dealer information, dealer inventory and dealer upfront pric-
ing; data 226 determined during operation, such as a quality
score for a dealer; models 228 which may comprise a set of
dealer cost model or price ratio models; or any other type of
data associated with embodiments or determined during the
implementation of those embodiments.

[0063] More specifically, in one embodiment, data stored in
data store 222 may include a set of dealers with corresponding
dealer information such as the name and location of a dealer,
makes sold by the dealer, etc. Data in data store 222 may also
include an inventory list associated with each of the set of
dealers which comprises the vehicle configurations currently
in stock at each of the dealers.

[0064] Entity computing environment 220 may provide a
wide degree of functionality including utilizing one or more
interfaces 292 configured to for example, receive and respond
to queries or searches from users at computing devices 210;
interface with inventory companies 240, manufacturers 250,
sales data companies 260, financial institutions 270, DMVs
280 or dealers 230 to obtain data; or provide data obtained, or
determined, by entity computing environment 220 to any of
inventory companies 240, manufacturers 250, sales data com-
panies 260, financial institutions 282, DMVs 280, external
data sources 284 or vendors 230. It will be understood that the
particular interface 292 utilized in a given context may
depend on the functionality being implemented by entity
computing environment 220, the type of network 270 utilized
to communicate with any particular entity, the type of data to
be obtained or presented, the time interval at which data is
obtained from the entities, the types of systems utilized at the
various entities, etc. Thus, these interfaces may include, for
example web pages, web services, a data entry or database
application to which data can be entered or otherwise
accessed by an operator, or almost any other type of interface
which it is desired to utilize in a particular context.

[0065] Ingeneral, through these interfaces 292, entity com-
puting environment 220 may obtain data from a variety of
sources, including one or more of inventory companies 240,
manufacturers 250, sales data companies 260, financial insti-
tutions 282, DMV’ 280, external data sources 284 or vendors
230 and store such data in data store 222. This data may be
then grouped, analyzed or otherwise processed by entity com-

Feb. 4, 2016

puting environment 220 to determine desired data 226 or
model(s) 228 which are also stored in data store 222.

[0066] A user at computing device 210 may access the
entity computing environment 220 through the provided
interfaces 292 and specify certain parameters, such as a
desired vehicle configuration. Entity computing environment
220 can select or generate data using the processing module
296. A list of vendors 230 can be generated from the selected
data set, the data determined from the processing and pre-
sented to the user at the user’s computing device 210. More
specifically, in one embodiment interfaces 292 may visually
present this data to the user in a highly intuitive and useful
manner.

[0067] In particular, in one embodiment, a visual interface
may present at least a portion of the selected data set as a price
curve, bar chart, histogram, etc. that reflects quantifiable
prices or price ranges (e.g., “average,” “good,” “great,” “over-
priced,” etc.) relative to reference pricing data points (e.g.,
invoice price, MSRP, dealer cost, market average, internet
average, etc.). The visual interface may also include a list of
vendors 230 with the highest probability of closing a sale
based in part on a probability of sale from a customer’s
perspective and a probability of buying from a vendor’s per-
spective.

[0068] Turning tothe various other entities in topology 200,
vendor 230 may be a retail outlet for vehicles manufactured
by one or more of OEMs 250. To track or otherwise manage
sales, finance, parts, service, inventory and back office admin-
istration needs vendor 130 may employ a dealer management
system (DMS) 232. Since many DMS 232 are Active Server
Pages(ASP) based, transaction data 234 may be obtained
directly from the DMS 232 with a “key” (for example, an ID
and Password with set permissions within the DMS system
232) that enables data to be retrieved from the DMS system
232. Many vendors 230 may also have one or more Web sites
which may be accessed over network 270.

[0069] Additionally, a vendor’s current inventory may be
obtained from a DMS 232 and associated with that dealer’s
information in data store 222. A vendor 230 may also provide
one or more upfront prices to operators of entity computing
environment 220 (either over network 170, in some other
electronic format or in some non-electronic format). Each of
these upfront prices may be associated with a vehicle con-
figuration such that a list of vehicle configurations and asso-
ciated upfront prices may be associated with a vendor 230i in
data store 222.

[0070] Inventory companies 240 may be one or more inven-
tory polling companies, inventory management companies or
listing aggregators which may obtain and store inventory data
from one or more of vendors 130 (for example, obtaining such
data from DMS 232). Inventory polling companies are typi-
cally commissioned by the vendor to pull data from a DMS
232 and format the data for use on Web sites and by other
systems. [nventory management companies manually upload
inventory information (photos, description, specifications) on
behalf of the vendor. Listing aggregators get their data by
“scraping” or “spidering” Web sites that display inventory
content and receiving direct feeds from listing Web sites (for
example, Autotrader, FordVehicles.com).

[0071] DMVs 280 may collectively include any type of
government entity to which a user provides data related to a
vehicle. For example, when a user purchases a vehicle it must
be registered with the state (for example, DMV, Secretary of
State, etc.) for tax and titling purposes. This data typically
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includes vehicle attributes (for example, model year, make,
model, mileage, etc.) and sales transaction prices for tax
purposes.

[0072] Financial institution 282 may be any entity such as a
bank, savings and loan, credit union, etc. that provides any
type of financial services to a participant involved in the
purchase of a vehicle. For example, when a buyer purchases
a vehicle they may utilize a loan from a financial institution,
where the loan process usually requires two steps: applying
for the loan and contracting the loan. These two steps may
utilize vehicle and consumer information in order for the
financial institution to properly assess and understand the risk
profile of the loan. Typically, both the loan application and
loan agreement include proposed and actual sales prices of
the vehicle.

[0073] Sales data companies 260 may include any entities
that collect any type of vehicle sales data. For example, syn-
dicated sales data companies’ aggregate new and used sales
transaction data from the DMS 232 systems of particular
vendors 230. These companies may have formal agreements
with vendors 130 that enable them to retrieve data from the
dealer 230 in order to syndicate the collected data for the
purposes of internal analysis or external purchase of the data
by other data companies, dealers, and OEMs.

[0074] Manufacturers 250 are those entities which actually
build the products sold by vendors 230. In order to guide the
pricing of their products, such as vehicles, the manufacturers
250 may provide an Invoice price and a Manufacturer’s Sug-
gested Retail Price (MSRP) for both vehicles and options for
those vehicles—to be used as general guidelines for the deal-
er’s cost and price. These fixed prices are set by the manu-
facturer and may vary slightly by geographic region.

[0075] External information sources 284 may comprise any
number of other various source, online or otherwise, which
may provide other types of desired data, for example data
regarding vehicles, pricing, demographics, economic condi-
tions, markets, locale(s), consumers, etc.

[0076] It should be noted here that not all of the various
entities depicted in topology 200 are necessary, or even
desired, in embodiments of the present invention, and that
certain of the functionality described with respect to the enti-
ties depicted in topology 100 may be combined into a single
entity or eliminated altogether. Additionally, in some embodi-
ments other data sources not shown in topology 200 may be
utilized. Topology 200 is therefore exemplary only and
should in no way be taken as imposing any limitations on
embodiments of the present invention.

[0077] Before delving into details of various embodiments,
it may be helpful to give a general overview with respect to the
above described embodiment of a topology, again using the
example commodity of vehicles. At certain intervals then,
entity computing environment 220 may obtain by gathering
data from one or more of inventory companies 240, manufac-
turers 250, sales data companies 260, financial institutions
282, DMVs 280, external data sources 284 or vendors 230.
This data may include sales or other historical transaction
data for a variety of vehicle configurations, inventory data,
registration data, finance data, vehicle data, upfront prices
from dealers, etc. (the various types of data obtained will be
discussed in more detail later). This data may be processed to
yield data sets corresponding to particular vehicle configura-
tions.

[0078] Atsomepointthen, auserata computing device 210
may access entity computing environment 220 using one or
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more interface 292 such as a set of web pages provided by
entity computing environment 220. Using this interface 292 a
user may specify a vehicle configuration by defining values
for a certain set of vehicle attributes (make, model, trim,
power train, options, etc.) or other relevant information such
as a geographical location. Information associated with the
specified vehicle configuration may then be presented to the
user through interface 292. This information may include
pricing data corresponding to the specified vehicle and
upfront pricing information and/or a list of vendors 230 with
the highest probability of closing.

[0079] Inparticular, thelist of vendors 230; with the highest
probability of closing a sale may be determined and presented
to the user on computing device 210 in a visual manner. In
further example embodiments, a list of vendors 230; with the
likelihood of producing the highest revenue to a parent orga-
nization associated with entity computing environment 220
may be presented to the user. The revenue to the parent
organization may be based in part in the probability of closing
a sale along with a revenue factor.

[0080] Turning now to FIG. 3, one embodiment of a method
for determining vendors to be presented to a user is depicted.
At step 310, a probability of a specific vendor selling a prod-
uct (P,) to a user interested in purchasing the product given
that the vendor is presented in a set of vendors may be deter-
mined. In one embodiment, for example, a probability of the
specific vendor selling a product (P,) to the user may include
two components. A first component may reflect various fea-
tures of the specific vendor, and a second component may
reflect the same features as the first component but expressed
relative to other vendors within a set of vendors.

[0081] At step 320, a probability of the user buying the
product from the vendor (P,) given a historical preference of
the user may be determined. In one embodiment, for example,
the probability of the user buying the product from the vendor
(P,) may include two components. A first component may
reflect various demographic features of an individual cus-
tomer, while a second component may reflect interactions of
the individual customer and a particular vendor.

[0082] At step 330, a probability of closing a sale (P) for
each vendor within the set may be determined, where (P,) is
a function of (P,) and (P,). As discussed above, this bilateral
decision process can be expressed as:

[0083] P_=f(P,P,)

[0084] At step 340, one or more vendors from the set of
vendors is selected based on the (P.) associated with each
vendor. The probability of closing a sale (P.) may be used by
the customer and the vendors to better match a customer’s
needs with vendors with whom a successful sale has a higher
probability of occurring. In further example embodiments,
the one or more vendors from the set of vendors may be
selected based on an expected revenue factor of each vendor.
[0085] At step 350, the one or more selected vendors may
be presented to the user interested in purchasing the product
via a user interface on a user device associated with the user.
By presenting the one or more selected vendors to the user,
only a subset of the original set may be presented to the user.
Thus, by displaying only the vendors with the highest likeli-
hood to complete, a benefit to both users and vendors may
simplify a customer’s search time while increasing vendor’s
profits.

[0086] FIG. 4 depicts one embodiment of an interface 400
provided by the TrueCar system for the presentation of
upfront pricing information 420 for a specified vehicle con-
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figuration to a user in conjunction with the presentation of
pricing data for that vehicle configuration. Within interface
400 a user may be able to enter information related to a
specific make and/or model for a vehicle. Within interface
400 the user may also enter geographic information such as a
zip code associated with the user. In return, the TrueCar
system may generate price report 410 and present same to the
user via interface 400.

[0087] Price report 410 may comprise Gaussian curve 430
which illustrates a normalized distribution of pricing (for
example, a normalized distribution of transaction prices). On
the curve’s X-axis, the average price paid may be displayed
along with the determined dealer cost, invoice or sticker price
to show these prices relevancy, and relation, to transaction
prices. The determined “good,” “great,” “overpriced,” etc.
price ranges are also visually displayed under the displayed
curve to enable the user to identify these ranges.

[0088] In addition, pricing information 420 may be dis-
played as a visual indicator on the x-axis such that a user may
see where this pricing information 420 falls in relation to the
other presented prices or price ranges within the geographic
region.

[0089] FIG. 5 depicts an embodiment of an interface 500
for the presentation of dealer information associated with
pricing information. Interface 500 may be representative of
the top three dealers 520, 530, 540 for a specific make and
model of a vehicle 510 (2010 Ford Explorer RWD 4DR XLT
near ZIP code 02748) after a “locate dealer” button is clicked.
For each dealer interface 500 may comprise dealer informa-
tion, pricing data, vehicle configuration data, and instructions
for obtaining an offered upfront price from the dealer for a
specific make and model of a vehicle 510.

[0090] Based in part of the make and model of the vehicle
510, interface 500 may present a user who is interested in
purchasing vehicle 510 with one or more vendors 510, 520,
530. The one or more vendors 510, 520, 530 may be deter-
mined and/or selected based in part on a probability of closing
a sale associated with each vendor within a set of vendors.
[0091] Interface 500 may also include forms 550 where a
user may enter personal information such as a name, address,
and contact information of the user. The personal information
of the user may be used to more accurately or efficiently
determine the probability of a vendor closing a sale.

[0092] Referring to FIGS. 6A and 6B, upon entering per-
sonal information, the identities of the rated (using, at least in
part, an embodiment of a DSA) dealers 610, 620, 630 are
displayed or presented to the potential customer via interface
600 along with the price guarantee and any dealer perks (note
in FIG. 6B that Colonial Ford has two perks listed: free local
delivery and express checkout).

[0093] Some embodiments of a DSA are illustrated in
patent application Ser. No. 12/655,462, filed Dec. 30, 2009,
entitled “SYSTEM, METHOD AND COMPUTER PRO-
GRAM PRODUCT FOR PREDICTING VALUE OF
LEAD,” which is fully incorporated herein by reference in its
entirety. It will be useful here to go into more details about
how one such embodiment of a DSA for use in such a context
may be implemented.

[0094] a. Data Description
[0095] 1) DSA data
[0096] Based on, for example, data collected from Septem-

ber 2010 to April 2011, there are total of 82,994 non-mis-
match sale and 18,296 mismatch sales. A mismatch sale is a
sale from customer that did submit lead(s) but did not submit
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a lead to the sale dealer, either by choice or because the DSA
did not choose to present that dealer. In one embodiment,
mismatches are identified by comparing the dealer identifi-
cation codes that were listed in the top 3 with the dealer
identification code of the seller. If the selling dealer is not in
the top 3, then a mismatch has occurred.

[0097] Sincethe historical dealer close rate and other dealer
performance variables are calculated using 45 days moving
window. Only sales that happen after than Oct. 15, 2010 are
included in the final model sample. 634,185 observations and
81,016 sales are used in the final model. Due to the lack of
price offset information of mismatch sale dealer, this example
only includes 4,263 mismatches (5.3%) out of 81,016 sales
that price offsets are available in the final model. Non-mis-
match is defined as those sale cases that happened to one of
the three recommended dealers based on a DSA. Mismatch
cases are defined as cases that happened to other dealers that
were not recommended by a DSA in the top 3 places or those
cases that sale dealer was displayed but no lead was gener-
ated.

[0098] A cohort can be a vendor list in response to a single
user query. An example of a cohort is a list of DSA candidate
dealers who are available to sell the vehicle requested in a
distinct user query. In one embodiment, three dealers within a
cohort are selected for display to a user. In one embodiment,
cohorts with leads less than 15 days old may also be excluded
since the leads take time to convert into sales and those leads
may be excluded to prevent underestimate the close rate of
dealers.

[0099] 2) Drive distance data
[0100] Drive distance and drive time of search ZIP to dealer
location are obtained from mapquest.com. In case of missing
values; the drive distance and drive time value are imputed
based on the average drive distance and great circle distance
ratio for similar an nearby ZIP codes.

[0101] 3) Dealer inventory data
[0102] Dealers’ new car inventory information can
obtained from data feeds provided by dealers.

[0103] ©b. Features
[0104] In one embodiment, at least four types of features
may be considered in the calculation of probability of closing
in this algorithm.

[0105] 1)Features describing the individual vendor (X, )
[0106] Each vendor has certain special characteristic that
may cause the user to prefer one over others. Those specific
factors including vendor’s price, available inventory, services
and perks, historical performance, etc.

[0107] Price always plays a big role on sale in a competitive
market. The price offset differ from the invoice price of the
vehicle is considered as an important factor in the DSA
model. In order to reduce the big price variance of different
vehicles, the price offset as a percentage of invoice prices is
used as the main price variable in the model. For those dealers
that do not provide an upfront price or with excluding price, a
program max value is used for their price offset. A program
max value may be the upper bound for price offset set by a
particular program. Once the upfront price for a dealer is
larger than the program max, the program max may be dis-
played to the user instead dealer’s price. Furthermore, some
dealers do not provide the price offset for certain trims; those
cases are considered as excluding price. The program max is
used for display when the dealer has excluding price.

[0108] In one embodiment, the DSA model incorporates
dealers’ overall new car inventory as a factor in the model
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because customers have indicated that vehicle unavailability
is a big cause of mismatch sale or failing to close a sale.
Customers may complain if they are not able to get the exact
cars they want on the price certification when they go to the
dealers. Therefore, the new car inventory value is introduced
as a variable to measure the overall dealership size. It is
reasonable to assume that a large dealership will have a higher
probability to have the searched vehicle than a small dealer-
ship. So far, there is less than 100% new car inventory data
available for all dealers, dealers who do not provide inventory
information are assigned average value of inventory in the
candidates dealer list for each cohort.

[0109] Besides the vehicle itself, car buyers also consider
the warranty, maintenance and other services during their
decision making. A Web site using embodiments of a DSA
may display dealer’s special services along with their upfront
price and location in the search result. Therefore, whether the
dealer provides special services is also considered as a poten-
tial factor that might influence the probability of closing a
sale. A “perks” dummy variable is defined as “1” if the dealer
provides any one of the following service such as limited
warranty, money back guarantee, free scheduled mainte-
nance, quality inspection, delivery, free car wash, and “0”
otherwise.

[0110] Probability of sale is also highly related to the his-
torical performance of a dealer. Dealers with excellent sale
persons and a good reputation should have higher close rates
than others. Those factors are measures by their historical
close rates. In one embodiment, a DSA model calculates the
close rate for each dealer based on their performance in pre-
vious 45 days. 45 days may be chosen as the moving window
because it is a medium length time window that will provide
a dealer’s historical performance but also can quickly reflect
the changes of the overall vehicle market due to factors such
as gas price change or new model release. See equation 1
below for details of calculation of dealer close rate. Since
some dealers only take leads from those zips that locate 60
miles or closer. The close rate is only based on the sales and
leads within 60 miles drive distance. When close rate is miss-
ing due to no sale or no leads in the past 45 days, designated
market area (DMA) average or any other geographic bound-
ary average close rate is used.

(Count of sales in last 45 days)
(Count of sales in last 15 days + ]

EQ (D

Dealer close rate =

Count of leads in last 30 days

[0111] In order to better predict the inventory status of a
dealership and put more weight on dealer’s most recent per-
formance, one more variable “defending champion” may be
added to the model as another type of performance measured
variable. The defending champion assigns a higher weight on
a recent sale than a sale that is far away. For instance, dealers
will get more credits if they made a success sale yesterday
than a sale that is 30 days ago. It is assumed that the dealers
have recently made a sale for a make will have a higher chance
to have similar cars in their inventory than dealers who have
not made a sale for a certain time period.

[0112] The vehicle make is another dealer feature that
might affect the probability of closing a sale. Different makes
might have different probability function. In one embodiment
of the DSA algorithm, for example, Mercedes-Benz dealers
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show a different pattern compared to other makes and the
close rate for Mercedes-Benz dealers is relatively high com-
pared to network dealers that sold other makes.

[0113] 2) Features of individual vendor compared to

other vendors (X, , <)

[0114] The absolute value of individual vendor’s attributes
may not reflect its advantage or competitiveness. Those fea-
tures may be ascertained through a comparison to other ven-
dors. Therefore, vendor features relative to other competitors
are important factors in predicting the probability of sale in
the DSA algorithm.
[0115] In one embodiment of the DSA algorithm, most of
the individual dealer features such as drive time, price offset;
historical close rate, inventory and defending champion are
all rescaled among all the candidate dealers within each
cohort. Individual dealer’s historical dealer close rate, new
car inventory are rescaled using the following equation

(x;,m_inx)

i

P =

(m_axx - m_mx)
i i

[0116] Drive time, defending champion, price are rescaled
using a different equation:

(x;, m_inx)
i
Xi=l-
(m_axx - m_mx)
i i

[0117] All the rescaled variables can range from 0 to 1.
Different equation may be used when rescaling the variables
because it may be desired to get value 1 to the best dealers for
all the dealer features. For example, the dealer with highest
historical close rate can get a rescaled close rate 1 and the
dealer with lowest close rate can get a value of 0. Similarly,
the dealer with the minimum drive time can get a value of 1
and the dealer with maximum drive time can get a value of 0.
[0118] Dummy variables indicate best price, closest deal-
ers are included as well to compare the dealer’s price and
distance relative to others. Additional variable(s) to measure
the absolute difference of price and drive time may be con-
structed to adjust their effects on sale for those cases that the
maximum and minimum values do not significantly differ.
[0119] Network dealer density is another factor related to
dealer i (a type of vendor) itself and other dealer close to
dealer j. Each dealer needs to compete with others in a high
dealer density area and will be dominant in a low dealer
density area. In one embodiment, this make and dealer den-
sity interaction may only be accounted for at the same make
level. However, it is possible that the dealer with similar
makes (e.g., Nissan and Honda) will be competitors as well.
[0120] 3) Features describing individual customer (Y . )
[0121] The demographic features of individual customer
may result in different interests on products and buying the
same products from different vendors. Those factors can
include income, family size, net worth, gender, historical
purchase behavior, etc. Those user data can be obtained from
public data source such as U.S. census data or online user
database for different industries.
[0122] In one embodiment of a DSA algorithm, searched
vehicle make and customer local dealer density are included
in predicting the probability of buying (P,) for a particular
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cohort. Customers’ choice of vehicle make is a potential
indicator of customer’s income, family size. It is highly pos-
sible that people purchasing luxury cars are less sensitive to
price and more sensitive to drive time. In this case, the DSA
algorithm can put more weight on distance when the cus-
tomer comes from a high income ZIP code to increase the
probability of closing (P,). It may also be assumed that price
is more important on sale for customer located in a large city
with high dealer density while distance is more important for
people in rural area with only 2 dealerships available within
200 miles. Count of available dealers within certain drive
time radius is used as customer local dealer density variable.
Dummy variable for each make are included in the model
selection process using statistical software (SAS Proc logis-
tic, for example), three out of 35 makes (Mercedes-Benz,
Mazda, Volkswagen) result in significant p-values for their
dummy variables, which indicates that those three makes
have different sales probability compared to other makes.
Further, make and dealer density interaction terms are tested
as well and the interaction between Mercedes-Benz and
dealer density remain significant. So those factors may also
be included in embodiment of a DSA model. Although the
make and network features may not affect the dealer ranks
within each cohort since each cohort will have the same make
and density information for different candidate dealers, those
factors will affect the expected revenue (for example, for each
dealer or of an entity getting paid by dealers for leads such as
TrueCar) that those three makes have different function of
probability of sale compared to other makes.

[0123] Besides the demographic features, customer’s his-
torical buying preferences may also influence one’s purchas-
ing behavior. Those types of factors are frequency and vol-
ume of transactions, the price level category (low, medium,
high) in which their transactions fall, previous purchase his-
tory, etc. It is possible a customer brought a 2-door Mini
Cooper before might want to buy a 4 door car that might be
used in different circumstance. Therefore, previous purchase
choice of make, vehicle body type will be indicators of next
purchase as well.

[0124] 4) Features describing the interactions of a par-
ticular customer and a particular vendor (Y, )

[0125] Interms of car purchase, distance is one of the most
important interaction terms between customer and dealers
which influence buyers’ decision. This is also true for other
large products similar as vehicles. In one embodiment, great
circle distance of a dealer may be considered. However, there
are certain areas with islands and lakes (such as: Great Lakes
or Long Beach, N.Y.) that drive distance would be a better
indicator of distance compared to great circle distance. Drive
time may also be used in embodiments of a DSA model
because the same drive distance in different locations might
relate to different drive time. For example, 60 miles in a rural
area might be related to a 1 hour drive but 2 hours or even
more in a big city. Therefore, drive time would be a variable
that can be equalized to people in different locations.

[0126] Five drive distance derived dummy variables which
indicate if the dealer is located in a certain distance range are
developed in order to capture the sale and distance relation-
ship for certain special cases. It is possible that the drive time
for the closest dealer and furthest dealer do not differ too
much. In those cases, those variables will adjust the weights
on minimum drive time so as to avoid overestimating the
effect of minimum drive time on sale.
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[0127] In addition, dealer location is also important to sale
when the customer is located in the border of two states. Due
to the different rules on vehicle regulation and registration,
people might tend to go to a dealer locates in the same state as
where they live. “Same State” dummy variable is therefore
include in the DSA model to indicate if the customer and
dealer are located in the same state.

[0128] In certain cases, certain dealers have outstanding
performance in certain ZIP code areas compared to their
average performance across all the ZIP codes. This might be
due to some customer population characteristics in certain
ZIP code. For example, a ZIP code with high density of
immigrants whose first language is not English might goto a
dealership with sale persons that can speak their first lan-
guage or have a dealer Web site with their first language.
Therefore, a variable measure dealer’s performance in spe-
cific ZIP code is also included in embodiment of the DSA
model. It is defined, in this example, as the number of sale in
a specific customer search ZIP in the past 45 days.

[0129] Inaddition, itis also possible that customer might go
to the same dealer if they bought a car from this dealer before.
The customer loyalty effect might be even more pronounced
in some other industries which provide services rather than
actually products. This can be one of the most important
factors for predict the probability of buying for a particular
customer from a certain vendor.

[0130] Operationally, embodiments of a DSA would use
the estimated model by feeding in the values of the indepen-
dent variables into the model, computing the probabilities for
each candidate dealer in a set s, and present the dealers with
the top probabilities of closing to customer c.

[0131] Below is a non-exclusive list of variables that could
be utilized in a DSA model:
[0132] Proximity
[0133] Dealer Close Rate
[0134] Price
[0135] Selection
[0136] Dealer Perks/Benefits
[0137] Customer Household Attributes
[0138] Additional Customer Attributes
[0139] Credit Score
[0140] Garage Data (current owner of same brand of

vehicle, etc.)

[0141] Additional Dealer Attributes
[0142] Profile Completeness
[0143]
[0144]
[0145]

[0146]
[0147]

[0148] Trade-In (i.e., whether a trade-in vehicle is
involved)

[0149] As an example, a DSA may consider all dealers,
(i=1, ... K) selling the same trim (t=1, . .., T) to users in ZIP
Code z (z=1, . . ., Z;) located in the same locality L (zEL if
the drive time distance from the customer’s search ZIP code
center to dealer location=3 hours). The model uses a logistic
regression based on the combined data of inventory, DSA
historical data, drive distance, and dealer perks.

Dealer Rating
Customer Satisfaction Rating
Dealer Payment History
Transaction Attributes
Transaction type (e.g., Lease, Cash, Finance)
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Pe=f(Py Py) = ——————
ft ) 1+ e’(gi,r,s‘“sc,r,iJ

where
ei,t,S:f)o
[0150] {Features of individual dealers, i}
[0151] +p,xdealer’s price within each cohort
[0152] +p,xdealer’s inventory within each cohort
[0153] +fP;xdealer’s perks
[0154] +p,xdealer’s historical close rate
[0155] +fsxdealer’s defending champion
[0156] +Psxthe make of trim t sold by dealer i is Mer-

cedes-Benz
[0157] +p,xthe likelihood of payment by dealer i to a
parent company

[0158] +pgxif dealer i has completed a profile

[0159] +Pgxdealer i’s rating

[0160] +f3,,xdealer i’s customer satisfaction

[0161] {Features relative to other candidate dealers, 1,S}

[0162] +f,;xMercedes-Benz make and density interac-
tion

[0163] +f,,xMazda make and density interaction

[0164] +p,5xVolkswagen make and density interaction

[0165] +p,,xif dealer has the minimum drive time

[0166] +f,sxif dealer has lowest price within each
cohort

[0167] +f,sxdifference between the dealer’s price and

maximum price offset in percentage of invoice

[0168] +p,,xdifference between the dealer’s drive time

and minimum drive time dealer
66,!,1:0"0

[0169] {Features of individual Customer, c}

[0170] +a, xthe household income of customer ¢

[0171] +a,xthe family size of customer ¢

[0172] +o;xcustomer ¢’s household size

[0173] +a,xcount of dealers within 30 min drive

[0174] +ogxcount of dealers within 1 hour drive

[0175] +agxcount of dealers within 2 hours drive

[0176] +a. xif customer ¢ bought this type, or this make
before

[0177] +agxcustomer ¢’s credit score

[0178] +ogxcustomer c’s garage data (if customer ¢ is a

current owner of same brand of vehicle, etc.)

[0179] +a, xtransaction type (lease, cash, finance, etc.)

[0180] +a,,xis a trade in associated with the potential
purchase

[0181] {Features describing the interaction of customer

¢ and dealer i}

[0182] +c.,,xdrive time from customer c to dealer i

[0183] +a,;xif customer ¢ bought from dealer i before

[0184] +a,,xdealer i’s number of sales in customer c’s
ZIP code

[0185] +a,sxif dealer iis within 10 miles of customer ¢

[0186] +c.,xifdealeriis within 10-30 miles of customer
c

[0187] +a,,xifdealeriis within 30-60 miles of customer
c

[0188] +a,yxif dealer i is within 60-100 miles of cus-
tomer ¢

[0189] +a,oxif dealer i is within 100-250 miles of cus-

tomer ¢
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[0190] +a, xif dealeriis in the same state as customer ¢
[0191] +e_,,
[0192] Although each of the above factors may be vital for

determining the probability of closing a sale (P,), embodi-
ments do not require each factor to be present in a DSA. For
example, in an embodiment the DSA may include the follow-
ing features of an individual dealer a dealer’s price within
each cohort (), dealer’s inventory within each cohort (3,),
dealer’s historical close rate (§,) and drive time from cus-
tomer c¢ to dealer i (a,,) which is a feature describing an
interaction of customer ¢ and dealer i.

[0193] Although the dealer rank may not change if cus-
tomer features and customer historical preference variables
are excluded from the DSA, it may still be decided to include
them in embodiments of the DSA model because the overall
probability of closing will be different for different makes.
This probability may be applied to calculate the each dealer’s
expected revenue and that number will be affect by the choice
of make and customer local dealer density.

[0194] A non-limiting example for determining P, and
selecting a set of dealers 1 for presentation to an interested
consumer ¢ will now be described with these example param-
eters: search  zip="01748”  Hopkinton, = Mass.,
Make="Toyota”, Trim_id="252006", Trim="2012 Toyota
RAV4 FWD 4dr 14 sport”.

TABLE 1
Esti- Pr> Odds
Parameter Label mate Std  ChiSq Ratio
Intercept -6.838 0.058 <.0001
Distance
DD10 If dealer is within 2.934 0.035 <.0001 18.802
10 miles
DD30 If dealer is within 2.366 0.031 <.0001 10.657
10-30 miles
DD60 If dealer is within 1.572 0.029 <.0001 4.817
30-60 miles
DD100 If dealer is within 0.937 0.028 <.0001 2.552
60-100 miles
DD150 If dealer is within 0.347 0.029 <.0001 1.414
100-150 miles
DD250 if dealer is with Reference
150-250 miles
min_DT_| If dealer has min 1.029 0.014 <.0001 2.798
drive time
r DT Rescaled drive 3.642 0.065 <.0001 38.148
time
DT_ diff Difference be- -0.13  0.005 <.0001 0.878
tween the Max
drive time
Price
min_ price_l If dealer has 0.31 0.015 <.0001 1.363
lowest price
pet_offset_ Difference be- 7.819 0.258 <.0001 >999.999
diff tween the max
percent price
offset of
invoice
r_price Rescaled Price 2.247 0.063 <.0001 9.456
DT__Price Price, drive -1.556 0.066 <.0001 0.211

time interaction
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TABLE 1-continued

11

Esti- Pr> Odds
Parameter Label mate Std  ChiSq Ratio
Dealer Attributes
r_inventry Rescaled new car 0.176 0.017 <.0001 1.192
inventory
perks If dealer provide 0.065 0.011 <.0001 1.068
special service
r_defending Rescaled De- 0.508 0.016 <.0001 1.662
champ fending Champ-
ing
r_zip_ sale Rescaled number 0.287 0.014 <.0001 1.333
of sale in re-
quested zip code
r_CR Rescaled histor- 0.196 0.016 <.0001 1.217
ical close rate
same__state If dealer is in 0.318 0.014 <.0001 1.374
the same sate
make_ 1d27 Mercedes-Benz 1.794 0.189 <.0001 6.014
make_id27_d Mercedes, Dealer -0.755 0.082 <.0001 0.47
Density interac-
tion
make__id26_d Mazda, Dealer -0.033 0.01 0.0007 0.967
Density interac-
tion
make_id40_d Volkswagen, 0.015 0.005 0.0039 1.015
Dealer Density
interaction
Network Attributes
dealer_cnt_ Count of Zag -0.132 0.005 <.0001 0.877
30 dealers within 30
min drive
dealer_cnt_ Count of Zag -0.096 0.004 <.0001 0.908
60 dealers within 1
hour drive
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TABLE 1-continued
Esti- Pr> Odds
Parameter Label mate Std  ChiSq Ratio
dealer_cnt Count of Zag -0.12  0.003 <.0001 0.887
120 dealers within 2
hous drive

[0195] As Table 1 exemplifies, weightings or coefficients
can be associated with features utilized in a DSA model. For
example, if a dealer i is closer to the consumer ¢ (e.g., driving
distance or DD is small), then that dealer i will have a higher
coefficient than another dealer that is further from the con-

[TAE

sumer c. More so, features with a “_i” may be bimodal
attributes where the attribute is either added to the DSA or
not. Rescaled features may be the rescaled variables as pre-
viously described. Std represents the standard deviation of a
coefficient, Pr>ChiSq may represent if an attribute is impor-
tant, and the odds ratio represents a relative significance of an
attribute. Network attributes may represent the competition
or number of other networked dealers within a geographical
region. Using the above coefficients for attributes, a DSA
model may determine P,, P,.

[0196] Table 2 below shows by example attributes for a set
of dealers 1 (dealership_id) that are the closest to the con-
sumer c¢ and that sell a particular vehicle trim that the con-
sumer c is interested in buying. In this non-limiting example,
“ged”, “drive_time”, and “drive_distance” may be raw data/
attributes associated with a distance variable from a dealerito
the consumer c¢. For example, “gcd” may represent an aerial
distance (“as the crow flies”) from a dealer i to the consumer
¢, “drive_time” may represent the driving time distance in
seconds from a dealer i to the consumer ¢, and “drive_dis-
tance” may represent the driving distance from a dealer i to
the consumer c. “DD10”, “r_DT”, “Dt_diff” may represent
computed attributes of variables for each dealer i within the
set S. Forexample, “DD10” may represent a bimodal variable
given if a dealer is within 10 miles of the consumer c, “r_DT”
may represent a rescaled drive time relative to the other deal-
ers in the set, and “Dt_diff” may represent a rescaled value
between the maximum drive time distance of a dealer i within
the set S and the consumer c.

TABLE 2

Distance Variable

dealership_id ged  drive_time

drive_ distance

DD10

DD30 DD60 DD100 DD150 min DT_I 1 DT DT_diff

3730 6.11 621
6895 20.69 1560
7708 3545 2193
8086 48.16 2537
8502 21.37 2054
9054 22.67 1315
9756 26.99 1925

10.74
28.40
49.37
64.17
34.36
28.79
44.44

o O O O O O O

1 0 0 0 1 1.00 0.53
1 0 0 0 0 0.51 0.27
0 1 0 0 0 0.18 0.10
0 0 1 0 0 0.00 0.00
0 1 0 0 0 0.25 0.13
1 0 0 0 0 0.64 0.34
0 1 0 0 0 0.32 0.17
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[0197] Table 3 below represents attributes of the closet
dealers i to consumer c. “Price_offset” represents a difference
between a price a dealer i is selling a vehicle and an “invoice”
price. Further, “Min_price_i” and “pct_offset_diff” represent
computed attributes of variables for each dealer within the set.

12
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sale +0.3175*same_state+0.1961%r CR-0.1303*DT_diff+
7.819%pct_offset_diff-0.1316*dealer_cnt_ 30+1.
7942*make_id27-0.0964*dealer_cnt —-0.0332*make_id26_
d-0.7554*make_id27_d-0.0147*make_id40_d

More specifically, “Min_price_i” is an attribute reflecting TABLE 5
which dealer i within the set S has the lowest price, and
“pct_offset_diff” represents a price percentage difference DSA
pet — p N ,p ,p g 3 dealership_id P, Rank Display
between the price the dealer i is selling the vehicle and the
maximum price a dealer i within the set S is selling the 3730 0.512 1 Yes
vehicle. 6895 0.030 No
TABLE 3
Price Variable
dealership_id price_offset invoice min_price. I  pct_offset diff r_ price DT_ Price
3730 $ 99  $23,578 0 0.05 0.60 0.60
6895 $1,200  $23,578 0 0.00 0.00 0.00
7708 -$ 400  $23,578 0 0.07 0.87 0.16
8086 -8 649  $23,578 1 0.08 1.00 0.00
8502 $ 350  $23,578 0 0.04 0.46 0.12
9054 -$ 200 $23,578 0 0.06 0.76 0.48
9756 -$ 550  $23,578 0 0.07 0.95 0.30
[0198] Table 4 below represent attributes associated with
the particulars dealers in Table 3. Notice in this case, dealer
“9054” is indicated as the “defending champion” in the set.
Dealer “7708” is indicated as having a close rate of 1.00 and
not in the same state with the consumer c.
TABLE 4
Dealer Attributes
Dealership_ id inventory r_inv perks r_defending champ sale_inzip_ last 45days r_zip_sale close_rate
3730 05 0 0.72 0 1 0.08
6895 05 1 0.25 0 1 0.23
7708 05 0 0.23 0 1 1.00
8086 05 1 0.39 0 1 0.10
8502 92 0 1 0.12 0 1 0.06
9054 309 1 0 1.00 0 1 0.15
9756 05 0 0.82 0 1 0.09
Dealership_id r_ CR  same_state make id27 make id27_d make id26_d make_id4_d
3730 0.00 1 0 0 0 0
6895 1.00 1 0 0 0 0
7708 0.20 0 0 0 0 0
8086 0.16 1 0 0 0 0
8502 0.20 1 0 0 0 0
9054 0.48 1 0 0 0 0
9756 0.07 1 0 0 0 0
[0199] Table 5 below represents an example of DSA rank- TABLE 5-continued
ing based on P_ which may be expressed as
DSA
dealership_id P, Rank Display
e 1 7708 0.022 6 No
e+l l+e 8086 0.025 5 No
8502 0.012 7 No
9054 0.212 2 Yes
where 9756 0.064 3 Yes
7=6.8384+DD10%*2.934+DD30%*2.3662+DD60%*1.5721 +
DD100%0.9368+4DD150%0.3467+min_DT_I*1.0288+min_
price_I*0.3095+0.1758%r_inventory ~ +0.0654*perks+3. ~ [0200] In this non-limiting example, dealers “37307,

6415*r_DT+0.5079%r_defending_champ+2.2467*r_price—
0.1204*dealer_cnt_ 120-1.5562*DT_Price+0.2872%r_zip_

“9054”, and “9756” from Table 4 are selected for presentation
to the consumer ¢ based on their DSA ranking. FIG. 5 depicts
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an example where the selected dealers may be presented or
displayed on a display of a client device associated with the
potential customer. As one skilled in the art will appreciate,
although dealership “8086” had the lowest price for the prod-
uct, it was not included in the highest ranking dealerships
because of other attributes, such as distance to the customer.
[0201] In some embodiments, the potential revenue that a
parent organization may receive as a result of a transaction
between a dealer i and a consumer ¢ may be taken into
consideration. For example, suppose an expected revenue
associated with dealer “9756” is substantially less than an
expected revenue associated with dealer “6895”, dealer
“6895” may be selected for presentation to the consumer c,
even though dealer “9756 has a higher DSA ranking than
dealer “6895”.

[0202] In some embodiments, an individual dealer’s
expected revenue ER can be calculated using the following:

ER=P,R6,

where ER represents an expected revenue from a lead, P,
represents a probability of closing the sale, R, represents a
gross revenue generated from a sale, and 0, represents a net
revenue adjustment. In one embodiment, gross revenue R,
may be generated from a linear regression model. In various
embodiments, gross revenue R, may be determined depend-
ing on a business model of a parent company, a multiplicative
model, or any other type of model.

[0203] Asanon-limiting example, gross revenue R, may be
expressed as follows:

R.=XP
where the  coefficients are determined from the least-
squares regression and the X matrix consists of variables
chosen to isolate differences in estimated revenue.

[0204] Specifically, the revenue equation may be expressed
as follows:

R~p,
[0205] +f,, xindicator for make of vehicle being pur-

chased,

[0206]
[0207]
[0208]
[0209]
[0210]

Vi, where i represents the vehicle make
+f,x (if transaction type=Lease)
+P;x (if transaction type=Finance)
+f,x (if trade-in present)
+P5x (indicator for new car)
[0211] +f¢x (indicator for affinity partner)

[0212] Vk, where k represents the affinity partner
[0213] In one embodiment, all gross revenues thus calcu-
lated are multiplied by their net payment ratio to account for
differences in payment likelihood per dealership. To accom-
plish this, a separate multiplication factor, 0,,, can be applied,
where 0,, is to be estimated as the net payment ratio. Note that
0,, may be calculated based on a series of variables in a linear
regression, or may be a simpler factor, such as a rolling
12-month window of payment history for the given dealer.
For instance, for dealer Z, the total of the bills charged (by an
intermediary entity such as the TrueCar system implementing
the invention disclosed herein) to dealer Z over the past 12
months might be $10000, but their total payments (due to
charge backs and/or failure to pay, etc.) might have only been
$7800. So, for dealer Z in this example, their net payment
ratio would be 8,=0.78.

[0214] These components can then be put together (e.g., by
a DSA module) to obtain the expected revenue ER
(BR=P“R_-0,) that the intermediary can anticipate by dis-
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playing a certain dealer to this particular consumer based on
the customer’s (lead) specific vehicle request.

[0215] Therefore, it is not only the consumer who might
benefit from the DSA disclosed herein by reducing searching
time and money but additionally an intermediary may also
benefit. Furthermore, vendors can also benefit from the DSA
disclosed herein. For example, a dealer can adjust their spe-
cific characteristic in order to increase close rate, better man-
age their inventory by reducing storage cost, and/or increase
stock by avoiding potential loss of short of products.

[0216] In some embodiments of the DSA, each dealer’s
own expected revenue in local area L (within a 60 mi driving
distance radius) can be computed using the following for-
mula:

T T 7
E U'r,x”i,x”i,xz Pi,r,zdr,z

ER;; =

z=1

t=1 =t

where d, is the demand for trim t in ZIP Code z; n, , is the
inventory of trim t at dealer i; 7, , is the revenue per closed sale
(which may be constant across all trims/dealer pairs or dif-
ferent), and o, ; reflects the substitutability across trims. For
example, if auser becomes a prospect for vehicle trim A, there
is a possibility that he/she may actually buy vehicle trim B.
The substitutability occurs when the buyer is presented with
an onsite inventory that may differ from his/her online
searches.

[0217] Independent variables that might influence the sale
of a vehicle are included in the variable selection process.
Price offset(s) are transformed to the percentage over the
invoice price to let the price offset at same scale among
different car makers. Dealer related features are rescaled
within one cohort to reflect their effect compared to other
dealers. Certain non-rescaled variables can also be included
to avoid overestimating the best price or closest dealer effect
on sale when the best and worst price does not differ too much
or the closest or furthest dealers are both located in about the
same rang of distance. The final model(s) can be chosen by
maximizing the percentage of concordance in the logistic
regression so that the resulting estimate probability of sale
can be the most consistent with the actual observed sales
actions given the dealers displayed historically.

[0218] Various types of cross validations may be applied to
the DSA model. For example, the final dataset can be ran-
domly split into two groups for A-B testing and also separated
into two parts according to two time windows.

[0219] Embodiments of the DSA disclosed herein can also
be applied to the dealer side by ranking the customers accord-
ing to the probability of buying a vehicle from the dealer. In
certain embodiments, all the dealer features can be fixed and
the probability of sale can be based on the customer’s features
such as: their housechold income, gender, and car make
choice, distance to the dealer, customer loyalty, customer
local dealer density and so on. Demographic information
such as average income, average household size, and histori-
cal dealer preference for the population from the same ZIP
code would be a good estimation input for each unique
cohort. The probability of sale of a trim t to a certain customer
¢ among a group of interested customer U can be calculated
by the following function:
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1
Py =Py, =

1+e %
[0220] Examples of potential variables are as follow:
6c,t:ao
[0221] +c.,xthe household income of customer ¢
[0222] +a,xthe family size of customer ¢
[0223] +asxcustomer ¢’s household size
[0224] +o,xcustomer’s local dealer density
[0225] +asxif the customer will trade in an old car
[0226] +a xthe payment type of the customer ¢ (e.g.,

cash or finance)
[0227] {Features describing the interaction of customer
¢ and dealer}

[0228] +a,xdistance from customer c to the dealer
[0229] +ogxif customer ¢ bought from the dealer before
[0230] +agxdealer’s number of sales in customer ¢’s ZIP
code
[0231] +o,xif customer c is in the same state as the
dealer
+€q i
[0232] Once the customers are ranked by the probability of

buying from the dealer, the sales person can better allocated
their effect and time by reaching those customers with a
higher chance of buying first. More advertising and market-
ing effort should target at those population and areas with a
high probability of buying.

[0233] FIG. 7 depicts an example embodiment of a method
of'using a DSA model. Map data 700 may be a data mapping
between dealer information 710 and customer information
720 created from a plurality of sources, such as information
associated with dealers 710 and information associated with
potential customers 720.

[0234] Dealer information 710 may include information
that was provided by a dealer 725, observed performance of
dealers 730, and dealer information relative to other dealers
735. Dealer provided information 725 may be included infor-
mation such as a location, perks, inventory, and pricing of
products sold by each respective dealer in a set of dealers.
This information may be provided by and/or communicated
from each of the individual dealers. However, if a dealer is not
in a network or does not otherwise provide dealer information
725, then dealer information 725 may be gathered or obtained
viaa web search, from manufacturer data, or any other source.
[0235] Observed performance of dealers 730 may be asso-
ciated with performance of an individual dealer such as a
dealer’s close rate. Initially, observed performance of dealers
730 may be set as a research data set or module, such as the
DSA model as discussed above. As more data is gathered or
collected and communicated via feedback loop 780, this
information may be used to update and/or modify observed
performance of dealers 730. More specifically, the research
data set may be a set of coefficients and variables initially
based on empirical data, and based on further interactions
with potential customers and dealers the coefficients and vari-
ables may be adjusted, updated and/or modified. Accord-
ingly, as more data such as dealer information 710 and/or
customer information 720 is accumulated, an updated DSA
model may be determined, which may adjust the observed
performance of dealers 730.
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[0236] Dealer information 710 may also include dealer
information relative to other dealers (competition) 735. This
information may be based in part on dealer provided infor-
mation 725 associated with dealers that are stored in a data-
base and online party third map services. This data may be
normalized data of one dealer within a geographic region
against other dealers within the geographic region. For
example, if a first dealer has a price for a specific product, an
incremental relationship may be determined comparing the
price of the specific product at the first dealer to a price of the
specific product at other dealers within the geographic region.
Similarly, dealer information relative to other dealers 725
may include a normalized drive time to each dealer within a
geographic region. The geographic region may be either a
radial distance from the potential customer, a geographic
region associated with a drive time from a potential customer,
and/or a geographic region including a threshold number of
potential dealers. For example, the geographic region may
include a threshold number of dealers within a drive time
distance from the potential customer. An example range of
such a threshold number may be from 6 to 10. In an embodi-
ment, dealer information relative to other dealers may be
updated dynamically, on a daily, weekly, and/or monthly
basis.

[0237] Customer information 720 may be information
associated with potential customers. For example, customer
information 720 may include information pertaining to cus-
tomer dealer relationships 740, such as drive time from a
potential customer to a specific dealer or a number of alter-
native dealers within a geographic region associated with a
location of the potential customer.

[0238] Customer information 720 may also include infor-
mation customer provided information 745, such as a location
of the potential customer, an income of the potential cus-
tomer, and vehicle preferences that may include make/model/
trim of the potential customer. In an embodiment, customer
information 720 may be obtained by a potential customer
directly entering data in a web form on a Web site. In another
embodiment, customer information 720 may be obtained via
a partnership organization such as yahoo® or AAA®, which
may have previously obtained and mapped customer infor-
mation 720 such as age, gender, income and location from a
potential customer. In another embodiment, customer infor-
mation 720 may be obtained via a third party. In this embodi-
ment, any information obtained from a customer such as
demographic information, contact information and the like
may be transmitted to the third party. The third party may then
map or compare the transmitted customer information 720
against their database and communicate any additional cus-
tomer information 720.

[0239] Research data set 750 may include a researched data
set based on statistical methodology associated with dealer
information 710 and customer information 720. Regression
coefficients 760 may then be set based on the statistical meth-
odology to determine research data set 750 and a logistic
regression approach. More so, regression coefficients 760
may be set at a moment in time, however as dealer informa-
tion 710 and customer information 720 are updated, modified
or changed research data set 750 and regression coefficients
760 may correspondingly be modified.

[0240] Front end 765 represents a front end use of a DSA
model associated with a specific potential customer. Using
the determined regression coefficients 760, the DSA model
may determine scores for customer/dealer combinations 770
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for each dealer within a set. Then, in the front end 765, the
highest scoring dealers 775 may be presented to the customer
775. Furthermore, information associated with regression
coefficients 760 may then be communicated on feedback loop
780 to update and/or modify the observed performance of
dealers 730.

[0241] FIG. 8 depicts an example embodiment for deter-
mining a drive time distance for a dealer within a network. A
dealer may supply the network with the address of the dealer
820. Utilizing an online geocoding API service 810, the geo-
coded address for the dealer 820 may be determined. The
geocoded address of the dealer 820 including the dealer’s
latitude may then be stored in a database 830. More so,
database 830 may include each dealer’s within the network
geocoded address. A database may include zip-codes cen-
troids 840 associated with zip codes surrounding the dealer.
Using an online directions API service 850 and the zip-code
center centroids 840, driving directions from the zip-code
centroids 840 from the geocoded address of the deal stored in
database 830 may be determined. Further, the number driving
directions to unique zip-code centroids from the geocoded
address of the dealer may be based on empirical evidence
associated with the geographic location of the dealer. For
example, in one embodiment, driving directions 860 from a
dealer may be determined for 6-10 zip-code centroids. Uti-
lizing the driving directions 860, a drive distance/time
between the zip-code centroid/dealer pairs 870 may be deter-
mined. In further embodiments, this procedure may be
repeated each time a new dealer is added to the network.

[0242] FIG. 9 depicts another example of how a consumer
may interact with an embodiment implementing the DSA
disclosed herein through a user interface on a client device.
Webpage 900 may include forms 910 associated with cus-
tomer information that may be entered or completed by auser,
the closest dealers TrueCar certified dealers to the potential
customer, and a target price for a specific trim of a vehicle in
a geographic region.

[0243] Although the invention has been described with
respect to specific embodiments thereof, these embodiments
are merely illustrative, and not restrictive of the invention.
The description herein of illustrated embodiments of the
invention, including the description in the Abstract and Sum-
mary, is not intended to be exhaustive or to limit the invention
to the precise forms disclosed herein (and in particular, the
inclusion of any particular embodiment, feature or function
within the Abstract or Summary is not intended to limit the
scope of the invention to such embodiment, feature or func-
tion). Rather, the description is intended to describe illustra-
tive embodiments, features and functions in order to provide
a person of ordinary skill in the art context to understand the
invention without limiting the invention to any particularly
described embodiment, feature or function, including any
such embodiment feature or function described in the
Abstract or Summary. While specific embodiments of, and
examples for, the invention are described herein for illustra-
tive purposes only, various equivalent modifications are pos-
sible within the spirit and scope of the invention, as those
skilled in the relevant art will recognize and appreciate. As
indicated, these modifications may be made to the invention
in light of the foregoing description of illustrated embodi-
ments of the invention and are to be included within the spirit
and scope of the invention. Thus, while the invention has been
described herein with reference to particular embodiments
thereof, a latitude of modification, various changes and sub-
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stitutions are intended in the foregoing disclosures, and it will
be appreciated that in some instances some features of
embodiments of the invention will be employed without a
corresponding use of other features without departing from
the scope and spirit of the invention as set forth. Therefore,
many modifications may be made to adapt a particular situa-
tion or material to the essential scope and spirit of the inven-
tion.

[0244] Reference throughout this specification to “one
embodiment”, “an embodiment”, or “a specific embodiment”
or similar terminology means that a particular feature, struc-
ture, or characteristic described in connection with the
embodiment is included in at least one embodiment and may
not necessarily be present in all embodiments. Thus, respec-
tive appearances of the phrases “in one embodiment”, “in an
embodiment”, or “in a specific embodiment” or similar ter-
minology in various places throughout this specification are
not necessarily referring to the same embodiment. Further-
more, the particular features, structures, or characteristics of
any particular embodiment may be combined in any suitable
manner with one or more other embodiments. It is to be
understood that other variations and modifications of the
embodiments described and illustrated herein are possible in
light of the teachings herein and are to be considered as part
of the spirit and scope of the invention.

[0245] In the description herein, numerous specific details
are provided, such as examples of components and/or meth-
ods, to provide a thorough understanding of embodiments of
the invention. One skilled in the relevant art will recognize,
however, that an embodiment may be able to be practiced
without one or more of the specific details, or with other
apparatus, systems, assemblies, methods, components, mate-
rials, parts, and/or the like. In other instances, well-known
structures, components, systems, materials, or operations are
not specifically shown or described in detail to avoid obscur-
ing aspects of embodiments of the invention. While the inven-
tion may be illustrated by using a particular embodiment, this
is not and does not limit the invention to any particular
embodiment and a person of ordinary skill in the art will
recognize that additional embodiments are readily under-
standable and are a part of this invention.

[0246] Embodiments discussed herein can be implemented
in a computer communicatively coupled to a network (for
example, the Internet), another computer, or in a standalone
computer. As is known to those skilled in the art, a suitable
computer can include a central processing unit (“CPU”), at
least one read-only memory (“ROM”), at least one random
access memory (“RAM”), at least one hard drive (“HD”), and
one or more input/output (“I/0”) device(s). The /O devices
can include a keyboard, monitor, printer, electronic pointing
device (for example, mouse, trackball, stylus, touch pad,
etc.), or the like.

[0247] ROM, RAM, and HD are computer memories for
storing computer-executable instructions executable by the
CPU or capable of being compiled or interpreted to be execut-
able by the CPU. Suitable computer-executable instructions
may reside on a computer readable medium (e.g., ROM,
RAM, and/or HD), hardware circuitry or the like, or any
combination thereof. Within this disclosure, the term “com-
puter readable medium” is not limited to ROM, RAM, and
HD and can include any type of data storage medium that can
be read by a processor. For example, a computer-readable
medium may refer to a data cartridge, a data backup magnetic
tape, a floppy diskette, a flash memory drive, an optical data
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storage drive, a CD-ROM, ROM, RAM, HD, or the like. The
processes described herein may be implemented in suitable
computer-executable instructions that may reside on a com-
puter readable medium (for example, a disk, CD-ROM, a
memory, etc.). Alternatively, the computer-executable
instructions may be stored as software code components on a
direct access storage device array, magnetic tape, floppy dis-
kette, optical storage device, or other appropriate computer-
readable medium or storage device.

[0248] Any suitable programming language can be used to
implement the routines, methods or programs of embodi-
ments of the invention described herein, including C, C++,
Java, JavaScript, HTML, or any other programming or script-
ing code, etc. Other software/hardware/network architectures
may be used. For example, the functions of the disclosed
embodiments may be implemented on one computer or
shared/distributed among two or more computers in or across
a network. Communications between computers implement-
ing embodiments can be accomplished using any electronic,
optical, radio frequency signals, or other suitable methods
and tools of communication in compliance with known net-
work protocols.

[0249] Different programming techniques can be
employed such as procedural or object oriented. Any particu-
lar routine can execute on a single computer processing
device or multiple computer processing devices, a single
computer processor or multiple computer processors. Data
may be stored in a single storage medium or distributed
through multiple storage mediums, and may reside in a single
database or multiple databases (or other data storage tech-
niques). Although the steps, operations, or computations may
be presented in a specific order, this order may be changed in
different embodiments. In some embodiments, to the extent
multiple steps are shown as sequential in this specification,
some combination of such steps in alternative embodiments
may be performed at the same time. The sequence of opera-
tions described herein can be interrupted, suspended, or oth-
erwise controlled by another process, such as an operating
system, kernel, etc. The routines can operate in an operating
system environment or as stand-alone routines. Functions,
routines, methods, steps and operations described herein can
be performed in hardware, software, firmware or any combi-
nation thereof.

[0250] Embodiments described herein can be implemented
in the form of control logic in software or hardware or a
combination of both. The control logic may be stored in an
information storage medium, such as a computer-readable
medium, as a plurality of instructions adapted to direct an
information processing device to perform a set of steps dis-
closed in the various embodiments. Based on the disclosure
and teachings provided herein, a person of ordinary skill in
the art will appreciate other ways and/or methods to imple-
ment the invention.

[0251] Itis also within the spirit and scope of the invention
to implement in software programming or code an of the
steps, operations, methods, routines or portions thereof
described herein, where such software programming or code
can be stored in a computer-readable medium and can be
operated on by a processor to permit a computer to perform
any of the steps, operations, methods, routines or portions
thereof described herein. The invention may be implemented
by using software programming or code in one or more digital
computers, by using application specific integrated circuits,
programmable logic devices, field programmable gate arrays,
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optical, chemical, biological, quantum or nanoengineered
systems, components and mechanisms may be used. In gen-
eral, the functions of the invention can be achieved by any
means as is known in the art. For example, distributed, or
networked systems, components and circuits can be used. In
another example, communication or transfer (or otherwise
moving from one place to another) of data may be wired,
wireless, or by any other means.

[0252] A “computer-readable medium” may be any
medium that can contain, store, communicate, propagate, or
transport the program for use by or in connection with the
instruction execution system, apparatus, system or device.
The computer readable medium can be, by way of example
only but not by limitation, an electronic, magnetic, optical,
electromagnetic, infrared, or semiconductor system, appara-
tus, system, device, propagation medium, or computer
memory. Such computer-readable medium shall generally be
machine readable and include software programming or code
that can be human readable (e.g., source code) or machine
readable (e.g., object code). Examples of non-transitory com-
puter-readable media can include random access memories,
read-only memories, hard drives, data cartridges, magnetic
tapes, floppy diskettes, flash memory drives, optical data stor-
age devices, compact-disc read-only memories, and other
appropriate computer memories and data storage devices. In
an illustrative embodiment, some or all of the software com-
ponents may reside on a single server computer or on any
combination of separate server computers. As one skilled in
the art can appreciate, a computer program product imple-
menting an embodiment disclosed herein may comprise one
or more non-transitory computer readable media storing
computer instructions translatable by one or more processors
in a computing environment.

[0253] A “processor” includes any, hardware system,
mechanism or component that processes data, signals or other
information. A processor can include a system with a general-
purpose central processing unit, multiple processing units,
dedicated circuitry for achieving functionality, or other sys-
tems. Processing need not be limited to a geographic location,
or have temporal limitations. For example, a processor can
perform its functions in “real-time,” “offline,” in a “batch
mode,” etc. Portions of processing can be performed at dif-
ferent times and at different locations, by different (or the
same) processing systems.

[0254] It will also be appreciated that one or more of the
elements depicted in the drawings/figures can also be imple-
mented in a more separated or integrated manner, or even
removed or rendered as inoperable in certain cases, as is
useful in accordance with a particular application. Addition-
ally, any signal arrows in the drawings/figures should be
considered only as exemplary, and not limiting, unless other-
wise specifically noted.

[0255] As used herein, the terms “comprises,” “compris-
ing,” “includes,” “including,” “has,” “having,” or any other
variation thereof, are intended to cover a non-exclusive inclu-
sion. For example, a process, product, article, or apparatus
that comprises a list of elements is not necessarily limited
only those elements but may include other elements not
expressly listed or inherent to such process, product, article,
or apparatus.

[0256] Furthermore, the term “or” as used herein is gener-
ally intended to mean “and/or” unless otherwise indicated.
For example, a condition A or B is satisfied by any one of the
following: A is true (or present) and B is false (or not present),
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A is false (or not present) and B is true (or present), and both
A and B are true (or present). As used herein, including the
claims that follow, a term preceded by “a” or “an” (and “the”
when antecedent basis is “a” or “an”) includes both singular
and plural of such term, unless clearly indicated within the
claim otherwise (i.e., that the reference “a” or “an” clearly
indicates only the singular or only the plural). Also, as used in
the description herein and throughout the claims that follow,
the meaning of “in” includes “in”” and “on” unless the context
clearly dictates otherwise. The scope of the present disclosure
should be determined by the following claims and their legal

equivalents.

What is claimed is:

1. A system, comprising:

a database storing vendor information; and

at least one server computer hosting a website and having

control logic embodied on at least one non-transitory
computer readable medium storing instructions translat-
able by the at least one server computer to perform:

for each vendor in a set of vendors in a geographic region:

determining, using the vendor information stored in the
database, a first probability of a vendor selling a prod-
uct to a visitor of the website in the geographic region
who is interested in purchasing the product, given that
the vendor is presented to the visitor via the website;

determining a second probability of the visitor buying
the product from the vendor, given a historical pref-
erence of the visitor; and

determining a third probability of closing a sale, wherein
the third probability is a function of the first and
second probabilities;

sorting the set of vendors based at least in part on the third

probability associated with each vendor or an expected
revenue that the each vendor is to generate for an opera-
tor of the website;

selecting, from the sorted set of vendors, a subset of the set

of vendors; and

presenting only the subset of the set of vendors to the

visitor via a user interface of the website running on a
computing device communicatively connected to the at
least one server computer over a network.

2. The system of claim 1, wherein the first probability is
determined based at least in part on a first component repre-
senting features of the vendor and a second component rep-
resenting the features of the vendor relative to other vendors
in the geographic region.

3. The system of claim 1, wherein the second probability is
determined based at least in part on a first component repre-
senting demographic features of the visitor and a second
component representing interactions of the visitor and the
vendor.

4. The system of claim 1, wherein the expected revenue for
the operator of the website is determined based at least in part
on the third probability, demand in the geographic region for
the product, and the each vendor’s inventory.

5. The system of claim 1, wherein identification informa-
tion for a vendor in the subset of the set of vendors is dis-
played on the user interface of the website running on the
computing device along with at least one vendor feature and
at least one product attribute.

6. The system of claim 5, wherein the at least one vendor
feature comprises a service provided by the vendor.
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7. The system of claim 5, wherein the at least one product
attribute comprises a price for the product offered by the
vendor in the geographic region.

8. A method, comprising:

providing a database storing vendor information in a com-

puting environment having at least one server computer
hosting a website and having control logic embodied on
at least one non-transitory computer readable medium
storing instructions translatable by the at least one server
computer,

performing, by the control logic, for each vendor in a set of

vendors in a geographic region:

determining, using the vendor information stored in the
database, a first probability of a vendor selling a prod-
uct to a visitor of the website in the geographic region
who is interested in purchasing the product, given that
the vendor is presented to the visitor via the website;

determining a second probability of the visitor buying
the product from the vendor, given a historical pref-
erence of the visitor; and

determining a third probability of closing a sale, wherein
the third probability is a function of the first and
second probabilities;

sorting the set of vendors based at least in part on the third

probability associated with each vendor or an expected
revenue that the each vendor is to generate for an opera-
tor of the website;

selecting, from the sorted set of vendors, a subset of the set

of vendors; and

presenting only the subset of the set of vendors to the

visitor via a user interface of the website running on a
computing device communicatively connected to the at
least one server computer over a network.

9. The method according to claim 8, wherein the first
probability is determined based at least in part on a first
component representing features of the vendor and a second
component representing the features of the vendor relative to
other vendors in the geographic region.

10. The method according to claim 8, wherein the second
probability is determined based at least in part on a first
component representing demographic features of the visitor
and a second component representing interactions of the visi-
tor and the vendor.

11. The method according to claim 8, wherein the expected
revenue for the operator of the website is determined based at
least in part on the third probability, demand in the geographic
region for the product, and the each vendor’s inventory.

12. The method according to claim 8, further comprising:

displaying identification information for a vendor in the

subset of the set of vendors on the user interface of the
website running on the computing device along with at
least one vendor feature and at least one product
attribute.

13. The method according to claim 12, wherein the at least
one vendor feature comprises a service provided by the ven-
dor.

14. The method according to claim 12, wherein the at least
one product attribute comprises a price for the product offered
by the vendor in the geographic region.

15. A computer program product comprising at least one
non-transitory computer readable medium storing instruc-
tions translatable by a server computer to perform:
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for each vendor in a set of vendors in a geographic region:
determining, using vendor information stored in a data-
base, a first probability of a vendor selling a product to
a visitor of a website in the geographic region who is
interested in purchasing the product, given that the
vendor is presented to the visitor via the website;
determining a second probability of the visitor buying
the product from the vendor, given a historical pref-
erence of the visitor; and
determining a third probability of closing a sale, wherein
the third probability is a function of the first and
second probabilities;
sorting the set of vendors based at least in part on the third
probability associated with each vendor or an expected
revenue that the each vendor is to generate for an opera-
tor of the website;
selecting, from the sorted set of vendors, a subset of the set
of vendors; and
presenting only the subset of the set of vendors to the
visitor via a user interface of the website running on a
computing device communicatively connected to the
server computer over a network.
16. The computer program product of claim 15, wherein
the first probability is determined based at least in part on a
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first component representing features of the vendor and a
second component representing the features of the vendor
relative to other vendors in the geographic region.

17. The computer program product of claim 15, wherein
the second probability is determined based at least in part on
a first component representing demographic features of the
visitor and a second component representing interactions of
the visitor and the vendor.

18. The computer program product of claim 15, wherein
the expected revenue for the operator of the website is deter-
mined based at least in part on the third probability, demand
in the geographic region for the product, and the each ven-
dor’s inventory.

19. The computer program product of claim 15, wherein
identification information for a vendor in the subset of the set
of vendors is displayed on the user interface of the website
running on the computing device along with at least one
vendor feature and at least one product attribute.

20. The computer program product of claim 19, wherein
the at least one product attribute comprises a price for the
product offered by the vendor in the geographic region.
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