
US 20070 195870A1 

(19) United States 
(12) Patent Application Publication (10) Pub. No.: US 2007/0195870 A1 

Lewis (43) Pub. Date: Aug. 23, 2007 

(54) WIRELESS MESH DATA ACQUISITION Related U.S. Application Data 
NETWORK 

(60) Provisional application No. 60/736,940, filed on Nov. 
(76) Inventor: James E. Lewis, Hillsboro, OR (US) 14, 2005. 

Publication Classification 
Correspondence Address: 
CHERNOFF, VILHAUER, MCCLUNG & (51) Int. Cl. 
STENZEL, H04L 5/16 (2006.01) 
16OO ODS TOWER (52) U.S. Cl. .............................................................. 375/219 
6O1 SW SECONO AVENUE 
PORTLAND, OR 97204-3157 (US) (57) ABSTRACT 

A wireless, mesh data acquisition network utilizes a com 
(21) Appl. No.: 111599,008 munication process and provides fault tolerant communica 

tion between large numbers of remotely located transducers 
(22) Filed: Nov. 13, 2006 and devices. 

- 24 
Transducers 

24-7 
34 

Building 
Management 
Computer 

/ Server 
v Transceiver 

/ 26 
32 

Data 
Acquisition 
Server 

    

  

  

    

  

  

    

      

  

  

    

  

  

  



US 2007/0195870 A1 Patent Application Publication Aug. 23, 2007 Sheet 1 of 5 

| 34-~ VÕI 

SJØompsueu L 
ÞÓ ~». 

  

  

  



US 2007/0195870 A1 

09. I 

Patent Application Publication Aug. 23, 2007 Sheet 2 of 5 

WEICIOJN 

Z 'OIH 
?ISV&V LVCI {{{DVYHOLS SSV W 

90 I 

ZZ 
80 I { 

OTRIVO OGIGIIA 
I 

× YHOELIVCIV· EIOVH?HEILNI 

  

  



Patent Application Publication Aug. 23, 2007 Sheet 3 of 5 US 2007/0195870 A1 

TRANSDUCER 

DATA 
COLLECTION 
ANALYSIS AND 134 
COMMUNICATION 

DATA 
STORAGE 

FIG. 3 

150 

152 

154 - 
38 

162 

RADIO UNIT 
160 177 

174 

174 

LOGIC UNIT 176 

164 
176 

166 STORAGE 175 

168 

170 - Kuu. Nu ABLE 
1722-III Y. 

TRANSCEIVER 

FIG. 4 

    

  



Patent Application Publication Aug. 23, 2007 Sheet 4 of 5 US 2007/0195870 A1 

200 
202 

Receive 
Data Packet 

204 

Checksum 
Valid? 

208 
Review 

Destination 
sent to us? 

210 

Duplicate 
Packet? 

220 

Select next hop 
node address 

from route table 

Transmit wireless 
Acknowledgement 

Is destination 
Our 485 port? 

yes 21 
Transmit wireless 
Acknowledgement 

21 

Transmit Payload 
as RS485 packet 

6 222 

Reformat Packet 
Header information 

224 

Transmit Packet and 
Acknowledgement 

Via Wireless 

8 

    

  

  

    

  

  

  

  

  

  

    

  

  

  

  

    

    

  



Patent Application Publication Aug. 23, 2007 Sheet 5 of 5 

250 Na 

Add route to table 

US 2007/0195870 A1 

SLAVE FUNCTION 

56 260 262 254 2 

FIG. 6 

Receive 
Data Packet 

304 

Review header 
section in packet 

for routing 
information 

308 

address in route 

30 

Compare 
route information 
in the packet with 
route information 
in the route table 

Is the 
neW rOute 
better? 

300 

Update route table 
with new routing 

information 

314 

  

  

    

  

  

      

  

    

  

  

  

    

  



US 2007/0195870 A1 

WIRELESS MESH DATA ACQUISITION 
NETWORK 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001) This application claims the benefit of U.S. Provi 
sional App. No. 60/736,940, filed Nov. 14, 2005. 

BACKGROUND OF THE INVENTION 

0002 The present invention relates to a data acquisition 
system and, more particularly, to a data acquisition system 
comprising a self-organizing, wireless mesh network of 
remotely located transducers. 
0003) Facility management objectives include monitor 
ing individual circuits to avoid overloading, cost saving 
through load curtailment or reduction during periods of high 
energy demand, monitoring energy retrofit effectiveness, 
monitoring environmental quality, and cost allocation. For 
example, facility occupants are commonly charged for their 
energy consumption on the basis of their proportionate 
occupancy. However, tenants with occupancies character 
ized by lower energy density (energy consumption/square 
foot) will Subsidize the energy usage of tenants with occu 
pancies characterized by higher energy density. This is 
exacerbated when the building provides central services, 
Such as air conditioning and there are wide variations in 
occupancy schedules, for example buildings that include 
both retail space and office space. Moreover, energy rate 
structures for commercial facilities are complex making a 
suitable occupancy based rate difficult to establish. Com 
mercial energy rate structures commonly include a con 
Sumption charge for energy usage that may be seasonally 
variable; a demand charge for power consumed during short 
time intervals, for example, a 15 minute interval; a power 
factor charge for transmission inefficiencies commonly 
introduced by pulse modulated power Supplies; and other 
charges and taxes that are sensitive to rates of energy usage, 
Such as load curtailment penalties. When energy usage is 
billed to tenants on the basis of occupancy, the owner may 
collect an excessive or an insufficient amount to pay for the 
energy usage, particularly when energy rates are volatile, 
occupancy rates are low and a tenants rate must be estab 
lished periodically, for example, at the beginning of a lease. 
0004) To ensure that the facility operator recovers the 
cost of energy consumed by the facility’s occupants, encour 
age efficient energy use, and to enable energy cost allocation 
among tenants, facility managers have adopted Sub-meter 
ing. Buildings and other facilities typically include a pri 
mary metering system that measures the consumption of 
electricity, gas or other energy for the entire building or 
facility so that a utility can charge the owner or operator of 
the facility for the energy usage by the facility. Sub-metering 
comprises installing meters and other sensors to monitor the 
consumption of electricity, gas, water, air and steam in 
individual branch circuits so that the usage can be allocated 
to individual energy consumers within the facility. A number 
of manufacturers produce electric meters that are designed 
for sub-metering and a flow meter installed a branch circuit 
leading to an individual consumer can be used to measure 
the consumer's consumption of a gas, liquid or steam. 
Likewise a BTU meter, combining a flow meter and a 
temperature sensor, may be used to measure energy usage 
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arising from the consumption of chilled or hot water in a 
branch circuit, enabling billing a particular consumer for the 
water consumed and the energy required to chill or heat the 
Water. 

0005 Similarly, the combination of new materials and 
energy conserving ventilation systems has made air quality 
in individual spaces within a building or facility a matter of 
concern for facility operators. Pollutants that may be moni 
tored include carbon dioxide, carbon monoxide, formalde 
hyde, water vapor and radon. Temperature, humidity, gas 
and particulate sensors may be installed throughout the 
facility including locations, such as garages and ventilating 
ducts, to monitor environmental conditions. 
0006 Energy management, air quality monitoring and 
building automation systems are typified by multiple 
remotely located meters, sensors and other transducers that 
are connected by a data acquisition network to a central data 
processing facility. While a network of remote sensing 
devices enables more effective monitoring and can signifi 
cantly reduce the cost and risk of operating a facility, the cost 
of Such networks is not insignificant. In addition to the cost 
of the meters and other sensors to measure conditions at a 
number of locations and a data processing facility to utilize 
the data from the transducers, the cost of connecting the 
network of meters and sensors to communicate with the data 
processing facility can be significant. 

0007. The cost of installing a wired network is particu 
larly significant in existing structures where it is commonly 
necessary to open walls or fish wires through walls contain 
ing plumbing and electrical wiring and to drill holes in floors 
and roofs to connect remotely located transducers to a 
central data processing facility. However, the cost of install 
ing a wired network can be also high for new construction. 
In addition, a wired network is not easily adaptable to 
change because adding or moving a device requires install 
ing a cable from some point in the network to the new device 
location. 

0008 Many of the problems and costs of installing a data 
acquisition network for remote sensors can be overcome or 
reduced by utilizing a wireless communication network. 
Each node of the wireless network includes a wireless 
transceiver that can communicate with another network 
node, typically, by radio frequency signals. Wireless net 
works avoid much of the installation cost of wired networks 
and provide more flexibility in relocating and adding nodes 
to the network. However, many wireless networks used with 
data processing systems are access point centric with all 
nodes communicating directly with a network access point. 
If all the nodes of the network must communicate directly 
with an access point, all nodes must be within communica 
tion range of the access point. It may not be possible to 
arrange all of the nodes within communication range of the 
access point because of the remoteness of the locations of 
the sensors, the limited geographical extent of the network, 
and interference resulting from the building's structure or 
operating equipment. Further, since all nodes communicate 
directly with the access point, bandwidth limitations impose 
severe limits on the number of nodes that may be included 
in the network. Moreover, the transceivers commonly used 
with wireless data processing networks are typically capable 
of transmitting data at rates far in excess of the output of 
many low cost meters and sensors. Also the increased cost 
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of the wireless transceivers for a large number of widely 
scattered meters and sensors will substantially offset any 
savings from reduced installation cost. 

0009 Alternatives to access point centric networks are 
mesh networks utilizing either link state routing or source 
path routing for inter-nodal communication. Each node of a 
network utilizing link state routing generally maintains a 
table that specifies an optimal path to each network desti 
nation. Generally, the optimal routing may be based on many 
factors including, for example, link quality, signal strength, 
latency, link stability, and load balancing. When a node in a 
network utilizing link state routing transmits a message to a 
destination node, the sender fetches an entry from its routing 
table specifying which neighbor of the sender should relay 
the message. The address of the neighbor is inserted in the 
message header and the message is broadcast. Although all 
neighbors receive the message, only the neighbor identified 
in the message header responds to the message. The recipi 
ent of the message then obtains the address of one of its 
neighbors from the recipient's routing table and broadcasts 
the message again. The process is repeated until the message 
reaches the ultimate destination. Source path routing is 
similar to link state routing except that the originating node 
generally inserts the identities of all nodes that will relay the 
message into the message header. If a receiving node is not 
the last node included in the list in the header, it relays the 
message to the next node on the list. Also, source path 
routing may use a route list provided by a route controlling 
node. Both link state routing and source path routing require 
that each node in the network keep an updated list of 
neighboring nodes and that each node broadcast any changes 
in its routing list to neighboring nodes. These broadcasts 
consume power and network bandwidth and errors in the 
transmission of information about neighboring nodes can 
cause network failures. 

0010 What is desired, therefore, is a wireless network for 
connecting a plurality of remotely located transducers which 
is easy to install and maintain and which is tolerant of 
failures of individual nodes. 

0011. The foregoing and other objectives, features, and 
advantages of the invention will be more readily understood 
upon consideration of the following detailed description of 
the invention, taken in conjunction with the accompanying 
drawings. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

0012 FIG. 1 is a block diagram of an exemplary wireless 
mesh data acquisition network. 

0013 FIG. 2 is a block diagram of an exemplary data 
acquisition server. 

0014 FIG. 3 is a block diagram of an exemplary meter 
arranged to communicate according to the MODBUS serial 
communication protocol. 
0015 FIG. 4 is a block diagram of an exemplary trans 
ceiver useful in a wireless mesh data acquisition network. 

0016 FIG. 5 is a flow diagram of an exemplary sender 
receiver transmission in a wireless mesh data acquisition 
network. 
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0017 FIG. 6 is a schematic diagram of a sender-receiver 
query frame. 
0018 FIG. 7 is a flow diagram of an exemplary route 
table update. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENT 

0019 Networks of remotely located meters, sensors and 
other transducers are the foundation of building automation 
and energy management systems. While these systems are 
important to reducing, apportioning and controlling the cost 
of operating a building or facility, the cost savings are 
limited and are typically offset, at least to some extent, by 
the cost of acquiring, installing, and operating the network 
of sensors. The cost of installing wired networks of remotely 
located sensors is a significant portion of the cost of acquir 
ing and operating a building automation or energy manage 
ment system and that a significant part of the installation cost 
could be eliminated by wirelessly communicating with the 
network of sensors. However, the cost savings would not be 
realized if the system required expensive transducers incor 
porating proprietary communication protocols, expensive 
communication devices with excessive data rates, or if 
system complexity and inflexibility resulted in costly or 
difficult installation and maintenance. Moreover, wireless 
communications are often difficult in buildings and spaces 
that include metallic structures and operating machinery and 
that, to be accepted, the network communication would need 
to be robust and fault tolerant. 

0020 Referring in detail to the drawings where similar 
parts of a mesh network of transducers are identified by like 
reference numerals and referring, in particular, to FIG. 1, the 
wireless mesh data acquisition system 19 comprises a plu 
rality of meters, sensors and other transducers 24 each of 
which is connected to or incorporates a transceiver 22. Each 
transceiver 22 is arranged to communicate wirelessly with at 
least one, and preferably more than one, other transceiver of 
the system enabling a message to be relayed from one 
network device to another from the originator to the ultimate 
recipient. However, a transceiver typically is not able to 
communicate with all other transceivers as a result of the 
distances separating the various devices or interference 
resulting from the presence of structures or emissions from 
operating machinery. At least one, and preferably more than 
one, of the transceivers 22 is arranged to communicate with 
a data acquisition transceiver 26 that is communicatively 
connected to a data acquisition server 28. 
0021. At specified intervals, upon the occurrence of an 
event or at other times, the data acquisition server 28 
establishes communication with the network's transducers 
and collects the data output by them. The transducer data is 
processed and stored by the data acquisition server 28 which 
may include one or more application programs that provide 
an interface for managing the facility and the network. 
including utilizing the transducer data to provide graphical 
presentations useful to the facility management or operating 
instructions for automated building equipment. On the other 
hand, the data acquisition sensor 28 may collect the trans 
ducer data and periodically upload the data, by way of a 
communication network, such as a local area network 
(LAN) or the Internet 30, to a building management com 
puter 32 that includes the building and energy management 
application programs. 
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0022 Referring to FIG. 2, while the data acquisition 
server 28 can take many forms, it typically comprises, 
generally, a microprocessor-based, central processing unit 
(CPU) 102 that fetches data and instructions, processes the 
data according to the instructions, and stores the results or 
transmits the results to an output device or another data 
processing device. Such as the building management com 
puter 32. Typically, basic operating instructions used by the 
CPU 102 are stored in nonvolatile memory or storage, such 
as a flash memory or read only memory (ROM) 104. 
Instructions and data used by application programs are 
typically stored in a nonvolatile mass storage or memory 
106, Such as a disk storage unit or a flash memory. The mass 
storage 106 comprises, in part, a database 118 comprising 
device parameters defining the various devices making up 
the network and a routing table comprising communication 
routes, ordered lists of devices, through the network. The 
data and instructions may be transferred from the mass 
storage 106 to a random access memory (RAM) 108 and 
fetched from RAM by the CPU 102 during execution. Data 
and instructions are typically transferred between the CPU, 
ROM, RAM, and mass storage over a system bus 110. 
0023 The data acquisition server 28 may also include a 
plurality of attached devices or peripherals, including a 
printer 112, a display 114, and one or more user input 
devices 116. Such as a keyboard, mouse, or touch screen. 
Under the control of the CPU 102, data is transmitted to and 
received from each of the attached devices over a commu 
nication channel connected to the system bus 110. Typically, 
each device is attached to the system bus by way of an 
adapter, Such as the interface adapter 118 providing an 
interface between the input device 116 and the system bus. 
Likewise, a display adapter 120 provides the interface 
between the display 114 and a video card 122 that processes 
video data under the control of the CPU. The printer 112 and 
similar peripheral devices are typically connected to the 
system bus 110 by one or more input-output (I/O) adapters 
124. On the other hand, the data acquisition server 28 may 
rely on another data processing system, Such as the building 
management computer 32, for an input device, a display and 
other peripheral devices. The data acquisition server 28 also 
commonly includes facilities for communicating with other 
data processing devices. These facilities may include a 
network connection 126 and communication device 128 
enabling communication over a wide area network (WAN) 
or a local area network (LAN) and one or more modems 130 
for communication over a telephone system or another 
communications link, including the Internet 30, to another 
remotely located data processing device. 
0024 Building automation and energy management sys 
tems commonly rely on meters, sensors and other transduc 
ers having either a pulse output, an analog output, or a digital 
serial output, such as one conforming to the MODBUS 
protocol. The system may likewise use a peer-to-peer sys 
tem, or a master-to-slave system. The electrical “pulse' 
produced by the closure of the contacts of a switch or relay 
34 is commonly used in sensors to signal the state of a device 
or system. By way of examples, thermostats and pressure 
Switches produce a pulse output when the temperature or 
pressure has reached a specific value causing closure of a set 
of electrical contacts. Many meters also utilize pulses to 
ascertain the measured parameter. Typically, these meters 
include a mechanism, such as a turbine or a tachometer that 
is arranged to actuate a Switch, relay or Solid State device as 
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the mechanism moves in response to changes in the value of 
the measured parameter. The magnitude or rate of change of 
the measured parameter can be determined by totaling the 
number of pulses output by the meter during a time interval 
and multiplying the number or frequency of pulses by a 
constant representing the per pulse change in the value of the 
measured parameter. Typical pulse output meters include 
utility Supplied power, water, and gas meters 36. The data 
acquisition server 28 may include pulse input ports 132 for 
connecting of one or more pulse output meters and sensors 
directly to the server. 
0025. Many of the meters and other transducers used for 
building and facility management are equipped for digital 
serial communication according to the MODUBUS APPLI 
CATION PROTOCOL SPECIFICIATION, V1.1a, MOD 
BUS-IDA, Jun. 4, 2004 or MODBUS OVER SERIAL 
LINES, v 1.0, MODBUS-IDA, Dec. 2, 2002, incorporated 
herein by reference. The MODBUS protocol provides an 
application layer messaging protocol enabling client/server 
communication between devices that are connected to dif 
ferent types of buses and networks. Referring to FIG. 3, a 
typical MODBUS device 38, a meter utilizing the MOD 
BUS protocol, includes a transducer 150 for ascertaining a 
measured parameter, a data collection, analysis and com 
munication system 152 and data storage 154. In addition to 
providing basic information about the consumption of the 
measured parameter, these devices often provide related 
information, Such as the power factor and harmonic distor 
tion, which may be calculated by the data collection, analy 
sis and communication system 152 from the data that is 
collected and stored. The data collection and analysis system 
152 commonly comprises a microprocessor based CPU that 
collects data output by the transducer 150, performs local 
analysis, and manages serial communication with consum 
ers of the data. Devices utilizing the MODBUS serial 
communication protocol commonly communicate with 
other devices over an RS-485 serial connection and the data 
acquisition server 28 includes one or more RS-485C com 
patible serial interfaces 134 defining the pinouts, cabling, 
signal levels and transmission rates for a RS-485 serial 
connection of one or more MODBUS devices to the data 
acquisition server 28. Devices utilizing the MODBUS serial 
communication protocol may also be connected to the 
Internet or to an Ethernet network and communicate through 
a TCP/IP stack with other data processing devices. 
0026. The I/O adapter 124 of the data acquisition server 
28 commonly provides one or more analog-to-digital con 
verters (ADC) 136 to convert analog signals to digital 
signals suitable for processing by the CPU 102. Analog 
signals may be received from analog meters and transducers 
that can be wired directly to one or more analog input ports 
142 of the data acquisition server 28. The I/O adapter may 
also include one or more digital-to-analog converters (DAC) 
138 to convert the digital signals output by the CPU to 
analog signals that may be required by peripheral equipment 
attached to the data acquisition server. 
0027 Network communications are accomplished by the 
data acquisition server 28, the MODBUS devices and a 
plurality of wireless transceivers 22. The data acquisition 
server 28 and each meter, sensor, or other transducer, not 
wired directly to the data acquisition server, is connected to 
a transceiver 22, although a transceiver, for example trans 
ceiver 48, is not necessarily connected to a transducer. 
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Communications within the network are performed by relay 
ing messages or queries from transceiver to transceiver and 
a transceiver might be used to bridge portions of the network 
even though that transceiver is not located near a transducer. 
Referring to FIG. 4, a transceiver 22 typically comprises a 
radio unit 160 having an antenna 162, a logic unit 164 and 
data storage 166. The frequency of radio transmissions is 
commonly 900 MHz, in the unlicensed Instrument, Scien 
tific and Medical (ISM) band, but can be any convenient 
frequency. The power of transmitters operating in the ISM 
band have a typical range of 300 to 500 feet, but may be 
extended if desired. However, the range can be significantly 
reduced by a number of environmental factors such as the 
location of the transceivers relative to significant structures, 
Such as components of the buildings framework, other 
metal structures within building spaces or operating machin 
ery. Radio frequency signals are typically used for the 
communications within the wireless mesh data acquisition 
network because the signals are omnidirectional and line of 
sight is not required between transceivers. However, other 
signaling mechanisms such as infra-red light transmissions 
could be used. 

0028 Generally, the data storage 166 is occupied by 
firmware 168 for controlling the logic unit and a routing 
table 170 containing ordered listings of devices making up 
communication paths between the data acquisition server 
28, neighboring transceivers and the transducers that are 
connected to a transceiver. In addition, the data storage 166 
includes one or more registers 172 for storing the readings 
from a pulse output meter or sensor that is connected to the 
transceiver. Although a pulse output device may be identi 
fied as an element of the network, the device is considered 
to be passive and the data acquisition server 28 physically 
addresses the register of the transceiver's data storage con 
taining the output of a specific pulse output meter or sensor. 
A transceiver 22 also includes ports for connecting pulse 
output meters and sensors 174 and RS-485C compatible 
connections 175 for connecting the RS-485 interface of 
MODBUS devices 38 outputting serial communications 
according to the MODBUS protocol. An analog sensor or 
meter may be connected to a transceiver 22 through an 
analog-to-digital converter (ADC) 40 that outputs MODUS 
serial communications to the RS-485 ports 177 of a trans 
ceiver. The ADC may likewise be included within the 
transceiver 22. 

0029 MODBUS devices can communicate by either 
broadcasting a message to other devices or with a sender 
recipient technique in which one device can initiate trans 
actions or queries of another device. When the sender 
recipient technique is utilized, the receiving device 
acknowledges the receipt of the message and responds to the 
query by Supplying the data or taking the action requested by 
the sender in the query. In the mesh data acquisition network 
20, data is acquired from the remote transducers when the 
data acquisition server 28 transmits a query addressed to a 
transducer. Referring to FIG. 5, a query is initiated 200 by 
a MODBUS compliant device, for example the data acqui 
sition server 28. One or more transceivers in the network 
simultaneously receive a data packet 202 broadcast from 
another transceiver. Initially each receiving transceiver veri 
fies 204 that the data packet is valid by checking the validity 
of the packet's checksum. If the checksum is not valid, then 
the packet is discarded 206. In many cases, a transmitting 
transceiver can broadcast a packet that is simultaneously 
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received by many different transceivers. However, in most 
cases, only one transceiver is the intended destination. If the 
checksum is valid, then the receiving transceiver checks the 
packet to determine if the receiving transceiver is the 
intended destination 208 for the packet. If the recipient 
transceiver is not the intended destination, then the packet is 
discarded 206. If the receiving transceiver is the intended 
destination then the device determines if the received packet 
is a duplicate packet 210. In the event that the receiving 
transceiver has received the same valid packet multiple 
times, it may transmit an acknowledgement 212 so that the 
transmitting transceiver knows that the packet has been 
received by the desired receiving transceiver. In this manner, 
the transmitting transceiver may cease retransmitting the 
packet, and thus free up available wireless bandwidth. In 
addition, if the receiving transceiver receives the same 
packet multiple times, then the receiving transceiver may 
discard the packet since it has already been previously 
properly received. This reduces the processing requirements 
of the transceiver by discarding some duplicate packets. 

0030 The receiving transceiver checks to determine if it 
was the final destination device and/or one of the desired 
MODBUS devices are connected to the transceiver for the 
particular packet. In the case that the receiving transceiver is 
the final destination from which the requested data is avail 
able, the receiving transceiver transmits an acknowledge 
ment 216 to the transmitting transceiver. In this manner, the 
transmitting transceiver is notified that the packet has been 
properly received and can therefore stop retransmitting the 
packet or otherwise re-routing the packet to other devices. 
After obtaining the desired payload data to return to the 
originating querying MODBUS compliant device, the 
receiving transceiver transmits the data 218 to the originat 
ing MODBUS compliant device. 

0031. The receiving transceiver may be the destination 
device for the packet, but does not have the desired data, 
which is the case when the receiving transceiver is an 
intermediate transceiver within a network. The transceiver 
which does not have the data selects another transceiver to 
forward the packet to. The transceiver checks its route table 
for the desired destination device, and selects the next 
transceiver to send the packet to 220. The packet header is 
reformatted 222 to include the new destination device trans 
ceiver for the packet header. In many cases, the packet 
header will contain information identifying the entire path 
through the network that the packet has passed, so that 
routing information may be extracted. The transmitting 
transceiver then transmits 224 the reformatted packet with 
the new destination transceiver and also provides an 
acknowledgement to the previous transmitting transceiver 
that the packet has been received. In this manner, the 
receiving transceiver does not falsely respond to the trans 
mitting transceiver in the event it isn’t the desired destina 
tion or the packet is not valid, and properly acknowledges to 
the transmitting transceiver in the event that the destination 
transceiver has the desired data or otherwise has sufficient 
information to retransmit the packet to its final destination. 
In the event that the receiving transceiver lacks sufficient 
data to transmit the data to the final destination device, it 
does not acknowledge the transmitting transceiver, which 
will at some point, attempt to reroute the data to the 
destination device via another path. 
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0032. The data acquisition server typically queries the 
transducers and collects transducer output upon the occur 
rence of an event or the expiration of an interval specified for 
collecting data from the networks meters and sensors. The 
data acquisition server 28 selects the network address of the 
meter, other transducer or device to be queried and com 
poses a query specifying the information sought from or the 
action to be taken by the recipient of the query. Referring to 
FIG. 6, the MODBUS Remote Terminal Unit query frame 
250 begins and ends with a specific sequence of characters 
so that receivers can detect the frame. The query frame 250 
includes the slave address 254 and the function code 256. 
The MODBUS frame itself does not include information 
about the mesh routing activity performed by the transceiver 
22. In the mesh data acquisition network each transceiver, 
meter, transducer or other device that can receive a query is 
assigned a network identification 42 which purposes of 
reference are indicated by underlined decimal numbers in 
FIG. 1 and enclosed in brackets herein. The network iden 
tification may be the slave address 254. For example, in the 
exemplary network 20, the MODBUS meter, device 44, is 
assigned the network identification 14 and the gas meter 36 
is assigned the network identification 20). The MODBUS 
protocol permits network devices to be identified with the 
digital equivalents of the decimal numbers 1-247). The 
device identification O is reserved for broadcast transmis 
sions. In addition, the query 250 includes a function, if any, 
to be performed by the addressee, a data payload 260, and 
a cyclic redundancy check (CRC) 262 that is used by 
receiver of the query to determine if query, as received, 
included an error. 

0033. The query is transmitted to a data acquisition 
transceiver 26, a transceiver that may be physically separate 
from or incorporated into the data acquisition server and 
serves as the wireless communication interface for the data 
acquisition server 28. A link state routed network does not 
include an explicit routing from the server transducer 26, 
through each device in the route through the network, to the 
desired transceiver 22. This network configuration, the origi 
nating device only needs to construct a MODBUS Remote 
Terminal Unit query frame that includes the slave address 
without any particular knowledge of the configuration of the 
network. In this manner the MODBUS devices can operate 
in a normal manner while the routing appears to occur in a 
transparent manner. 

0034) Referring to FIG. 7, the data acquisition server 28, 
other MODBUS device, or transceiver, routes a packet 
within the network based upon a routing table. The device 
300 receives a data packet 302 that contains routing infor 
mation. Routing information may be contained within the 
query requests or may be contained within control packets 
transmitted within the network to ascertain appropriate 
routing information. In most cases the header information is 
where the routing information is included. The transceiver 
examines the header section from the packet for routing 
information 304. If the address of a MODBUS device or 
another transceiver (which may have a MODBUS address) 
is not in the existing route table of the receiving transceiver 
then the route from the MODBUS device or transceiver to 
the receiving transceiver is added 308 to the routing table of 
the receiving transceiver. In this manner, the routing table of 
the transceiver can be updated as new devices are identified. 
Accordingly, when a packet is received with a destination 
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identification that is not in the routing table, then the 
receiving device adds it to its routing table. 
0035) If the address of a MODBUS device or other 
transceiver is in the existing route table of the receiving 
transceiver then the route information in the packet is 
compared against the route information in the route table 
310. A decision is made, on any suitable criteria, to deter 
mine if the new route is better than the existing route in the 
route table. If the existing route is not better than the existing 
route in the route table then the route table is not modified. 
The data packet may be forwarded onto other transceivers 
with the routing information of where the packet has been 
received and transmitted. If the new route is better than the 
existing route table then the route table is updated with the 
new route information 314. The transceiver may forward the 
packet onto another hop in the network. 
0036. It may be observed that each node in the mesh 
network has a unique routing table that is the node's view of 
all the other nodes in the network. The information con 
tained in this routing table may include the next node to send 
the packet to in the case that there is not a direct path to reach 
the final desired final destination. In this manner, the routing 
table will know the next destination to transmit the packet to 
reach the destination. The system may track the number of 
hops to reach the final destination, and take this into account 
when determining if a new potential path to the destination 
is better than an existing path in the route table. The system 
may further keep track of the local quality of the link 
between itself and all other devices in direct contact. In some 
cases, there will be few signal interruptions and the other 
device may be relatively close, resulting in a good local 
quality link. In other cases, there will be signal interruptions 
and the other device may be relatively far apart, resulting in 
a poor local quality link. The local link quality may be used 
when determining if a new potential path to the destination 
is better than an existing path in the route table. The system 
may further keep track of the remote quality of the link 
between itself and all other devices not in direct contact. The 
system may omit the direct link between itself and the next 
device in the remote quality link, if desired. In some cases, 
there will be few signal interruptions and the other devices 
may be sufficiently close to one another, resulting in a good 
remote quality link. In other cases, there will be signal 
interruptions and the other devices may be relatively far 
apart, resulting in a poor remote quality link. The remote 
link quality may be used when determining if a new poten 
tial path to the destination is better than an existing path in 
the route table. One or more of these criteria may be used 
alone or in combination to determine the best path for the 
route table. 

0037. When the new device receives the query from the 
data acquisition server 526, it updates its network identity 
530 and its routing table 532, and transmits its device 
parameters to the data acquisition server 534. Although the 
data acquisition server 28 may be engaged in other tasks, it 
waits 562 for receipt of a reply 562 to take further steps in 
the self-discovery process. The data acquisition server 28 
updates the network description with the new device param 
eters 566 and, if the device parameters indicate that the 
device is a transceiver 568, transmits a query to the new 
device directing it to perform route discovery 570 to identify 
possible communication routes to the data acquisition 
server. The data acquisition server updates its routing table 
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with any additional routes reported in the route discovery 
queries initiated by the new device 572 and the device 
self-identification process is completed 574 for the data 
acquisition server. For the newly installed device, the self 
identification process is completed 538 upon the completion 
of any additional route discovery activity 536 undertaken 
following receipt of the device's network identity. Device 
self-identification permits a user to replace or install new 
devices in the data acquisition network by locating the new 
device within range of and an existing network transceiver 
22 and energizing the device, greatly simplifying changing 
and maintaining the data acquisition system. 
0038. The wireless, mesh, data acquisition network uti 
lizes a link-state discovery process and may include a device 
self-identification process to provide a self-organizing net 
work with fault tolerant communication between a data 
acquisition server and many remotely located transducers. 
0.039 The detailed description above sets forth numerous 
specific details to provide a thorough understanding of the 
present invention. However, those skilled in the art will 
appreciate that the present invention may be practiced 
without these specific details. In other instances, well known 
methods, procedures, components, and circuitry have not 
been described in detail to avoid obscuring the present 
invention. 

0040 All the references cited herein are incorporated by 
reference. 

0041. The terms and expressions which have been 
employed in the foregoing specification are used therein as 
terms of description and not of limitation, and there is no 
intention, in the use of Such terms and expressions, of 
excluding equivalents of the features shown and described 
or portions thereof, it being recognized that the scope of the 
invention is defined and limited only by the claims which 
follow. 

I/We claim: 
1. A method for transmitting MODBUS data from a first 

MODBUS device to a second MODBUS device comprising 
the steps of: 

(a) directing a transmission of said data from said first 
MODBUS device to a first transceiver arranged to relay 
said data to at least said second MODBUS device based 
upon link state routing; and 

(b) if receipt of said transmission is not acknowledged by 
said first transceiver, directing a second transmission of 
said MODBUS data to a second transceiver arranged to 
relay said data to at least said second device based upon 
said link State routing. 

2. The method for transmitting data from a first device to 
a second device of claim 1 wherein said first device wire 
lessly transmits at least one of said transmission and second 
transmission. 

3. The method for transmitting data from a first device to 
a second device of claim 1 wherein the step of directing a 
second transmission of said data to a second transceiver if 
receipt of said transmission is not acknowledged by said first 
transceiver comprises said first device monitoring a trans 
mission medium for an acknowledgment message, said 
acknowledgement message to be transmitted to said first 
device by said first transceiver upon receipt of said trans 
mission. 
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4. A data acquisition network comprising: 

(a) a first device: 

(b) a first transceiver arranged to receive a query from a 
second device and to relay said query to said first 
device, said first transceiver acknowledging to said 
second device receipt of a query from said second 
device; 

(c) a second transceiver arranged to receive a query from 
said first transceiver and to relay said query to said first 
device, said second transceiver acknowledging to said 
second device receipt of a query from said first trans 
ceiver, and 

(d) said first transceiver selecting one of said first trans 
ceiver to said second device, and said first transceiver 
to said second transceiver to said second device as a 
desired path from said first transceiver to said device 
based upon a criteria. 

5. The data acquisition network of claim 4 wherein a 
transceiver relaying said query to said first device appends 
an identification of said transceiver to a data payload in said 
query. 

6. The data acquisition network of claim 4 wherein said 
query comprises a remote terminal unit data frame according 
to a MODBUS serial communication protocol. 

7. A data acquisition network comprising: 

(a) a first device: 
(b) a first transceiver arranged to receive a query from a 

second device and to relay said query to said first 
device; 

(c) a plurality of other transceivers arranged to receive a 
query from said first transceiver and to relay said query 
to said first device; and 

(d) said first transceiver selecting a path from said first 
transceiver to said first device based upon comparing a 
plurality of different paths from said first transceiver to 
said first device based upon a criteria. 

8. The data acquisition network of claim 7 wherein each 
of said plurality of transceivers includes a unique routing 
table. 

9. The data acquisition network of claim 7 wherein said 
criteria include the number of transceivers between said first 
transceiver and said second device. 

10. The data acquisition network of claim 7 wherein said 
criteria includes the quality of the link between transceivers 
in direct communication with each other. 

11. The data acquisition network of claim 7 wherein said 
criteria for a routing table of said first transceiver includes 
the quality of the link between transceivers not in direct 
communication with said first transducer. 

12. The data acquisition network of claim 7 wherein said 
criteria for a routing table of said first transceiver includes 
the quality of the link between transceivers not in direct 
communication with said first transducer without including 
the quality of the direct link between said first transceiver 
and another said transducer. 


