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(57) ABSTRACT

An input apparatus for controlling a display apparatus
includes a communication unit; a sensing unit which senses
movement of the input apparatus; a first input unit which
receives a user input for defining a virtual input region which
is to be used as an input region of the input apparatus; and a
control unit which controls the communication unit to trans-
mit location information corresponding to a location of the
input apparatus to the display apparatus when the virtual
input region that is defined according to the user input is
mapped to a screen region of the display apparatus and the
input apparatus is located in the mapped virtual input region.
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INPUT APPARATUS AND INPUT
CONTROLLING METHOD THEREOF

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the priority benefit of
Korean Patent Application No. 10-2012-0121595, filed on
Oct. 30, 2012, in the Korean Intellectual Property Office, the
disclosure of which is incorporated herein by reference in its
entirety.

BACKGROUND

[0002] 1. Field

[0003] The following description relates to an input appa-
ratus and an input controlling method thereof, and more par-
ticularly, to an input apparatus for controlling a display appa-
ratus and an input controlling method thereof.

[0004] 2. Description of the Related Art

[0005] As electronics technology has advanced, various
types of input apparatuses have been developed and have
come into widespread use. In particular, input apparatuses
based on advanced Information Technology (IT), such as a
wired mouse, a wireless mouse, and a gyro wireless mouse,
have become widely used.

[0006] The wired mouse refers to a mouse connected to a
display apparatus, such as a personal computer (PC), via wire.
The wireless mouse refers to a mouse that is wirelessly con-
nected as an alternative to the wired mouse for a display
apparatus, based on wireless communication technology. The
gyro wireless mouse refers to a mouse using a gyroscope
sensor.

[0007] However, the wireless mouse is substantially the
same as the existing wired mouse, with the exception that it is
wirelessly connected to a display apparatus. Thus, a mouse
pad is used with the wireless mouse.

[0008] Because the gyro wireless mouse uses a gyroscope
sensor, a mouse pad is not used with the gyro wireless mouse.
However, in order to move a mouse pointer within a wide
range, the gyro wireless mouse should be continuously
moved to move the mouse pointer to a desired point.

[0009] Accordingly, users will be inconvenienced when
using the conventional input apparatuses described above.

SUMMARY

[0010] Exemplary embodiments of the present disclosure
may overcome the above disadvantages and other disadvan-
tages not described above. However, the present disclosure is
not required to overcome the disadvantages described above,
and an exemplary embodiment of the present disclosure may
not overcome any of the problems described above.

[0011] The following description relates to a method for
controlling an input for a display apparatus. A user defines a
virtual input region, using an input apparatus, as a shape
created by selected points in a three-dimensional space. The
movements of the input apparatus within the virtual space are
then mapped to the display apparatus. Accordingly, a virtual
input space can be positioned in a convenient location and
orientation for a user, scaled to a convenient size for a user,
defined with a convenient resolution for a user, and config-
ured for a variety of different display apparatuses with differ-
ent geometries and sizes.

[0012] The following description relates to an input appa-
ratus for controlling a display apparatus using a virtual input
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region, by mapping the virtual input region to a screen region
of the display apparatus, and an input controlling method
thereof.

[0013] According to an embodiment of the present disclo-
sure, an input apparatus for controlling a display apparatus
includes a communication unit; a sensing unit which senses
movement of the input apparatus; a first input unit which
receives a user input for defining a virtual input region, which
is to be used as an input region of the input apparatus; and a
control unit which controls the communication unit to trans-
mit location information corresponding to a location of the
input apparatus to the display apparatus, when the virtual
input region that is defined according to the user input is
mapped to a screen region of the display apparatus and the
input apparatus is located in the mapped virtual input region.
[0014] The virtual input region may allow a pointer to be
located on the display apparatus to correspond to the location
of the input apparatus in the virtual input region.

[0015] When a first user input is received at a first point on
the input apparatus via the first input unit and a second user
input is received at a second point on the input apparatus that
is diagonally opposite the first point, the control unit may
define a rectangular virtual input region, with the first point
and the second point as vertices.

[0016] The control unit may change the mode of the input
apparatus to a virtual input region defining mode when a first
user input is received via the first input unit, and define a
rectangular virtual input region, with a first point and a second
point as vertices in the virtual input region defining mode,
when the input apparatus is moved from the first point to the
second point that is diagonally opposite the first point and the
first user input is then received again at the second point via
the first input unit.

[0017] The control unit may control the communication
unit to transmit information regarding a resolution of the
defined virtual input region to the display apparatus. The
mapping of the virtual input region to the screen region of the
display apparatus may be performed by the display apparatus,
based on the information regarding the resolution.

[0018] The location information may be the same as loca-
tion information in the mapped virtual input region in which
the input apparatus is located.

[0019] The communication unit may receive information
regarding a resolution of the display apparatus from the dis-
play apparatus. The control unit may compare the informa-
tion regarding the resolution of the display apparatus with
information regarding a resolution of the defined virtual input
region, calculate a ratio between the resolution of the display
apparatus and the resolution of the defined virtual input
region, and perform the mapping of' the virtual input region to
the screen region of the display apparatus, based on the cal-
culated ratio.

[0020] The location information may be the same as loca-
tion information in the screen region of the display apparatus,
which is mapped to the location information regarding the
location of the input apparatus.

[0021] The defined virtual input region may be a plane ina
three-dimensional space.

[0022] The input apparatus may further include a second
input unit via which a user input instruction to adjust a reso-
Iution of the defined virtual input region is received.

[0023] According to an aspect of the present disclosure, an
input controlling method of an input apparatus for a display
apparatus includes receiving a user input instruction to define
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avirtual input region that is to be used as an input region of the
input apparatus; and when the virtual input region that is
defined according to the user input is mapped to a screen
region of the display apparatus and the input apparatus is then
located in the mapped virtual input region, transmitting loca-
tion information corresponding to the location of the input
apparatus to the display apparatus.

[0024] The virtual input region may allow a pointer to be
located on the display apparatus to correspond to the location
of the input apparatus in the virtual input region.

[0025] The receiving of the user input may include receiv-
ing a first user input at a first point on the input apparatus; and
receiving a second user input at a second point on the input
apparatus that is diagonally opposite the first point. When the
first and second user inputs are received, the method may
further include defining a rectangular virtual input region,
with the first and second points as vertices.

[0026] The receiving of the user input may include receiv-
ing a first user input instruction to change the mode of the
input apparatus to a virtual input region defining mode; and
after the input apparatus is moved from a first point to a
second point that is diagonally opposite the first point in the
virtual input region defining mode, receiving the first user
input again at the second point via an input unit. When the first
user input is received again at the second point via the input
unit, the method may further include defining a rectangular
virtual input region, with the first and second points as verti-
ces.

[0027] The method may further include transmitting infor-
mation regarding a resolution of the defined virtual input
region to the display apparatus. The mapping of the virtual
input region to the screen region of the display apparatus may
be performed by the display apparatus, based on the informa-
tion regarding the resolution.

[0028] The location information may be the same as loca-
tion information in the mapped virtual input region in which
the input apparatus is located.

[0029] The method may further include receiving informa-
tion regarding a resolution of the display apparatus from the
display apparatus; comparing the information regarding the
resolution of the display apparatus with information regard-
ing a resolution of the defined virtual input region; and cal-
culating a ratio between the resolution of the display appara-
tus and the resolution of the defined virtual input region. The
mapping of the virtual input region to the screen region of the
display apparatus may be performed by the input apparatus,
based on the calculated ratio.

[0030] The location information may be the same as loca-
tion information in the screen region of the display apparatus,
which is mapped to the location information regarding the
location of the input apparatus.

[0031] The defined virtual input region may be a plane in a
three-dimensional space.

[0032] The method may further include receiving a user
input instruction to adjust a resolution of the defined virtual
input region.

[0033] According to an aspect of the present disclosure, a
virtual display input system may include a display apparatus;
and an input apparatus including: a communication unit; a
sensing unit which senses movement of the input apparatus; a
first input unit which receives a user input for defining a
virtual input region which is to be used as an input region of
the input apparatus; and a control unit which controls the
communication unit to transmit location information corre-
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sponding to a location of the input apparatus to the display
apparatus, when the virtual input region that is defined
according to the user input is mapped to a screen region of the
display apparatus and the input apparatus is located in the
mapped virtual input region.

[0034] According to an aspect of the present disclosure, a
method for controlling a location of a displayed pointer on a
display screen may include selecting, using an input appara-
tus, a first coordinate point; selecting, using the input appa-
ratus, a second coordinate point; defining a virtual input
region based on the first coordinate point and the second
coordinate point; tracking the location of the input apparatus
in the virtual region; mapping the virtual input region to a
region of the display screen; and controlling the location of
the displayed pointer on the display screen based on the
tracked location of the input apparatus in the mapped virtual
region.

[0035] According to an aspect of the present disclosure, a
method for defining a virtual input region of an input appa-
ratus may include selecting, using the input apparatus, a first
coordinate point; and defining, by a processor, a virtual input
region based on at least the first coordinate point.

[0036] According to the various embodiments of the
present disclosure described above, an input apparatus may
be embodied as a wireless input apparatus, thereby increasing
the portability of the input apparatus.

[0037] Also, according to the various embodiments of the
present disclosure, a need for a mouse pad for using an input
apparatus may be removed, thereby increasing the portability
of the input apparatus and alleviating limitations to an envi-
ronment in which the input apparatus is used.

[0038] Also, according to the various embodiments of the
present disclosure, when a mouse pointer is to be moved
within a wide range, an input apparatus may be located on a
specific location in a virtual input region without having to
continuously move the input apparatus in order to move a
mouse pointer to a desired location, thereby increasing user
convenience.

[0039] Also, according to the various embodiments of the
present disclosure, a resolution of a virtual input region can be
easily adjusted based on a user environment.

[0040] Additional and/or other aspects and advantages of
the invention will be set forth in part in the description which
follows and, in part, will be obvious from the description, or
may be learned by practice of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0041] The above and/or other aspects of the present inven-
tion will be more apparent by describing certain exemplary
embodiments of the present invention with reference to the
accompanying drawings, in which:

[0042] FIG. 1 is a diagram illustrating an input system
consistent with an exemplary embodiment of the present dis-
closure;

[0043] FIG. 2 is a block diagram of an input apparatus
consistent with an exemplary embodiment of the present dis-
closure;

[0044] FIG. 3 is a diagram illustrating a shape of an input
apparatus consistent with an exemplary embodiment of the
present disclosure;

[0045] FIG. 4parts (a), (b), (c), and (d) illustrate methods of
defining a virtual input region consistent with exemplary
embodiments of the present disclosure;
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[0046] FIG. 5 parts (a) and (b) illustrate an input method
using a virtual input region consistent with an exemplary
embodiment of the present disclosure;

[0047] FIG. 6 parts (a) and (b) illustrate a process of pro-
jecting location information onto a defined virtual input
region consistent with an exemplary embodiment of the
present disclosure; and

[0048] FIG.7 is a flowchart illustrating an input controlling
method of an input apparatus consistent with an exemplary
embodiment of the present disclosure.

DETAILED DESCRIPTION

[0049] Certain exemplary embodiments of the present dis-
closure will now be described in greater detail with reference
to the accompanying drawings.

[0050] In the following description, the same drawing ref-
erence numerals are used for the same elements in different
drawings. The matters defined in the description, such as
detailed construction and elements, are provided to assistin a
comprehensive understanding of the disclosure. Thus, it is
apparent that the exemplary embodiments of the present dis-
closure can be carried out without those specifically defined
matters. Also, well-known functions or constructions are not
described in detail because they would obscure the disclosure
with unnecessary detail.

[0051] FIG.1is adiagram illustrating an input system 1000
according to an embodiment of the present disclosure. Refer-
ring to FIG. 1, the input system 1000 includes an input appa-
ratus 100 and a display apparatus 200.

[0052] The input apparatus 100 may be used to receive a
user input instruction to define a virtual input region that is to
be used as an input region of the input apparatus 100.

[0053] Also, the input apparatus 100 may define the virtual
input region corresponding to the user input. The defined
virtual input region may be a plane in a three-dimensional
(3D) space, in which when the input apparatus 100 is moved,
a mouse pointer marked on the display apparatus 200 may be
moved to correspond to the movement of the input apparatus
100.

[0054] Also, when the defined virtual input region is
mapped to a screen region of the display apparatus 200 and
the input apparatus 100 is located in the mapped virtual input
region, the input apparatus 100 may transmit location infor-
mation corresponding to the location of the input apparatus
100 to the display apparatus 200.

[0055] Here, the mapping of the defined virtual input region
to the screen region refers to mapping the location informa-
tion in the defined virtual input region to location information
corresponding to the location of the input apparatus 100 in the
screen region of the display apparatus 200. This mapping may
be performed by comparing information regarding a resolu-
tion of the defined virtual input region with information
regarding a resolution of the display apparatus 200 by using
the input apparatus 100 or the display apparatus 200.

[0056] When the display apparatus 200 receives the loca-
tion information, the display apparatus 200 may mark a
mouse pointer on a location thereof corresponding to the
received location information.

[0057] The input apparatus 100 may be embodied as a
mouse that may be used for controlling the display apparatus
200. In this case, the mouse may be embodied as a pen mouse,
for example.

[0058] The display apparatus 200 may be embodied as a
digital television (TV) 200-1, a desktop personal computer
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(PC) 200-2, a smart phone 200-3, or a tablet PC 200-4, for
example. However, the present disclosure is not limited
thereto, and the display apparatus 200 may be embodied as
any of other various devices including a display, such as a
notebook computer, a personal digital assistant (PDA), a por-
table multimedia player (PMP), or a navigation system, for
example.

[0059] Additionally, although FIG. 1 illustrates display
apparatuses with rectangular displays, the disclosure is not
limited thereto. For example, a display apparatus may include
a display screen with a diamond shape, a circular shape, a
triangular shape, or another polygon. The display apparatus
may be operated in a portrait mode or a landscape mode.
Accordingly, the shape of the virtual input region may corre-
spond to the shape of the display screen, may correspond to a
portion of a display screen, or may correspond to a region
larger than the display screen.

[0060] Furthermore, the display apparatus may be a three-
dimensional screen, or atwo-dimensional screen with a three-
dimensional display. Accordingly, the virtual input region
may be defined as a three-dimensional shape mapped to the
three-dimensional display.

[0061] The input apparatus 100 may be operated in one of
a virtual input region defining mode for defining a virtual
input region, a mouse pointer mode for controlling movement
of'a mouse pointer marked on the display apparatus 200, and
a laser beam emitting mode for emitting a laser beam.
[0062] FIG. 2 is a block diagram of an input apparatus 100
according to an embodiment of the present disclosure. Refer-
ring to FIG. 2, the input apparatus 100 may include at least
some of a sensing unit 110, an input unit 120, a communica-
tion unit 130, and a control unit 140.

[0063] The sensing unit 110 may sense movement of the
input apparatus 100. Also, the sensing unit 110 may output a
signal corresponding to a result of sensing the movement of
the input apparatus 100 to the control unit 140.

[0064] The sensing unit 110 may be embodied as a gyro
sensor that senses angular acceleration, an acceleration sen-
sor that senses acceleration, or a combination thereof.
[0065] The gyro sensor may sense angular accelerations in
an x-axis, a y-axis, and a z-axis, and output signals corre-
sponding to results of sensing the angular accelerations to the
control unit 140. In this case, the signals may contain infor-
mation regarding the angular accelerations in the x-axis, the
y-axis, and the z-axis. The control unit 140 may perform
double integration on the information regarding the angular
accelerations to calculate current location information
regarding the input apparatus 100 in the x-axis, the y-axis, and
the z-axis with respect to a reference point.

[0066] The acceleration sensor may sense accelerations in
the x-axis, the y-axis, and the z-axis, and output signals cor-
responding to results of sensing the accelerations to the con-
trolunit 140. In this case, the signals may contain information
regarding the accelerations. The control unit 140 may per-
form double integration on the information regarding the
accelerations to calculate current location information
regarding the input apparatus 100 in the x-axis, the y-axis, and
the z-axis with respect to a reference point.

[0067] The input unit 120 receives a user input to the input
apparatus 100. The input unit 12 may include a first input unit
for receiving a user input instruction to define a virtual input
region, and a second input unit for adjusting a resolution of
the defined virtual input region. The input unit 120 may
further include an input unit for receiving a user input instruc-
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tion to perform a ‘page up’ function, an input unit for receiv-
ing a user input instruction to perform a ‘page down’ function,
an input unit for receiving a user input instruction to activate
a laser beam pointer, an input unit for receiving a user input
instruction to perform a left button function of a mouse, an
input unit for receiving a user input instruction to perform a
right button function of the mouse, and an input unit for
receiving a user input instruction to perform a scroll wheel
function.

[0068] The input unit 120 may be embodied as a touch
sensor. The touch sensor may an electrostatic type touch
sensor or a pressure-sensitive type touch sensor, for example.
[0069] Thus, when a touch input is received from a user, the
input unit 120 may deliver an electrical signal corresponding
to a touched location to the control unit 140 and the control
unit 140 may recognize the touched location by using coor-
dinates at which the electrical signal is delivered.

[0070] Also, the input unit 120 may be embodied as a
microphone. A voice command from a user is input to the
microphone. The input unit 120 transforms the input voice
into an electrical signal and delivers the electrical signal to the
control unit 140. In this case, the control unit 140 may rec-
ognize a user input corresponding to the input voice, based on
the electrical signal.

[0071] Also, the input unit 120 may be embodied as a
button or a pressure sensor. The pressure sensor may include
a piezo film for outputting an electrical signal corresponding
to pressure. Thus, when a user input is received using the
input unit 120 which is the button, the input unit 120 delivers
an electrical signal corresponding to a pressure applied to a
location on the input unit 120 via which the user input is
received, to the control unit 140. The control unit 140 may
recognize that the button is selected, based on the electrical
signal.

[0072] Here, the input unit 120 may include at least one of
the above-described devices capable of receiving a user input.
Accordingly, the input unit 120 may receive a user input that
is input to the input apparatus 100.

[0073] For convenience of explanation, an input unit
according to an embodiment of the present disclosure will
now be described in detail with reference to FIG. 3.

[0074] FIG. 3 is a diagram illustrating a shape of an input
apparatus 100 according to an embodiment of the present
disclosure. Referring to FIG. 3, the input apparatus 100 may
be embodied as a pen mouse.

[0075] An input unit 120 of the input apparatus 100
includes an input unit 121 for receiving a user input instruc-
tion to perform a left button function of a mouse, an input unit
122 for receiving a user input instruction to perform a scroll
wheel function, a first input unit 123 for receiving a user input
instruction to define a virtual input region, a second input unit
124 for receiving a user input instruction to adjust a resolution
of the defined virtual input region, an input unit 125 for
receiving a user input instruction to activate a laser beam
pointer, an input unit 126 for receiving a user input instruction
to perform a ‘page down’ function, an input unit 127 for
receiving a user input instruction to perform a ‘page up’
function, and an input unit 128 for receiving a user input
instruction to a right button function of the mouse.

[0076] Here, the inputunit 121 may be embodied as a point
of'a pen, and may perform a function that is substantially the
same as a left button function of a mouse, when a force is
applied to press the input apparatus 100 against a surface, for
example.
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[0077] The input unit 122 may be embodied as a scroll
wheel and may perform a function that is substantially the
same as a wheel key of a mouse.

[0078] The input units 123 to 128 may be embodied as
buttons. In this case, when the buttons are pressed or released,
functions corresponding thereto may be performed. In par-
ticular, the second input unit 124 may include a (+) region for
receiving a user input instruction to increase a resolution and
a (-) region for receiving a user input instruction to lower a
resolution.

[0079] Although FIG. 3 illustrates that the input units 121
to 128 are button type input units, the present disclosure is not
limited thereto and the input units 121 to 128 may be embod-
ied according to any of other various methods, such as a
touch-based method or a voice recognition method, for
example.

[0080] Also, an arrangement of the input units 121 to 128 is
not limited to that shown in FIG. 3, and the input units 121 to
128 may be arranged in any of various manners according to
a user’s convenience.

[0081] The communication unit 130 allows the input appa-
ratus 100 to establish communication with the display appa-
ratus 200.

[0082] In particular, when the display apparatus 200 per-
forms a mapping operation, the communication unit 130 may
transmit information regarding a resolution of the defined
virtual input region to the display apparatus 200. In this case,
the display apparatus 200 may map the defined virtual input
region to a screen region thereof, based on the information
regarding the resolution of the defined virtual input region.
When the input apparatus 100 is located in the mapped virtual
input region in a state that the mapping operation of the
display apparatus 200 is completed, the communication unit
130 may transmit location information corresponding to the
location of the input apparatus 100 in the mapped virtual input
region to the display apparatus 200.

[0083] Iftheinput apparatus 100 is capable of receiving the
information regarding a resolution of the display apparatus
200, the input apparatus 100 may perform such a mapping
operation. In this case, the input apparatus 100 may map the
defined virtual input region to the screen region of the display
apparatus 200, based on the information regarding the reso-
Iution of the display apparatus 200. When the input apparatus
100 is located in the mapped virtual input region in a state in
which the mapping operation of the input apparatus 100 is
completed, the communication unit 130 may transmit loca-
tion information regarding the screen region of the display
apparatus 200 mapped to location information regarding the
location of the input apparatus 100 in the mapped virtual input
region, to the display apparatus 200.

[0084] The communication unit 130 may be connected to a
device via wire through a universal serial bus (USB) port, a
serial port, or a mouse port, according to a 2.4 GHz digital
wireless method or according to a near-field communication
method, e.g., infrared data association (IrDA), Blue Tooth,
near-field communication (NFC), radio-frequency identifica-
tion (RFID), or Zigbee.

[0085] In particular, when the input apparatus 100 is
embodied as a wireless input apparatus, the portability of the
input apparatus 100 may be increased.

[0086] The control unit 140 controls overall operations of
the input apparatus 100. Specifically, the control unit 140 may
control at least some of the sensing unit 110, the input unit
120, and the communication unit.
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[0087] In particular, the control unit 140 may calculate
current location information of the input apparatus 100, based
ona signal received from the sensing unit 110. In this case, the
control unit 140 may correct the calculated current location
information in consideration of location of the sensing unit
110 attached to the input apparatus 100. For example, when
the input apparatus 100 is embodied as a pen mouse, a user
would be interested in the location of a writing portion of the
pen mouse, i.e., a pen tip, rather than the location of the
sensing unit 110 attached to the input apparatus 100. For
example, if the sensing unit 110 is spaced by +1 cm in a z-axis
direction and —-0.5 cm in an x-axis direction from the writing
portion of the pen mouse, the control unit 140 may process the
calculated current location information to be corrected by -1
cm in the z-axis direction and +0.5 cm in the x-axis direction.
[0088] Also, the control unit 140 may define a virtual input
region according to a user input received via the first input
unit 123.

[0089] Specifically, when the control unit 140 receives a
first user input at a first point on the input apparatus 100 and
a second user input at a second point on the input apparatus
100, which is diagonally opposite the first point, via the first
input unit 123, the control unit 140 may define a rectangular
virtual input region with the first and second points as verti-
ces. Here, the first and second user inputs may vary according
to the shape of the first input unit 123. For example, when the
first input unit 123 is embodied as a button, the first user input
may be maintaining pressing of the button and the second user
input may be releasing the button. When the first input unit
123 is embodied as a touch sensor, the first user input may be
maintaining touching of the button and the second user input
may be cancelling the touching the button. When the input
unit 120 is embodied as a microphone, the first user input may
be uttering the word ‘start’ and the second user input may be
uttering the word ‘end’.

[0090] Otherwise, when the first user input is received via
the first input unit 123, the control unit 140 may change the
mode of the input apparatus 100 to a virtual input region
defining mode. In the virtual input region defining mode,
when the input apparatus 100 is moved from the first point to
the second point that is diagonally opposite the first point and
the first user unit is received again at the second point via the
first input unit 123, the control unit 140 may define a rectan-
gular virtual input region with the first and second points as
vertices. Here, the first user input may vary according to the
shape of the first input unit 123. For example, if the first input
unit 123 is embodied as a button, the first user input may be
pressing the button and then releasing the button. When the
first input unit 123 is embodied as a touch sensor, the first user
input may be touching the button and then releasing the
touching of the button. When the input unit 120 is embodied
as a microphone, the first user input may be uttering the
wording ‘virtual input region defining mode’.

[0091] The control unit 140 may define the rectangular
virtual input region with the first and second points as verti-
ces, based on first location information calculated at the first
point and second location information calculated at the sec-
ond point that is diagonally opposite the first point, as will be
described in detail with reference to FIG. 4 below.

[0092] FIG. 4 illustrates methods of defining a virtual input
region 300 according to embodiments of the present disclo-
sure. Referring to FIG. 4 part (a), when a user places an input
apparatus 100 at a first point on a virtual input region that is to
be defined, the control unit 140 may calculate first location
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information (x1, y1, 0) 301 at a first point on the input appa-
ratus 100. Referring to FIG. 4 part (b), when the user places
the input apparatus 100 at a second point on the virtual input
region that is to be defined, by moving the input apparatus 100
along a travel path 303, the control unit 140 may calculate
second location information (x2, y2, 0) 302 at a second point
on the input apparatus 100, which is diagonally opposite the
first point. In this case, location information of two vertices of
a rectangle that are diagonally opposite each other is calcu-
lated. Thus, the control unit 140 may automatically calculate
third location information (x1, y2, 0) 307 and fourth location
information (x2, y1, 0) 308 of the other vertices of the rect-
angle. Then, the control unit 140 may define a rectangular
virtual input region, the vertices of which are the first location
information (x1, y1, 0) 301, the second location information
(x2,y2,0) 302, the third location information (x1, y2, 0) 307,
and the fourth location information (x2, y1, 0) 308. Although
the travel path 303 is illustrated as a straight line path, the
present disclosure is not limited thereto. For example, the
travel path may be a curved path.

[0093] Referring to FIG. 4 part (c), when a user places the
input apparatus 100 at a first point on a virtual input region
that is to be defined, the control unit 140 may calculate first
location information (x1, y1, z1) 301 at a first point on the
input apparatus 100. Then, referring to FIG. 4 part (d), when
the user places the input apparatus 100 at a second point on
the virtual input region that is to be defined, by moving the
input apparatus 100 along a travel path 303, the control unit
140 may calculate second location information (x2, y2, z2)
302 at a second point on the input apparatus 100, which is
diagonally opposite the first point.

[0094] In this case, the control unit 140 may automatically
calculate third location information (x3, y3, z2) 307 in which
location information in the z-axis is the same as that of the
second location information (x2, y2, z2) 302, and location
information in the x-axis and location information in the
y-axis of which are different from those of the second location
information (x2, y2, 72) 302. Also, the control unit 140 may
automatically calculate fourth location information (x4, y4,
71) 308 in which location information in the z-axis is the same
as that of the first location information (x1, y1, z1) 301, and
location information in the x-axis and location information in
the y-axis are different from those of the first location infor-
mation (x1,y1,z1)301. Then, the control unit 140 may define
arectangular virtual input region, the vertices of which are the
firstlocation information (x1,y1, z1) 301, the second location
information (x2, y2, z2) 302, the third location information
(x3, v3, 72) 307, and the fourth location information (x4, y4,
z1) 308.

[0095] In other words, as illustrated in FIG. 4, the control
unit 140 may define a rectangular virtual input region by
using the calculated first location information and second
location information, based on the features of a rectangle.
[0096] However, the present disclosure is not limited
thereto, and a first point, a second point, a third point, and a
fourth point may be determined by a user. In this case, the
control unit 140 may define a rectangular virtual input region
with the first to fourth points as vertices. That is, the virtual
input region may be defined to a rectangular plane withina 3D
space. Also, the control unit may define a rectangular virtual
input region using the first location information as a midpoint
of a left side of the rectangular virtual input region and the
second location information as a midpoint of a right side of
the rectangular virtual input region.
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[0097] Furthermore, the virtual input region may be defined
by a single point selected by a user and a predetermined
virtual input region size. For example, a virtual input region
may be defined as a rectangle with a predetermined size
oriented in an orthogonal direction with respect to an axis of
the input apparatus, and with a center point as the point
selected by the user with the input apparatus. The predeter-
mined size may be equal to the size of the display, or half the
size of the display, for example. Accordingly, a virtual input
region may be defined with a single point.

[0098] The control unit 140 may set the defined virtual
input region to have a preset resolution or to have a resolution
that is set according to a user input received via the second
input unit.

[0099] Here, the term ‘resolution’ refers to the density of
location information in the defined virtual input region. For
convenience of explanation, a case in which the defined vir-
tual input region is a rectangle, the vertices of which are first
location information (0, 0, 0), second location information
(10, 10, 0), third location information (0, 10, 0), and fourth
location information (10, 0, 0) will be described. In this case,
because the defined virtual input region has a resolution of
100x100, ten thousand pieces of location information,
including the first location information (0, 0, 0), the second
location information (10, 10, 0), the third location informa-
tion (0, 10, 0), and the fourth location information (10, 0, 0),
are included in the rectangular shape of the virtual input
region.

[0100] When a virtual input region is defined, the input
apparatus 100 or the display apparatus 200 may map the
defined virtual input region to a screen region of the display
apparatus 200.

[0101] A mapping operation may be performed by the input
apparatus 100 as described below.

[0102] Specifically, when the input apparatus 100 is
capable of receiving information regarding a resolution of the
display apparatus 200, the control unit 140 may compare the
information regarding the resolution of the display apparatus
200 with information regarding a resolution of a defined
virtual input region so as to calculate a ratio between the
resolution of the display apparatus 200 and the resolution of
the defined virtual input region, and then perform mapping
based on the calculated ratio.

[0103] For convenience of explanation, a case in which the
defined virtual input region has a resolution of 100x100 and
the display apparatus 200 has a resolution of 1000x1000 will
be described. In this case, the control unit 140 may calculate
the ratio between the resolution of the display apparatus 200
and the resolution of the defined virtual input region, e.g.,
width:height=1:10. Then, the control unit 140 may calculate
location information (x1', y1', z1') in a screen region of the
display apparatus 200 corresponding to location information
(x1, y1, z1) in the defined virtual input region, based on the
calculated ratio. Thus, the control unit 140 may perform
mapping such that the location information (x1, y1, z1) in the
defined virtual input region and the location information (x1',
y1', z1') in the screen region of the display apparatus 200
correspond to each other (one-to-one correspondence).
[0104] Such a mapping operation may also be performed
by the display apparatus 200. In this case, the control unit 140
may control the communication unit 130 to transmit informa-
tion regarding a resolution of a defined virtual input region to
the display apparatus 200. Then, the display apparatus 200
may map the defined virtual input region to a screen region of
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the display apparatus 200, based on the information regarding
the resolution of the defined virtual input region.

[0105] When the defined virtual input region is mapped to
the screen region of the display apparatus 200 and the input
apparatus 100 is then placed in the mapped virtual input
region, the control unit 140 may control the communication
unit 130 to transmit location information corresponding to the
location of the input apparatus 100 to the display apparatus
200.

[0106] Specifically, when the input apparatus 100 performs
the mapping operation, the control unit 140 may control the
communication unit 130 to transmit location informationin a
screen region of the display apparatus 200 mapped to location
information of the input apparatus 100 placed in a virtual
input region, to the display apparatus 200. In this case, the
display apparatus 200 may mark a mouse pointer on the
location on the screen region corresponding to the location
information in the screen region of the display apparatus 200.
[0107] When the display apparatus 200 performs the map-
ping operation, the control unit 140 may control the commu-
nication unit 130 to transmit location information of the input
apparatus 100 placed in a virtual input region to the display
apparatus 200. In this case, the display apparatus 200 may
detect location information in a screen region thereof mapped
to the location information in the virtual input region, and
mark a mouse pointer on the location on the screen region
corresponding to the detected location information in the
screen region.

[0108] The mapping operation will now be described in
detail with reference to FIG. 5. FIG. 5 illustrates an input
method using a virtual input region according to an embodi-
ment of the present disclosure. Referring to FIG. 5 part (a),
when an input apparatus 100 is placed in a mapped virtual
input region 300, a mouse pointer may be marked on a loca-
tion 201 on a screen region of the display apparatus 200,
which is mapped to the location of the input apparatus 100 in
the mapped virtual input region 300. When the input appara-
tus 100 is moved in the mapped virtual input region 300 as
illustrated in FIG. 5 part (b), the mouse pointer may be
marked on a location 201 on the screen region of the display
apparatus 200, which is mapped to the location of the input
apparatus 100.

[0109] According to various embodiments of the present
disclosure as described above, a virtual input region and a
screen region of a display apparatus are mapped to each other,
so that a mouse pad for using an input apparatus may not be
used, thereby increasing the portability of the display appa-
ratus and alleviating limitations to an environment in which
the display apparatus is used. Also, when a mouse pointer is to
be moved within a wide range, the input apparatus may be
continuously moved to a specific location on a virtual input
region without having to move the mouse pointer, thereby
increasing user convenience.

[0110] Also, according to various embodiments of the
present disclosure as described above, a resolution of a virtual
input region may be easily adjusted according to a user envi-
ronment. For example, in order to select a menu displayed on
a display apparatus, an input apparatus does not need to be
precisely moved. Thus, the resolution of the virtual input
region is lowered to easily select the menu with the input
apparatus. When a detailed picture is drawn using the input
apparatus, the input apparatus needs to be precisely moved.
Thus, the resolution of the virtual input region is increased to
precisely draw a desired picture with the input apparatus.
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[0111] The size of the virtual input region may correspond
directly to the size of the display screen, may be smaller than
the display screen, or may be larger than the display screen.
As an example, a 42 inch widescreen television display screen
may have a width 0f 39.3 inches and a height of 29.7 inches.
A virtual input region may be defined as a rectangle with a
width of 13.1 inches and a height of 9.9 inches. The virtual
input region may be mapped to the display screen such that a
movement of 1 inch by the input apparatus on the virtual input
region correlates to a movement of 3 inches by a mouse
pointer displayed on the display screen.

[0112] As an example, the resolution of the virtual input
region may be set such that the precision of the tracking of the
movement of the input apparatus is set to 0.1 inches. Accord-
ingly, an actual 4.36 inch movement of the input apparatus in
the virtual input region may be tracked as a 4.4 inch move-
ment in the virtual input region. If the resolution is changed to
a 1.0 inch resolution, the 4.36 inch movement in the virtual
input region may be tracked as a 4 inch movement in the
virtual input region.

[0113] When location information calculated at current
location of the input apparatus 100 is not the same as location
information in the virtual input region, the control unit 140
may calculate location information obtained by projecting the
location information calculated at the current location of the
input apparatus 100 onto the virtual input region. In this case,
the display apparatus 200 may mark a mouse pointer on a
location on the screen region corresponding to the projected
location information, as will be described in detail with ref-
erence to FIG. 6 below.

[0114] FIG. 6 illustrates a process of projecting location
information of an input apparatus onto a defined virtual input
region according to an embodiment of the present disclosure.
Referring to FIG. 6 part (a), location information (x1, y1, z1)
304 calculated at a current location of an input apparatus 100
is not the same as location information in a virtual input
region 300. In this case, the control unit 140 of FIG. 2 may
calculate a z-coordinate of location information in a virtual
input region 300, the x and y coordinates of which are ‘x1’and
‘y1’, based on the location information (x1, yl, z1) 304
calculated at the current location of the input apparatus 100,
as illustrated in FIG. 6 part (a). Thus, the control unit 140 may
calculate location information (x1, y1, z2) 305 by projecting
the location information (x1, y1, z1) 304 calculated at the
current location of the input apparatus 100 onto the virtual
input region 300.

[0115] Referring to FIG. 6 part (b), location information
(x1, y1, z1) 304 calculated at current location of the input
apparatus 100 is not the same as location information in the
virtual input region 300. In this case, the control unit 140 may
calculate location information (x2, y2, 72) 305 in the virtual
input region 300, obtained when the location information (x1,
y1, z1) 304 calculated at the current location of the input
apparatus 100 is perpendicular to the virtual input region 300,
as illustrated in FIG. 6 part (b).

[0116] The situations illustrated in FIG. 6 may occur when
an input is performed using a virtual input region. These
situations may be less likely to occur, for example, when the
virtual input region is produced in a space having a fixed
support, e.g., on a desk.

[0117] However, when a virtual input region is produced in
a space having no fixed support, e.g., in an empty space, these
situations are more likely to occur. In this case, a user may
have difficulty in precisely locating the input apparatus in the
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virtual input region. In this case, the control unit 140 may
calculate location information by projecting location infor-
mation calculated at current location of the input apparatus
100 onto the virtual input region.

[0118] The display apparatus 200 may mark a mouse
pointer on a screen region thereof corresponding to the loca-
tion information calculated as described above with reference
to FIG. 6.

[0119] The control unit 140 may include a central process-
ing unit (CPU), a read-only memory (ROM) storing a control
program, and a random access memory (RAM) used to
memorize input data or used as a work-related memory
region. The CPU, the ROM, and the RAM may be connected
to one another via an internal bus.

[0120] FIG. 7 is a flowchart illustrating an input controlling
method of an input apparatus according to an embodiment of
the present disclosure. Referring to FIG. 7, a user input
instruction to define a virtual input region, which is to be used
as an input region of the input apparatus, is received (opera-
tion S701). Here, the virtual input region may allow a pointer
to be located on a display apparatus to correspond to the
location of the input apparatus in the virtual input region.
Also, the defined virtual input region may be a plane ina 3D
space.

[0121] Then, the defined virtual input region and a screen
region of the display apparatus are mapped to each other
according to the user input (operation S702).

[0122] Here, the mapping of the defined virtual input region
and the screen region of the display apparatus may be per-
formed by the display apparatus, based on resolution infor-
mation transmitted from the input apparatus to the display
apparatus.

[0123] Otherwise, this mapping may be performed by the
input apparatus. In this case, the input apparatus may com-
pare information regarding a resolution of the display appa-
ratus received from the display apparatus with information
regarding a resolution of the defined virtual input region,
calculate a ratio between the resolution of the display appa-
ratus and the resolution of the defined virtual input region,
and perform the mapping based on the calculated ratio.
[0124] Then, when the input apparatus is located in the
mapped virtual input region, location information corre-
sponding to the location of the input apparatus is transmitted
to the display apparatus (operation S703).

[0125] Inthe input controlling method of FIG. 7 according
to an embodiment of the present disclosure, the receiving of
the user input (operation S701) may include receiving a first
user input at a first point on the input apparatus, and receiving
a second user input at a second point on the input apparatus
that is diagonally opposite the first point. In this case, when
the first and second user inputs are received, the input con-
trolling method may further include defining a rectangular
virtual input region with the first and second points as verti-
ces.

[0126] Alternatively, in the input controlling method of
FIG. 7 according to an embodiment of the present disclosure,
the receiving of the user input may further include receiving
a first user input instruction to change the mode of the input
apparatus to a virtual input region defining mode, moving the
input apparatus from a first point to a second point that is
diagonally opposite the first point in the virtual input region
defining mode, and receiving the first user input again at the
second point. In this case, when the first user input is received
again at the second point, the input controlling method may
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further include defining a rectangular virtual input region
with the first and second points as vertices.

[0127] Also, the input controlling method of FIG. 7 accord-
ing to an embodiment of the present disclosure may further
include receiving a user input for controlling a resolution of
the defined virtual input region.

[0128] Input controlling methods of an input apparatus
according to various embodiments of the present disclosure
can be embodied as program code, stored in any of various
non-transitory computer readable media, and provided to
servers or devices via any of the various non-transitory com-
puter readable media.

[0129] The non-transitory computer readable media mean
media capable of semi-permanently storing data, unlike
capable of semi-permanently storing data unlike a medium
capable of storing data only for a short time, such as a register,
a cache, and a memory, and from which the data can be read
by a device. In detail, various programs as described above
may be stored in and provided via a non-transitory computer
readable medium, e.g., a compact disc (CD), a digital versa-
tile disc (DVD), a hard disk, a Blueray disc, a universal serial
bus (USB), a memory card, or a read-only memory (ROM).

[0130] The above-described embodiments may be
recorded in computer-readable media including program
instructions to implement various operations embodied by a
computer. The media may also include, alone or in combina-
tion with the program instructions, data files, data structures,
and the like. The program instructions recorded on the media
may be those specially designed and constructed for the pur-
poses of embodiments, or they may be of the kind well-known
and available to those having skill in the computer software
arts. Examples of computer-readable media include magnetic
media such as hard disks, floppy disks, and magnetic tape;
optical media such as CD ROM disks and DVDs; magneto-
optical media such as optical disks; and hardware devices that
are specially configured to store and perform program
instructions, such as read-only memory (ROM), random
access memory (RAM), flash memory, and the like. The
computer-readable media may also be a distributed network,
so that the program instructions are stored and executed in a
distributed fashion. The program instructions may be
executed by one or more processors. The computer-readable
media may also be embodied in at least one application spe-
cific integrated circuit (ASIC) or Field Programmable Gate
Array (FPGA), which executes (processes like a processor)
program instructions. Examples of program instructions
include both machine code, such as produced by a compiler,
and files containing higher level code that may be executed by
the computer using an interpreter. The above-described
devices may be configured to act as one or more software
modules in order to perform the operations of the above-
described embodiments, or vice versa.

[0131] The foregoing exemplary embodiments and advan-
tages are merely exemplary and are not to be construed as
limiting the present disclosure. The present teaching can be
readily applied to other types of apparatuses. Also, the
description of the exemplary embodiments of the present
disclosure is intended to be illustrative, and not to limit the
scope ofthe claims, and many alternatives, modifications, and
variations will be apparent to those skilled in the art.

What is claimed is:

1. An input apparatus for controlling a display apparatus,
the input apparatus comprising:
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a communication unit;

a sensing unit which senses movement of the input appa-
ratus;

a first input unit which receives a user input for defining a
virtual input region which is to be used as an input region
of the input apparatus; and

a control unit which controls the communication unit to
transmit location information corresponding to a loca-
tion of the input apparatus to the display apparatus, when
the virtual input region that is defined according to the
user input is mapped to a screen region of the display
apparatus and the input apparatus is located in the
mapped virtual input region.

2. The input apparatus of claim 1, wherein the virtual input
region allows a pointer to be located on the display apparatus
to correspond to the location of the input apparatus in the
virtual input region.

3. The input apparatus of claim 1, wherein, when a first user
input is received at a first point on the input apparatus via the
first input unit and a second user input is received at a second
point on the input apparatus, the control unit defines a virtual
input region based on the first point and the second point.

4. The input apparatus of claim 1, wherein the control unit
changes the mode of the input apparatus to a virtual input
region defining mode when a first user input is received via
the first input unit, and defines a virtual input region with a
first point and a second point in the virtual input region
defining mode when the input apparatus is moved from the
first point to the second point and the first user input is then
received again at the second point via the first input unit.

5. The input apparatus of claim 1, wherein the control unit
controls the communication unit to transmit information
regarding a resolution of the defined virtual input region to the
display apparatus, and

the mapping of the virtual input region to the screen region
of the display apparatus is performed by the display
apparatus, based on the information regarding the reso-
lution.

6. The input apparatus of claim 5, wherein the location
information is the same as location information in the mapped
virtual input region in which the input apparatus is located.

7. The input apparatus of claim 1, wherein the communi-
cation unit receives information regarding a resolution of the
display apparatus from the display apparatus, and

the control unit compares the information regarding the
resolution of the display apparatus with information
regarding a resolution of the defined virtual input region,
calculates a ratio between the resolution of the display
apparatus and the resolution of the defined virtual input
region, and performs the mapping of the virtual input
region to the screen region of the display apparatus,
based on the calculated ratio.

8. The input apparatus of claim 7, wherein the location
information is the same as location information in the screen
region of the display apparatus, which is mapped to the loca-
tion information regarding the location of the input apparatus.

9. The input apparatus of claim 1, wherein the defined
virtual input region is a plane in a three-dimensional space.

10. The input apparatus of claim 1, further comprising a
second input unit via which a user input instruction to adjust
a resolution of the defined virtual input region is received.

11. An input controlling method of an input apparatus fora
display apparatus, the method comprising:
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receiving a user input instruction to define a virtual input
region that is to be used as an input region of the input
apparatus; and

when the virtual input region that is defined according to

the user input is mapped to a screen region of the display
apparatus and the input apparatus is then located in the
mapped virtual input region, transmitting location infor-
mation corresponding to the location of the input appa-
ratus to the display apparatus.

12. The method of claim 11, wherein the virtual input
region allows a pointer to be located on the display apparatus
to correspond to the location of the input apparatus in the
virtual input region.

13. The method of claim 11, wherein the receiving of the
user input comprises:

receiving a first user input at a first point on the input

apparatus; and

receiving a second user input at a second point on the input

apparatus, and

wherein, when the first and second user inputs are received,

the method further comprises defining a virtual input
region based on the first and second points.

14. The method of claim 11, wherein the receiving of the
user input comprises:

receiving a first user input instruction to define the input

apparatus in a virtual input region defining mode; and

after the input apparatus is moved from a first point to a

second point in the virtual input region defining mode,
receiving the first user input again at the second point via
an input unit, and

when the first user input is received again at the second

point via the input unit, the method further comprises
defining a virtual input region based on the first and
second points.
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15. The method of claim 11, further comprising transmit-
ting information regarding a resolution of the defined virtual
input region to the display apparatus, and

wherein the mapping of the virtual input region to the

screen region of the display apparatus is performed by
the display apparatus, based on the information regard-
ing the resolution.

16. The method of claim 15, wherein the location informa-
tion is the same as location information in the mapped virtual
input region in which the input apparatus is located.

17. The method of claim 11, further comprising:

receiving information regarding a resolution of the display

apparatus from the display apparatus;

comparing the information regarding the resolution of the

display apparatus with information regarding a resolu-
tion of the defined virtual input region; and

calculating a ratio between the resolution of the display

apparatus and the resolution of the defined virtual input
region;

wherein the mapping of the virtual input region to the

screen region of the display apparatus is performed by
the input apparatus, based on the calculated ratio.

18. The method of claim 17, wherein the location informa-
tion is the same as location information in the screen region of
the display apparatus, which is mapped to the location infor-
mation regarding the location of the input apparatus.

19. The method of claim 11, wherein the defined virtual
input region is a plane in a three-dimensional space.

20. The method of claim 11, further comprising receiving
a user input instruction to adjust a resolution of the defined
virtual input region.



