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STRUCTURING DATA IN A KNOWLEDGE FIG . 10 is a block diagram illustrating an example soft 
GRAPH ware architecture , which may be used in conjunction with 

various hardware architectures herein described . 
TECHNICAL FIELD FIG . 11 is a block diagram illustrating components of a 

5 machine , according to some example embodiments , able to 
An embodiment of the present subject matter relates read instructions from a machine - readable medium ( e.g. , a 

generally to structuring data and , more specifically , to struc machine - readable storage medium ) and perform any one or 
turing data in a knowledge graph . more of the methodologies discussed herein . 

BACKGROUND 10 DETAILED DESCRIPTION 

2 

Today's world is characterized by ever expanding and In the following description , for purposes of explanation , 
various details are set forth in order to provide a thorough interconnected markets : economic , financial , social and 

political institutions deeply affect each other at an unprec- 15 apparent , however , to one skilled in the art , that the present 
understanding of some example embodiments . It will be 

edented rate . In this scenario market agents are exposed to subject matter may be practiced without these specific “ information overloading ” , a phenomenon that may lead to details , or with slight alterations . poor investment decisions and / or missed investment oppor Reference in the specification to “ one embodiment ” or 
tunities . Cutting edge tools are needed to help them to “ an embodiment ” means that a particular feature , structure , 
discover and process relevant information . 20 or characteristic described in connection with the embodi 

Science of complexity brings such a tool . Complex sys- ment is included in at least one embodiment of the present 
tems are systems characterized by a huge number of ele subject matter . Thus , the appearances of the phrase " in one 
ments , whose interactions are highly non - trivial and non- embodiment ” or “ in an embodiment ” appearing in various 
linear . As a result , these systems tend to exhibit peculiar places throughout the specification are not necessarily all 
behaviors that oscillate between order and randomness . 25 referring to the same embodiment . 
Distinguishing the hidden order from the randomness is one For purposes of explanation , specific configurations and 
of the main challenges of the science of complexity : once details are set forth in order to provide a thorough under 
found the correct level of description , systems that seem standing of the present subject matter . However , it will be 
stochastic and unpredictable can be partially controlled , apparent to one of ordinary skill in the art that embodiments 
monitored and predicted . 30 of the subject matter described may be practiced without the 

Examples of complex systems are everywhere : from specific details presented herein , or in various combinations , 
biology ( ant colonies , human brain ) to physics ( supercon- as described herein . Furthermore , well - known features may 
ductors , granular materials ) and social sciences ( opinion be omitted or simplified in order not to obscure the described 
dynamics , financial markets ) . Over the last decades the embodiments . Various examples may be given throughout 
science of complexity has been one of the most interdisci- 35 this description . These are merely descriptions of specific 
plinary and promising strands of research . embodiments . The scope or meaning of the claims is not 

limited to the examples given . 
BRIEF DESCRIPTION OF THE DRAWINGS Disclosed are systems , methods , and non - transitory com 

puter - readable media for structuring data in a knowledge 
In the drawings , which are not nece ecessarily drawn to scale , 40 graph . The knowledge graph represents data as concepts and 

like numerals may describe similar components in different indicates connections between the concepts . The connec 
views . Like numerals having different letter suffixes may tions are used to derive insights between the various con 
represent different instances of similar components . Some cepts . For example , a user may use the knowledge graph to 
embodiments are illustrated by way of example , and not identify connections between concepts which were previ 
limitation , in the figures of the accompanying drawings in 45 ously unknown to the user . 
which : Each concept in the knowledge graph includes a definition 
FIG . 1 shows a system , wherein a data management or set of definitions , a semantic projection , and a topic 

system structures data in a knowledge graph , according to projection . A definition is a statement , collection of words , 
some example embodiments . collection of data , collection of images , etc. , that describe 
FIG . 2 is a block diagram of the data manager , according 50 the meaning of a concept . A semantic projection is a vector 

to some example embodiments . ( “ semantic vector ” ) representing the concept in a semantic 
FIG . 3 is a block diagram of the ingestion module , space . A semantic vector is determined based on a set of 

according to some example embodiments . embeddings determined from the definition or set of defi 
FIG . 4 is a block diagram of the concept assignment nitions of the concept . The topic projection is a vector 

module , according to some example embodiments . 55 ( " topic vector ” ) representing the concept in a topic space . A 
FIG . 5 shows an example of generating a topic vector , topic vector is determined based on a distribution of topics 

according to some example embodiments . of the concept . 
FIG . 6 is a block diagram of the new concept generation A data management system processes both structured and 

module , according to some example embodiments . unstructured data , and adds the data to the knowledge graph . 
FIG . 7 is a block diagram of the connection determination 60 That is , the data management system ingests the data and 

module , according to some example embodiments . organizes the data into the knowledge graph that allows 
FIG . 8 is a flowchart showing an example method of connections between the data to be analyzed and deter 

structuring data in a knowledge graph , according to certain mined . The data consists of various electric content items , 
example embodiments . such as electronic documents , electronic images , electronic 
FIG . 9 is a flowchart showing an example method of 65 audio file , etc. The data management system extracts con 

generating a new concept in a data graph , according to cepts from the content items and adds the concepts to the 
certain example embodiments . knowledge graph . 
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The data management system analyzes a content item in generated based on the set of known data snippets that are 
data snippets , which are a subset of the content item . For similar to the data snippet . For example , the data manage 
example , a data snippet of a text file may be a portion of the ment system calculates the mean of the topic vectors , which 
text from the text file . As another example , a data snippet of is assigned as the topic vector for the new concept 
an image file may be a portion of the image . The data 5 The data management system determines connections 
management system analyzes the content of each data between the concepts in the knowledge graph , which can be 
snippet to identify known concepts that may be related in the used to derive insights . For example , the data management 
data snippet . That is , the data management system analyzes system generates links between the concepts that indicate 
tokens ( e.g. , keywords , data segments , etc. ) that are included and describe a connection between the concepts . For 
in the data snippet and compare them to the definitions of the 10 example , the link describes a strength of the connection 
known concepts in the knowledge graph . For example , the between two concepts , as well as the type of connection . The 
data management system identifies that known concepts that data management system determines a link between any two 
have definitions that include tokens from the data snippets . concepts based on a determined similarity between the two 

Identifying matching tokens is an indicator that a data concepts as measured based on several factors . For example , 
snippet is related to a concept , however may not be defini- 15 the data management system determines similarity between 
tive . For example , a token such as “ Apple ” may be related two concepts based on semantic similarity , inferences , and 
to the concepts of fruit or computing devices . To further events . 
distinguish the concept of a data snippet , the data manage- FIG . 1 shows a system 100 , wherein a data management 
ment system determines cosine similarity values indicating system 104 structures data in a knowledge graph , according 
an intrinsic similarity between the data snippet and the 20 to some example embodiments . The knowledge graph rep 
concepts identified as being related to the data snippet , as resents data as concepts and identifies connections between 
well as pertinence values indicating a measure of topical the concepts . A user can use the determined connections in 
similarity between the data snippet and the concepts iden- the knowledge graph to derive insights between the various 
tified as being related to the data snippet . concepts . 

The data management system determines the correct 25 As shown , multiple devices ( i.e. , client device 102 , mes 
concept for the data snippet based on the cosine similarity saging system 104 , and external data source 106 ) are con 
values and the pertinence values . For example , the data nected to a communication network 108 and configured to 
management system determines estimated likelihoods that communicate with each other through use of the communi 
the data snippet is related to the concepts based on the cosine cation network 108. The communication network 108 is any 
similarity values and the pertinence values , and then selects 30 type of network , including a local area network ( LAN ) , such 
the concept that has the highest estimated likelihood . The as an intranet , a wide area network ( WAN ) , such as the 
data management system assigns an identifier for the internet , or any combination thereof . Further , the commu 
selected concept to the data snippet . nication network 108 may be a public network , a private 
The data management system determines the cosine simi- network , or a combination thereof . The communication 

larity value between a data snippet and a known concept by 35 network 108 is implemented using any number of commu 
generating a semantic vector representing the data snippet nications links associated with one or more service provid 
and determining an angle between the semantic vector ers , including one or more wired communication links , one 
representing the data snippet and the semantic vector rep- or more wireless communication links , or any combination 
resenting the concept . The data management system deter- thereof . Additionally , the communication network 108 is 
mines the pertinence value between a data snippet and a 40 configured to support the transmission of data formatted 
known concept by generating a topic vector representing the using any number of protocols . 
data snippet and determining a distance between the topic Multiple computing devices can be connected to the 
vector representing the data snippet and the topic vector communication network 108. A computing device any 
representing the concept . type of general computing device capable of network com 

In some instances , a data snippet may not be related to any 45 munication with other computing devices . For example , a 
of the known concepts in the knowledge graph . For instance , computing device can be a personal computing device such 
the data snippet may be related to a concept that has not yet as a desktop or workstation , a business server , or a portable 
been added to the knowledge graph . In this type of situation , computing device , such as a laptop , smart phone , or a tablet 
the data management system generates a new concept for the personal computer ( PC ) . A computing device can include 
data snippet and adds the new concept to the knowledge 50 some or all of the features , components , and peripherals of 
graph . To accomplish this , the data management system the machine 1100 shown in FIG . 11 . 
identifies tokens from the data snippet and generates a To facilitate communication with other computing 
definition or set of definitions for the concept based on the devices , a computing device includes a communication 
tokens . For example , the data management system may interface configured to receive a communication , such as a 
extract the definition from the data snippet itself , and / or 55 request , data , and so forth , from another computing device 
extract the definition from external searches by executing a in network communication with the computing device and 
search based on the tokens included in the data snippet . pass the communication along to an appropriate module 

To generate the semantic vector for the new concept , the running on the computing device . The communication inter 
data management system identifies a set of known data face also sends a communication to another computing 
snippets that are similar to the data snippet , and then 60 device in network communication with the computing 
generates the semantic vector based on the semantic vectors device . 
generated based on the set of similar data snippets . For In the system 100 , users interact with the data manage 
example , the data management system calculates the mean ment system 104 to access and utilize the functionality of the 
of the semantic vectors , which is assigned as the semantic knowledge graph maintained by the data management sys 
vector for the new concept . 65 tem 104. For example , a user uses a client device 102 that 

Likewise , the data management system generates the is connected to the communication network 108 by direct 
topic vector for the new concept based on the topic vectors and / or indirect communication to communicate with and 

a 
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utilize the functionality of the data management system 104 . concepts . The data manger 116 further provides functional 
Although the shown system 100 includes only one client ity that enables a user to analyze the knowledge graph and 
device 102 , this is only for ease of explanation and is not derive insights based on the connections between the con 
meant to be limiting . One skilled in the art would appreciate cepts . 
that the system 100 can include any number of client devices 5 The data management system 104 receives the data that is 
102. Further , the data management system 104 may concur- ingested from an external data source 106 that is in network 
rently accept connections from and interact with any number communication with the data management system 104. An 
of client devices 102. The data management system 104 external data source 106 may be any type of online resource , 
supports connections from a variety of different types of such as a website , search engine , data library , etc. The 
client devices 102 , such as desktop computers ; mobile 10 external data source 106 includes a data storage 118 that 
computers ; mobile communications devices , e.g. , mobile maintains data . The data manager 116 communicates with 
phones , smart phones , tablets , smart televisions ; set - top the external data source 106 via the communication network 
boxes ; and / or any other network enabled computing devices . 108 to request data stored in the data storage 118. In 
Hence , the client device 102 may be of varying type , response , the external data source 106 transmits the 
capabilities , operating systems , etc. 15 requested data to the data management system 104 , where it 
A user interacts with the data management system 104 via is ingested by the data manager 116. Although only a single 

a client - side application 119 installed on the client devices external data source 106 is shown , this is for ease of 
102 and 104. In some embodiments , the client - side appli- explanation and is not meant to be limiting . The system 100 
cation 110 includes a data management system specific may include any number of external data sources 106 in 
component . For example , the component may be a stand- 20 network communication with the data management system 
alone application , one or more application plug - ins , and / or 104 , and the data management system 104 may communi 
a browser extension . However , the users may also interact cate with and receive data from any one or more of the 
with the messaging system 106 via a third - party application external data sources 106 . 
112 , such as a web browser , that resides on the client device The data received from the external data source 106 
102 and is configured to communicate with the data man- 25 consists of various electric content items . An electric content 
agement system 104. In either case , the client - side applica- item is any type of electronic file , such as an electronic text 
tion 110 or the third - party application 112 presents a user file , electronic image file , electronic audio file , electronic 
interface ( UI ) for the user to interact with the data manage- video file , etc. The data manager 116 extracts concepts from 
ment system 104. For example , the user interacts with the the content items and adds the concepts to the knowledge 
data management system 104 via the client - side application 30 graph . 
110 integrated with the file system or via a webpage dis- The data manager 116 analyzes a content item in data 
played using a third - party application 112 , such as a web snippets , which are a subset of the content item . For 
browser application . example , a data snippet of a file may be a portion of the 

The data management system 104 consists of one or more text from the text file ( e.g. , a sentence , paragraph , etc. ) . As 
computing devices configured to structure data in a knowl- 35 another example , a data snippet of an image file may 
edge graph . The knowledge graph represents data as con- portion of the image . The data manager 116 identifies 
cepts and identifies connections between the concepts , snippets of the content item and analyzes the content of each 
which a user can use to derive insights . For example , a user data snippet to identify known concepts that may be related 
may use the connections to identify connections between to the data snippet . A known concept is a concept that has 
concepts that were previously unknown to the user . The user 40 already been added to the knowledge graph . To determine 
may also use the knowledge graph to determine the strength whether a concept is related to a data snippet , the data 
of connection between concepts . manager 116 analyzes tokens ( e.g. , keywords , data seg 

Each concept in the knowledge graph includes a definition ments , etc. ) that are included in the data snippet and com 
or set of definitions , a semantic projection , and a topic pares the tokens to the definitions of the known concepts in 
projection . A definition is a statement , collection of words , 45 the knowledge graph . For example , the data manager 116 
collection of data , collection of images , etc. , that describe identifies known concepts that have definitions that include 
the meaning of a concept . A semantic projection is a vector tokens from the data snippet . 
( “ semantic vector ” ) representing the concept in a semantic The data manager 116 may identify the tokens in a variety 
space . A semantic vector is determined based on a set of of ways . For example , the tokens may include words that 
embeddings determined from the definition or set of defi- 50 co - occur in sentences in the data snippet . As another 
nitions of the concept . The topic projection is a vector example , the tokens may include unique or non - common 
( “ topic vector ” ) representing the concept in a topic space . A words included in the data snippet . 
topic vector is determined based on a distribution of topics While identifying matching tokens is an indicator that a 
of the concept . Connections between the concepts in the data snippet is related to a concept , in may not be definitive . 
knowledge graph indicate concepts that are related , a 55 For example , a token such as “ Apple ” may be related to the 
strength of the connection , the type of connection , as well as concepts of fruit or computing devices . To further distin 
a cause of the connection . guish the concept of a data snippet , the data manager 116 

The knowledge graph and associated data are stored in the determines cosine similarity values indicating an intrinsic 
data storage 114. The data management system 104 includes similarity between the data snippet and the concepts iden 
a data manager 116 configured to generate the knowledge 60 tified as being related to the data snippet , as well as 
graph and provide the functionality of the data management pertinence values indicating a measure of topical similarity 
system 104. To generate the knowledge graph , the data between the data snippet and the concepts identified as being 
manager 116 processes both structured and unstructured related to the data snippet . 
data , and adds the data to the knowledge graph . That is , the The data manager 116 determines the correct concept for 
data manger 116 ingests the data , determines a concept that 65 the data snippet based on the cosine similarity values and the 
the data is related to , associates the data with the appropriate pertinence values . For example , the data manager 116 deter 
concepts , and determines connections between the various mines estimated likelihoods that the data snippet is related to 

a be a 
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the concepts based on the cosine similarity values and the functional components may be supported by the data man 
pertinence values , and then selects the concept that has the ager 116 to facilitate additional functionality that is not 
highest estimated likelihood . The data manager 116 assigns specifically described herein . Furthermore , the various func 
an identifier for the selected concept to the data snippet . For tional modules depicted in FIG . 2 may reside on a single 
example , the data manager 116 stores the data snippet in the 5 computing device or may be distributed across several 
data storage 114 and associated the data snipped with the computing devices in various arrangements such as those 
identifier for the selected concept . used in cloud - based architectures . 

The data manager 116 determines the cosine similarity As shown , the data manager 116 includes an interface 
value between a data snippet and a known concept by module 202 , an ingestion module 204 , a concept assignment 
generating a semantic vector representing the data snippet 10 module 206 , a new concept generation module 208 , and a 
and determining an angle between the semantic vector connection determination module 210 . 
representing the data snippet and the semantic vector rep- The interface module 202 provides a data management 
resenting the concept . The data manager 116 determines the interface that enables a user to utilize the functionality of the 
pertinence value between a data snippet and a known data management system 104. That is , the data management 
concept by generating a topic vector representing the data 15 interface enables a user to access the knowledge graph , view 
snippet and determining a distance between the topic vector connections between concepts , generate reports , etc. The 
representing the data snippet and the topic vector represent- data management interface includes user interface elements 
ing the concept . The data manager 116 stores the semantic ( e.g. , buttons , text boxes , scroll bars , etc. ) , that a user may 
vector and topic vector for a data snippet in the data storage use to utilize the functionality of the data management 
114 and associates the vectors with their corresponding data 20 system 104. The interface module 202 provides data entered 
snippet . by a user to the other appropriate modules of the data 

In some instances , a data snippet may not be related to any management system 104 to provide the functionality 
of the known concepts in the knowledge graph . For instance , requested by the user . 
the data snippet may be related to a concept that has not yet The ingestion module 204 ingests data to be added to the 
been added to the knowledge graph . In this type of situation , 25 knowledge graph . The ingestion module 204 receives data 
the data manager 116 generates a new concept for the data from an external data source 106. For example , the ingestion 
snippet and adds the new concept to the knowledge graph . module 204 transmits a request to the external data source 
To accomplish this , the data manager 116 identifies tokens 106 for the data . As another example , the external data 
from the data snippet and generates a definition or set of source 106 periodically transmits data to the data manage 
definitions for the concept based on the tokens . For example , 30 ment system 104 , which is received by the ingestion module 
the data manager 116 may extract the definition from the 204 . 
data snippet itself , and / or extract the definition from external The data consists of various electric content items , such as 
searches by executing a search based on the tokens included electronic documents , electronic images , electronic audio 
in the data snippet . file , etc. The ingestion module 204 extracts relevant data 

To generate the semantic vector for the new concept , the 35 from the content items . For example , the ingestion module 
data manager 116 identifies a set of known data snippets that 204 extracts text , images , etc. , from the content items , which 
are similar to the data snippet , and then generates the are used to determine the concepts included in the content 
semantic vector based on the semantic vectors generated item . Data that is not relevant to determining the concepts 
based on the set of similar data snippets . For example , the included in the content items are not extracted . For example , 
data manager 116 calculates the mean of the semantic 40 borders , page numbers , etc. , that are generic to content items 
vectors , which is assigned as the semantic vector for the new and do not indicate the concepts included in the content item 
concept . are not extracted by the ingestion module 204. The ingestion 

Likewise , the data manager 116 generates the topic vector module 204 stores the extracted data in the data storage 114 . 
for the new concept based on the topic vectors generated The extracted data is stored along with metadata associated 
based on the set of known data snippets that are similar to 45 with the data , such as data identifying the source of the data , 
the data snippet . For example , the data manager 116 calcu- the time it was ingested , etc. The functionality of the 
lates the mean of the topic vectors , which is assigned as the ingestion module 204 is described in greater detail below 
topic vector for the new concept with respect to FIG . 3 . 

The data manager 116 determines connections between The concept assignment module 206 assigns concepts to 
the concepts in the knowledge graph , which can be used to 50 the data received by the ingestion module 204. That is , the 
derive insights . For example , the data manager 116 gener- concept assignment module 206 determines the concepts 
ates links between the concepts that indicate and describe a included in a content item and assigns a unique identifier 
connection between the concepts . For example , the link associated with the determined concepts to the content item . 
describes a strength of the connection between two con- The concept assignment module 206 analyzes content items 
cepts , as well as the type of connection . The data manage- 55 in data snippets , which are subsets of the content item . For 
ment system determines a link between any two concepts example , a data snippet of a text file may be a subset of the 
based on a determined similarity between the two concepts text , such as a sentence , paragraph , page , etc. As another 
as measured based on several factors . For example , the data example , a data snippet of an image file may be a portion of 
management system determines similarity between two con- the image file . 
cepts based on semantic similarity , inferences , and events . The concept assignment module 206 identifies snippets of 
FIG . 2 is a block diagram of the data manager 116 , the content item and analyzes the content of each data 

according to some example embodiments . To avoid obscur- snippet to identify known concepts that may be related to the 
ing the inventive subject matter with unnecessary detail , data snippet . A known concept is a concept that has already 
various functional components ( e.g. , modules ) that are not been added to the knowledge graph . To determine whether 
germane to conveying an understanding of the inventive 65 a concept is related to a data snippet , the concept assignment 
subject matter have been omitted from FIG . 2. However , a module 206 analyzes tokens ( e.g. , keywords , data segments , 
skilled artisan will readily recognize that various additional etc. ) that are included in the data snippet and compares the 
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tokens to the definitions of the known concepts in the then generates the semantic vector based on the semantic 
knowledge graph . For example , the concept assignment vectors generated based on the set of similar data snippets . 
module 206 identifies known concepts that have definitions For example , the new concept generation module 208 cal 
that include tokens from the data snippet . culates the mean of the semantic vectors , which is assigned 

The concept assignment module 206 may identify the 5 as the semantic vector for the new concept . 
tokens in a variety of ways . For example , the tokens may Likewise , the new concept generation module 208 gen 
include words that co - occur in sentences in the data snippet . erates the topic vector for the new concept based on the topic 
As another example , the tokens may include unique or vectors generated based on the set of known data snippets 
non - common words included in the data snippet . that are similar to the data snippet . For example , the new 

While identifying matching tokens is an indicator that a 10 concept generation module 208 calculates the mean of the 
data snippet is related to a concept , in may not be definitive . topic vectors , which is assigned as the topic vector for the 
For example , a token such as “ Apple ” may be related to the new concept . 
concepts of fruit or computing devices . To further distin- The new concept generation module 208 communicates 
guish the concept of a data snippet , the concept assignment with the data storage 114 to add the newly created concept 
module 206 determines cosine similarity values indicating 15 the knowledge graph . For example , the new concept gen 
an intrinsic similarity between the data snippet and the eration module 208 updates the knowledge graph in the data 
concepts identified as being related to the data snippet , as storage 114 to include the new concept and associated 
well as pertinence values indicating a measure of topical definition , topic vector and semantic vector . The function 
similarity between the data snippet and the concepts iden- ality of the new concept generation module 208 is described 
tified as being related to the data snippet . 20 in greater detail below with respect to FIG . 6 . 

The concept assignment module 206 determines the cor- The connection determination module 210 determines 
rect concept for the data snippet based on the cosine simi- connections between the concepts in the knowledge graph , 
larity values and the pertinence values . For example , the which can be used to derive insights . For example , the 
concept assignment module 206 determines estimated like- connection determination module 210 generates links 
lihoods that the data snippet is related to the concepts based 25 between the concepts that indicate and describe a connection 
on the cosine similarity values and the pertinence values , between the concepts . For example , the link describes a 
and then selects the concept that has the highest estimated strength of the connection between a concept , as well as the 
likelihood . The concept assignment module 206 assigns an type of connection . The data management system deter 
identifier for the selected concept to the data snippet . For mines a link between any two concepts based on a deter 
example , the concept assignment module 206 stores the data 30 mined similarity between the two concepts as measured 
snippet in the data storage 114 and associated the data based on several factors . For example , the data management 
snipped with the identifier for the selected concept . system determines similarity between two concepts based on 
The concept assignment module 206 determines the semantic similarity , inferences , and events . The functional 

cosine similarity value between a data snippet and a known ity of the connection determination module 210 is described 
concept by generating a semantic vector representing the 35 in greater detail below with respect to FIG . 7 . 
data snippet and determining an angle between the semantic FIG . 3 is a block diagram of the ingestion module 204 , 
vector representing the data snippet and the semantic vector according to some example embodiments . To avoid obscur 
representing the concept . The concept assignment module ing the inventive subject matter with unnecessary detail , 
206 determines the pertinence value between a data snippet various functional components ( e.g. , modules ) that are not 
and a known concept by generating a topic vector repre- 40 germane to conveying an understanding of the inventive 
senting the data snippet and determining a distance between subject matter have been omitted from FIG . 3. However , a 
the topic vector representing the data snippet and the topic skilled artisan will readily recognize that various additional 
vector representing the concept . The concept assignment functional components may be supported by the ingestion 
module 206 stores the semantic vector and topic vector for module 204 to facilitate additional functionality that is not 
a data snippet in the data storage 114 and associates the 45 specifically described herein . Furthermore , the various func 
vectors with their corresponding data snippet . The function- tional modules depicted in FIG . 3 may reside on a single 
ality of the concept assignment module 206 is described in computing device or may be distributed across several 
greater detail below with respect to FIG . 4 . computing devices in various arrangements such as those 

The new concept generation module 208 generates new used in cloud - based architectures . 
concepts and adds them to the knowledge graph . In some 50 As shown , the ingestion module 204 includes a receiving 
instances , a data snippet may not be related to any of the module 302 , a data extraction module 304 , and a data storing 
known concepts in the knowledge graph . For instance , the module 306. The receiving module 302 receives data includ 
data snippet may be related to a concept that has not yet been ing content items from external data sources 106. For 
added to the knowledge graph . In this type of situation , the example , the data is transmitted to the data management 
new concept generation module 208 generates a new con- 55 system 104 as a result of a request transmitted to the external 
cept for the data snippet and adds the new concept to the data source 106 for the data . As another example , the 
knowledge graph . To accomplish this , the new concept external data source 106 periodically transmits the data to 
generation module 208 identifies tokens from the data the data management system 104. The received data 
snippet and generates a definition or set of definitions for the includes content items of varying types , such as text files , 
concept based on the tokens . For example , the new concept 60 image files , audio files , etc. 
generation module 208 may extract the definition from the The receiving module 302 provides the received content 
data snippet itself , and / or extract the definition from external items to the data extraction module 304. The data extraction 
searches by executing a search based on the tokens included module 304 extracts relevant data from the content items . 
in the data snippet . For example , the data extraction module 304 extracts text , 

To generate the semantic vector for the new concept , the 65 images , etc. , from the content items , which are used to 
new concept generation module 208 identifies a set of determine the concepts included in the content item . Data 
known data snippets that are similar to the data snippet , and that is not relevant to determining the concepts included in 
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the content items are not extracted . For example , borders , knowledge graph that are potential concepts to which the 
page numbers , etc. , that are generic to content items and do data snippet can be classified . To accomplish this , the 
not indicate the concepts included in the content item are not concept identification module 404 compares tokens in the 
extracted by the data extraction module 304 . data snippet to tokens included in the definitions of the 
Once the data extraction module 304 has extracted the 5 concepts . A token is a determined relevant portion of data 

relevant data from the content items , the data storing module from a data snippet and / or definition . For example , a token 
306 stores the extracted data in the data storage 114. The may be a word or phrase , portion of an image , portion of 
data extraction module 304 stores the extracted data along audio , etc. , that is determined to be relevant in a data snippet . with metadata associated with the data , such as data iden 
tifying the source of the data , the time the data was ingested , 10 tokens based on a determined uniqueness of a portion of the The concept identification module 404 may identify the 
etc. The extracted data is analyzed by the data management 
system 104 to identify and assign concepts to the extracted content item . Terms , portions of images , etc. , that are 

determined to be unique or uncommon are likely more data . 
FIG . 4 is a block diagram of the concept assignment relevant to the meaning of data than common terms , portions 

module 206 , according to some example embodiments . To is of images , etc. Accordingly , the snippet identification mod 15 
avoid obscuring the inventive subject matter with unneces ule 402 analyzes the data snippet for unique terms , images , 
sary detail , various functional components ( e.g. , modules ) etc. , which may be identified as tokens . 
that are not germane to conveying an understanding of the As another example , the concept identification module 
inventive subject matter have been omitted from FIG . 4 . 404 identifies tokens based on co - occurrence of portions of 
However , a skilled artisan will readily recognize that various 20 data in the data snippet . For example , co - occurrence of 
additional functional components may be supported by the terms in a data snippet may signify that the terms are 
concept assignment module 206 to facilitate additional func- particularly relevant to the snippet . Accordingly , the concept 
tionality that is not specifically described herein . Further- identification module 404 may identify any such co - occur 
more , the various functional modules depicted in FIG . 4 may ring terms as tokens for the data snippet . 
reside on a single computing device or may be distributed 25 The concept identification module 404 compares the 
across several computing devices in various arrangements tokens in the data snippet to tokens included in the defini 
such as those used in cloud - based architectures . tions of known concepts included in the data graph . For 
As shown , the concept assignment module 206 includes a example , the concept identification module 404 identifies 

snippet identification module 402 , a related concept identi- definitions that share common tokens as those identified in 
fication module 404 , a semantic vector generation module 30 the data snippet . The concepts associated with the identified 
406 , a cosine similarity determination module 408 , a topic definitions are determined to be related to the data snippet . 
vector generation module 410 , a pertinence value determi- While identifying matching tokens is an indicator that a 
nation module 412 , a concept selection module 414 , and a data snippet is related to a concept , it may not be definitive . 
knowledge graph updating module 416 . For example , a token such as “ Apple ” may be related to the 

The snippet identification module 402 identifies data 35 concepts of fruit or computing devices . As another example , 
snippets from a content item . A data snippet is a subset of a a token such as “ Jaguar ” may be related to the concepts of 
content item . For example , a data snippet of a text file may cats or cars . To further distinguish the concept of a data 
be a subset of the text , such as a sentence , paragraph , page , snippet , the concept assignment module 206 determines 
etc. As another example , a data snippet of an image file may cosine similarity values indicating an intrinsic similarity 
be a portion of the image file . The snippet identification 40 between the data snippet and the concepts identified as being 
module 402 may identify a data snippet using a variety of related to the data snippet , as well as pertinence values 
techniques . For example , a snippet may be identified based indicating a measure of topical similarity between the data 
on a set number of characters , pixels , bits , etc. In this type snippet and the concepts identified as being related to the 
of embodiment , the snippet identification module 402 gen data snippet . 
erates snippets from a content item by dividing the content 45 The semantic vector generation module 406 generates a 
item based on the set number of characters , pixels , etc. semantic vector representing a both concepts and data 
Accordingly , a text file can be subdivided into multiple snippets , which are used to determine the cosine similarity 
snippets based on a number of characters , such as 50 between a data snippet and a given concept . The semantic 
characters . As another example , an image filed can be vector generation module 406 generates the semantic vector 
subdivided into snippets based on a number of pixels or a 50 based on embeddings of the data in the data snippet or 
squared block of pixels . definition of a concept . An embedding is a portion of the data 

In another embodiments , the snippet identification mod- snippet or concept ( e.g. , word , set of characters , portion of 
ule 402 identifies snippets by identifying borders between audio file , etc. ) that is mapped to a value that represents the 
data within the content item . A border is a data that indicates embedding . The semantic vector generation module 406 
a separation between the data on either side of the border . 55 gathers the values mapped to the embeddings in a data 
For example , a border may be a special character in text , snippet or concept to generate a semantic vector represent 
such as a period , return , end page , etc. , that indicates that a ing the data snippet of concept . 
separation between the data before and after the special The cosine similarity determination module 408 deter 
character . As another example , a border may be a period of mines the cosine similarity value between a data snippet and 
no sound in an audio file , indicating a separation of the audio 60 a concept based on the semantic vector for the data snippet 
before and after the period of no sound . As another example , as well as a semantic vector generated for the concepts . 
a border may be a distinct change in color in an image file . Specifically , the cosine similarity value is a function of the 

The snippet identification module 402 provides the iden- angle between the two sematic vectors . For example , assum 
tified snippets to the related concept identification module ing x is the semantic vector generated to represent data 
404 , which identifies known concepts included in the knowl- 65 snippet x , and y is the semantic vector generated to represent 
edge graph that are related to the data snippet . That is , concept y , the cosine similarity between the data snippet and 
concept identification module 404 identifies concepts in the the concept is defined as : 
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pertinence values , and then selects the concept that has the 
X y highest estimated likelihood . The likelihood value can be Cos ( x , y ) = || * || -lyll calculated in a number of ways . For example , the likelihood 

value may be an average of the cosine similarity value and 
5 the pertinence value . The cosine similarity determination module 408 deter 

mines a cosine similarity value indicating the intrinsic The knowledge graph updating module 416 assigns an 
identifier for the selected concept to the data snippet . For similarity between a data snippet and each of the concepts 

identified as being related to the data snippet . example , the knowledge graph updating module 416 stores 
The topic vector generation module 410 generates topic the data snippet in the data storage 114 and associates the 

10 data snipped with the identifier for the selected concept . The vectors representing both data snippets and concepts , which knowledge graph updating module 416 also stores the are used to determine the pertinence value between a data 
snippet and a known concept . A topic vector is generated semantic vector and topic vector in the data storage 114 and 

associates them with the data snippet . based on a distribution of topics in the data snippet or 
definition of a concept . Each data snippet and concept are In some instances , the concept assignment module 206 is 
assigned a set of topics based on an analysis of the data 15 unable to assign a concept to a data snippet . For example , the 
snippet or concept . For example , the topics are assigned concept identification module 404 may be unable to find 

known concepts in the knowledge graph that may be related using a learning topic modeling methodology , such as Hier to the data snippet . In this type of situation , the new concept archical Latent Dirichlet Allocation ( LDA ) . The topic model generation module 208 generates new concepts based on the estimates a probability pítld ) indicating what is the distri bution of topics , t , given the data snippet / concept definition 20 data snippet , and the data snippet is assigned to the newly generated concept . d , and a probability p ( wlt ) indicating what is the distribution 
of tokens , w , for a given topic 1 . FIG . 6 is a block diagram of the new concept generation 
FIG . 5 shows an example of generating a topic vector , module 208 , according to some example embodiments . To 

according to some example embodiments . As shown , the avoid obscuring the inventive subject matter with unneces 
25 sary detail , various functional components ( e.g. , modules ) concept Ferrari includes a definition 502 and is associated that are not germane to conveying an understanding of the with the topics Car Manufacturer 504 , Geography 506 , and inventive subject matter have been omitted from FIG . 6 . Racing 508. In this example , the probability p ( tld ) indicating However , a skilled artisan will readily recognize that various the distribution of topics for the concept Ferrari indicates a additional functional components may be supported by the distribution of tokens ( e.g. , terms ) from the definition 502 of 

the concept Ferrari that are associated with each of the topics 30 new concept generation module 208 to facilitate additional 
assigned to Ferrari ( i.e. , Car Manufacturer 504 , Geography functionality that is not specifically described herein . Fur 

thermore , the various functional modules depicted in FIG . 6 506 , and Racing 508 ) . For example , the distribution indi 
cates that seven of the tokens are related to the topic Car may reside on a single computing device or may be distrib 

uted across several computing devices in various arrange Manufacturer 504 , six of the tokens are related to the topic 35 ments such as those used in cloud - based architectures . Geography 506 , and two of the tokens are related to the topic 
Racing 508 . As shown , the new concept generation module 208 

includes a token identification module 602 , a definition As also shown , the probability p ( wlt ) indicates the dis generation module 604 , a similar snippet determination tribution of tokens , IV , for each of the topics t assigned to the module 606 , a semantic vector generation module 608 , a concepts Ferrari . For example , the probability p ( wlt ) for the 
topics Car Manufacturer and geography are shown . 40 topic vector generation module 610 , and a knowledge graph 

updating module 612 . Returning to the discussion of FIG . 4 , the pertinence value The token identification module 602 identifies tokens determination module 412 determines the pertinence value from the data snippet . A token is a determined relevant between a data snippet and a concept based on the topic 
vectors generated for each . The pertinence value is deter portion of data from a data snippet , For example , a token 
mined based on a distance between the topic vectors gen 45 may be a word or phrase , portion of an image , portion of 
erated for the data snippet and the concept . For example , audio , etc. , that is determined to be relevant in a data snippet . 

The token identification module 602 may identify the assuming x and y are two topic vectors representing the 
distribution of topics for concepts x and y , respectively , their tokens based on a determined uniqueness of a portion of the 

data snippet . Terms , portions of images , etc. , that are deter pertinence value is defined as : 50 mined to be unique or uncommon are likely more relevant 
Pert ( x | ly ) = 1 / 2 ( KLD ( x || M ) + KLD ( YM ) ) to the meaning of the data snippet than common terms , 

where KLD is the Kullback - Leiber divergence defined as : portions of images , etc. Accordingly , the token identification 
module 602 analyzes the data snippet for unique terms , 
images , etc. , which may be identified as tokens . 
As another example , the token identification module 602 DK_ [ 1 ] [ y ) = { Xilog identifies tokens based on co - occurrence of portions of data 

in the data snippet . Co - occurrence of terms in a data snippet 
may signify that the terms are particularly relevant to the 

and M is defined as : data snippet . Accordingly , the token identification module 
60 602 may identify any such co - occurring terms as tokens for M = / ( P + Q ) the data snippet . 

The concept selection module 414 selects the appropriate The definition generation module 604 generates a defini 
concept in the data graph for the data snippet based on the tion for a new concept based on the tokens identified in the 
cosine similarity values and the pertinence values . For data snippet . For example , the definition generation module 
example , the concept selection module 414 determines 65 604 extracts the definition from the data snippet based on 
estimated likelihoods that the data snippet is related to the portions of the data snippet that include the identified tokens . 
concepts based on the cosine similarity values and the As another example , the definition generation module 604 
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uses the tokens to execute search queries of external data additional functional components may be supported by the 
sources 106 to determine a definition for the data snippet . connection determination module 210 to facilitate additional 
For example , the definition generation module 604 executes functionality that is not specifically described herein . Fur 
one or more search queries that include a token or combi- thermore , the various functional modules depicted in FIG . 7 
nation of tokens from the data snippet . The definition 5 may reside on a single computing device or may be distrib 
generation module 604 analyzed the returned search results uted across several computing devices in various arrange 
to generate the definition for the new concepts . For example , ments such as those used in cloud - based architectures . 
the definition generation module 604 identifies relevant As shown , the connection determination module 210 
portions of the search results , which are used to generate the includes a semantic connection determination module 702 , 
definition . 10 a syntactical connection determination module 704 , and a 

The similar snippet determination module 606 identifies a knowledge graph updating module 706. The semantic con 
set of known data snippets that are similar to a given data nection determination module 702 determines semantic con 
snippet . As explained previously , data snippets that have nections between concepts . For example , the semantic con 
been assigned concept identifiers are stored in the data nection determination module 704 determines connections 
storage 114 along with the semantic vector and topic vector 15 between concepts based on the above described cosine 
generated based on the data snippets . To identify data similarity values and pertinence values calculated based on 
snippets that are similar to a given data snippet , the similar the concepts . That is , the semantic connection determination 
snippet determination module 606 uses a clustering algo- module 702 determines a semantic connection between two 
rithm to cluster the semantic vector generated from the given concepts based on the angle between the sematic vectors 
data snippet with other semantic vectors generated from 20 generated for each concept . Also , the semantic connection 
other data snippets . That is , the clustering algorithm projects determination module 702 determines a semantic connec 
the semantic vectors for the given data snippet and the tion between two concepts based on the measured distance 
known data snippets into a multi - dimensional space and then between the topic vectors generated for each concept . 
identifies a set of the semantic vectors that are nearby the In addition to the cosine similarity values and the perti 
semantic vector for the given data snippet . The similar 25 nence values , the semantic connection determination mod 
snippet determination module 606 performs the same func- ule 702 also determines semantic connections between con 
tionality with the topic vectors generated for the given data cepts based on a log - likelihood ratio ( LLR ) score 
snippet and the known data snippet . The known data snip- determined based on the concepts . The LLR score indicates 
pets that correspond to the semantic and topic vectors that similarity based on co - occurrence of concepts in similar 
are determined to be near the semantic and topic vector for 30 contexts . That is , the LLR score indicates whether two 
the given data snippet are determined as the set of similar concepts occur together more often than chance . LLR is a 
data snippets . hypothesis testing method that provides a mathematical tool 

The semantic vector generation module 608 generates a for comparing two alternate hypotheses . Using LLR , the 
semantic vector for the new concept based on the set of association between concepts x and y is defined as : 
similar data snippets identified by the similar snippet deter- 35 
mination module 606. That is , the semantic vector genera 
tion module 608 generates the semantic vector for the p ( X , Y ) LLR ( x , y ) = concept based on the semantic vectors corresponding to the ? p ( X , Y ) log p ( X ) p ( Y ) 
set of known data snippets . For example , the semantic vector 
generation module 608 generates a semantic vector that is an 40 
average of the semantic vectors corresponding to the set of where -x indicates the absence of concepts x in the given 
known data snippets . context , and marginal and joint probabilities p ( x , y ) , p ( -x , 

Similarly , the topic vector generation module 610 gener- y ) , p ( x , -y ) and p ( -x , -y ) are calculated using maximum 
ates a topic vector for the new concepts based on the topic likelihood approach . The strength of association between 
vectors corresponding to the set of known data snippets . For 45 concepts implicitly induces a graph - like network whereby 
example , the topic vector generation module 610 generates similar concepts are directly connected by edges whose 
a topic vector that is an average of the topic vectors weight is proportional to the above - mentioned LLR score . 
corresponding to the set of known data snippets . The syntactical connection determination module 704 
The knowledge graph updating module 612 updates the determines connections between concepts from a syntactical 

knowledge graph to include the newly created concept . For 50 point of view . That is , the syntactical connection determi 
example , the knowledge graph updating module 612 gen- nation module 704 determines connections between con 
erates a unique identifier for the new concept , and updates cepts based on inferences extracted from content items 
the knowledge graph in the data storage 114 to include the where the two concepts appear . An inference is a set of 
new concept . This includes updating the knowledge graph to subject - verb - object ( SVO ) propositions that represent a con 
include the unique identifier , definition or set of definitions , 55 nection between two concepts . The syntactical connection 
semantic vector , and topic vector for the new concept . The determination module 704 generates an inference automati 
knowledge graph updating module 612 also assigns the cally from a short span of data in a content item , such as 1-3 
unique identifier for the concept to the data snippet used to sentences in a text file . The generated inference represents a 
generate the new concept , which is also stored in the data query - based summary created with respect to the two target 
storage 114 . 60 concepts . 
FIG . 7 is a block diagram of the connection determination To generate inferences , the syntactical connection deter 

module 210 , according to some example embodiments . To mination module 704 extracts clauses from content items . A 
avoid obscuring the inventive subject matter with unneces- clause is a statement or a question that generally consists of 
sary detail , various functional components ( e.g. , modules ) a subject and a verb phrase and constitutes a complete 
that are not germane to conveying an understanding of the 65 thought . The goal of clause extraction is to find meaningful 
inventive subject matter have been omitted from FIG . 7 . parts of content items ( e.g. , sentences ) with respect to target 
However , a skilled artisan will readily recognize that various concepts , while leaving out arbitrary information . One 
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example of a clause is a portion of a content item that example embodiments . The method 800 may be embodied 
includes three constituents : subject , verb and object . Another in computer readable instructions for execution by one or 
example is a portion of a content item that contains target more processors such that the operations of the method 800 
tokens ( e.g. concepts ) in both subject and object constitu- may be performed in part or in whole by the data manager 
ents . The type of relation between two target tokens is 5 116 ; accordingly , the method 800 is described below by way 
defined as being either primary if a Subject - Object relation of example with reference thereto . However , it shall be 
is detected between concepts , or secondary if no Subject- appreciated that at least some of the operations of the 
Object relation is detected between the concepts . The type of method 800 may be deployed on various other hardware 
relation is an important indicator of the strength of the configurations and the method 800 is not intended to be 
connection between the two target tokens when determining 10 limited to the data manager 116 . 
an inference based on the tokens . The resulting inferential At operation 802 , the receiving module 302 receives a 
clauses and identified type of relation , are used by the content item . The receiving module 302 receives data 
syntactical connection determination module 704 to deter- including content items from external data sources 106. For 
mine a connection score for the concepts . example , the data is transmitted to the data management 

The syntactical connection determination module 704 15 system 104 as a result of a request transmitted to the external 
measures the strength of connection by detecting the degree data source 106 for the data . As another example , the 
of mutual involvement and connection between the two external data source 106 periodically transmits the data to 
target tokens . For example , the syntactical connection deter- the data management system 104. The received data 
mination module 704 calculates the connection score based includes content items of varying types , such as text files , 
on the length of the path between the two target tokens in a 20 image files , audio files , etc. 
dependency parse tree and take into account the type of At operation 804 , the snippet identification module 402 
connection detected during inference extraction step . identifies a data snippet from the content item . A data snippet 
An example , algorithm for calculating the connection is a subset of a content item . For example , a data snippet of 

score is as follows : a text file may be a subset of the text , such as a sentence , 
1. Generate a dependency parse for each sentence in a 25 paragraph , page , etc. As another example , a data snippet of 

resulting inference . an image file may be a portion of the image file . The snippet 
2. Transform the dependency parse into tree graph . identification module 402 may identify a data snippet using 
3. For each inference sentence that contains both target a variety of techniques . For example , a snippet may be 

tokens , find the minimum path length in the tree graph ( if the identified based on a set number of characters , pixels , bits , 
path exists ) . 30 etc. In this type of embodiment , the snippet identification 

4. Normalize each minimum path length by the sentence module 402 generates snippets from a content item by 
length . dividing the content item based on the set number of 

5. Calculate the average path length for all inference characters , pixels , etc. Accordingly , a text file can be sub 
sentences that contain both target tokens . divided into multiple snippets based on a number of char 

6. Adjust the score calculation to previously detected 35 acters , such as 50 characters . As another example , an image 
relation type between target concepts ( “ primary " or " sec- filed can be subdivided into snippets based on a number of 
ondary ” ) . pixels or a squared block of pixels . 

The connection scores are then formulated as follows : In another embodiments , the snippet identification mod 
ule 402 identifies snippets by identifying borders between 

40 data within the content item . A border is a data that indicates 
a separation between the data on either side of the border . 

scorep SentenceShortest Pathlen / Sentencelen For example , a border may be a special character in text , 
such as a period , return , end page , etc. , that indicates that a 
separation between the data before and after the special score , = 1-1 SentenceShortestPathlen / Sentencelen 45 character . As another example , a border may be a period of 
no sound in an audio file , indicating a separation of the audio 
before and after the period of no sound . As another example , 

where scorep and score , represent the scores for primary a border may be a distinct change in color in an image file . 
and secondary relationship respectively , and n denotes the At operation 806 , the concept identification module 404 
number of sentences that contain both target tokens in the 50 determines known concepts related to the data snippet . That 
resulting inference . If the path is not found for the target is , the concept identification module 404 identifies concepts 
tokens in any of the inference sentences , the syntactical in the knowledge graph that are potential concepts to which 
connection determination module 704 sets the connection the data snippet can be classified . To accomplish this , the 
score to 1 for primary relation , and 0 for secondary relation . concept identification module 404 compares tokens in the 
The knowledge graph updating module 706 updates the 55 data snippet to tokens included in the definitions of the 

knowledge graph to include the determined connections concepts . A token is a determined relevant portion of data 
between the concepts . For example , the knowledge graph from a data snippet and / or definition . For example , a token 
updating module 706 adds concepts found to have a rela- may be a word or phrase , portion of an image , portion of 
tionship by the semantic connection determination module audio , etc. , that is determined to be relevant in a data snippet . 
702 , a syntactical connection determination module 704 to 60 The concept identification module 404 may identify the 
the knowledge graph . The knowledge graph updating mod- tokens based on a determined uniqueness of a portion of the 
ule 706 also sets a score for the connections based on their content item . Terms , portions of images , etc. , that are 
LLR and connection scores . For example , the score for the determined to be unique or uncommon are likely more 
connections may be the average of the LLR and connection relevant to the meaning of data than common terms , portions 

65 of images , etc. Accordingly , the snippet identification mod 
FIG . 8 is a flowchart showing an example method 800 of ule 402 analyzes the data snippet for unique terms , images , 

structuring data in a knowledge graph , according to certain etc. , which may be identified as tokens . 

= 1 + 1 ( - ( ? ) / 
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As another example , the concept identification module external data source 106 periodically transmits the data to 
404 identifies tokens based on co - occurrence of portions of the data management system 104. The received data 
data in the data snippet . For example , co - occurrence of includes content items of varying types , such as text files , 
terms in a data snippet may signify that the terms are image files , audio files , etc. 
particularly relevant to the snippet . Accordingly , the concept 5 At operation 904 , the snippet identification module 402 
identification module 404 may identify any such co - occur- identifies a data snippet from the content item . A data snippet 
ring terms as tokens for the data snippet . is a subset of a content item . For example , a data snippet of 

The concept identification module 404 compares the a text file may be a subset of the text , such as a sentence , 
tokens in the data snippet to tokens included in the defini- paragraph , page , etc. As another example , a data snippet of 
tions of known concepts included in the data graph . For 10 an image file may be a portion of the image file . The snippet 
example , the concept identification module 404 identifies identification module 402 may identify a data snippet using 
definitions that share common tokens as those identified in a variety of techniques . For example , a snippet may be 
the data snippet . The concepts associated with the identified identified based on a set number of characters , pixels , bits , 
definitions are determined to be related to the data snippet . etc. In this type of embodiment , the snippet identification 

At operation 808 , the cosine similarity value determina- 15 module 402 generates snippets from a content item by 
tion module 408 determines cosine similarity values indi- dividing the content item based on the set number of 
cating an intrinsic similarity between the data snippet and characters , pixels , etc. Accordingly , a text file can be sub 
the related concept . The cosine similarity determination divided into multiple snippets based on a number of char 
module 408 determines the cosine similarity value between acters , such as 50 characters . As another example , an image 
a data snippet and a concept based on the semantic vector for 20 filed can be subdivided into snippets based on a number of 
the data snippet as well as a semantic vector generated for pixels or a squared block of pixels . 
the concepts . Specifically , the cosine similarity value is a In another embodiments , the snippet identification mod 
function of the angle between the two sematic vectors . ule 402 identifies snippets by identifying borders between 
At operation 810 , the pertinence value determination data within the content item . A border is a data that indicates 

module 412 determines pertinence values indicating topical 25 a separation between the data on either side of the border . 
similarity between the data snippet and the related concepts . For example , a border may be a special character in text , 
The pertinence value determination module 412 determines such as a period , return , end page , etc. , that indicates that a 
the pertinence value between a data snippet and a concept separation between the data before and after the special 
based on the topic vectors generated for each . The perti- character . As another example , a border may be a period of 
nence value is determined based on a distance between the 30 no sound in an audio file , indicating a separation of the audio 
topic vectors generated for the data snippet and the concept . before and after the period of no sound . As another example , 
At operation 812 , the concept selection module 414 a border may be a distinct change in color in an image file . 

selects a known concept based on the cosine similarity At operation 906 , the concept identification module 404 
values and the pertinence values . For example , the concept determines that there are no known concepts related to the 
selection module 414 determines estimated likelihoods that 35 data snippet . For example , the concept identification module 
the data snippet is related to the concepts based on the cosine 404 may be unable to find known concepts in the knowledge 
similarity values and the pertinence values , and then selects graph that may be related to the data snippet . 
the concept that has the highest estimated likelihood . The At operation 908 , the token identification module 602 
likelihood value can be calculated in a number of ways . For identifies tokens in the data snippet . A token is a determined 
example , the likelihood value may be an average of the 40 relevant portion of data from a data snippet . For example , a 
cosine similarity value and the pertinence value . token may be a word or phrase , portion of an image , portion 

At operation 814 , the knowledge graph updating module of audio , etc. , that is determined to be relevant in a data 
416 assigns the concept identifier for the selected concept to snippet . 
the data snippet . For example , the knowledge graph updat- The token identification module 602 may identify the 
ing module 416 stores the data snippet in the data storage 45 tokens based on a determined uniqueness of a portion of the 
114 and associates the data snipped with the identifier for the data snippet . Terms , portions of images , etc. , that are deter 
selected concept . The knowledge graph updating module mined to be unique or uncommon are likely more relevant 
416 also stores the semantic vector and topic vector in the to the meaning of the data snippet than common terms , 
data storage 114 and associates them with the data snippet . portions of images , etc. Accordingly , the token identification 
FIG . 9 is a flowchart showing an example method 900 of 50 module 602 analyzes the data snippet for unique terms , 

generating a new concept in a data graph , according to images , etc. , which may be identified as tokens . 
certain example embodiments . The method 900 may be As another example , the token identification module 602 
embodied in computer readable instructions for execution by identifies tokens based on co - occurrence of portions of data 
one or more processors such that the operations of the in the data snippet . Co - occurrence of terms in a data snippet 
method 900 may be performed in part or in whole by the data 55 may signify that the terms are particularly relevant to the 
manager 116 ; accordingly , the method 900 is described data snippet . Accordingly , the token identification module 
below by way of example with reference thereto . However , 602 may identify any such co - occurring terms as tokens for 
it shall be appreciated that at least some of the operations of the data snippet . 
the method 900 may be deployed on various other hardware At operation 910 , the definition generation module 604 
configurations and the method 900 is not intended to be 60 generates a definition for a new concept based on the tokens . 
limited to the data manager 116 . For example , the definition generation module 604 extracts 
At operation 902 , the receiving module 302 receives a the definition from the data snippet based on portions of the 

content item . The receiving module 302 receives data data snippet that include the identified tokens . As another 
including content items from external data sources 106. For example , the definition generation module 604 uses the 
example , the data is transmitted to the data management 65 tokens to execute search queries of external data sources 106 
system 104 as a result of a request transmitted to the external to determine a definition for the data snippet . For example , 
data source 106 for the data . As another example , the the definition generation module 604 executes one or more 

a 

a 



a 

a 

US 11,392,836 B2 
21 22 

search queries that include a token or combination of tokens the machine 1100 of FIG . 11. The representative hardware 
from the data snippet . The definition generation module 604 layer 1052 includes a processing unit 1054 having associ 
analyzed the returned search results to generate the defini- ated executable instructions 1004. Executable instructions 
tion for the new concepts . For example , the definition 1004 represent the executable instructions of the software 
generation module 604 identifies relevant portions of the 5 architecture 1006 , including implementation of the methods , 
search results , which are used to generate the definition . components , and so forth described herein . The hardware 
At operation 912 , the similar snippet determination mod- layer 1052 also includes memory and / or storage modules 

ule 606 identifies a set of similar data snippets . Data snippets 1056 , which also have executable instructions 1004. The 
that have been assigned concept identifiers are stored in the hardware layer 1052 may also comprise other hardware 
data storage 114 along with the semantic vector and topic 10 1058 . 
vector generated based on the data snippets . To identify data In the example architecture of FIG . 10 , the software 
snippets that are similar to a given data snippet , the similar architecture 1006 may be conceptualized as a stack of layers 
snippet determination module 606 uses a clustering algo- where each layer provides particular functionality . For 
rithm to cluster the semantic vector generated from the given example , the software architecture 1006 may include layers 
data snippet with other semantic vectors generated from 15 such as an operating system 1002 , libraries 1020 , frame 
other data snippets . That is , the clustering algorithm projects works / middleware 1018 , applications 1016 , and a presenta 
the semantic vectors for the given data snippet and the tion layer 1014. Operationally , the applications 1016 and / or 
known data snippets into a three - dimensional space and then other components within the layers may invoke API calls 
identifies a set of the semantic vectors that are nearby the 1008 through the software stack and receive a response such 
semantic vector for the given data snippet . The similar 20 as messages 1012 in response to the API calls 1008. The 
snippet determination module 606 performs the same func- layers illustrated are representative in nature and not all 
tionality with the topic vectors generated for the given data software architectures have all layers . For example , some 
snippet and the known data snippet . The known data snip- mobile or special purpose operating systems may not pro 
pets that correspond to the semantic and topic vectors that vide a frameworks / middleware 1018 , while others may 
are determined to be near the semantic and topic vector for 25 provide such a layer . Other software architectures may 
the given data snippet are determined as the set of similar include additional or different layers . 
data snippets The operating system 1002 may manage hardware 

At operation 914 , the semantic vector generation module resources and provide common services . The operating 
608 and the topic vector generation module 610 generate a system 1002 may include , for example , a kernel 1022 , 
semantic vector and a topic vector for the new concept based 30 services 1024 , and drivers 1026. The kernel 1022 may act as 
on the set of similar data snippets . The semantic vector an abstraction layer between the hardware and the other 
generation module 608 generates the semantic vector for the software layers . For example , the kernel 1022 may be 
new concept based on the semantic vectors corresponding to responsible for memory management , processor manage 
the set of known data snippets . For example , the semantic ment ( e.g. , scheduling ) , component management , network 
vector generation module 608 generates a semantic vector 35 ing , security settings , and so on . The services 1024 may 
that is an average of the semantic vectors corresponding to provide other common services for the other software layers . 
the set of known data snippets . The drivers 1026 are responsible for controlling or interfac 

Similarly , the topic vector generation module 610 gener- ing with the underlying hardware . For instance , the drivers 
ates a topic vector for the new concept based on the topic 1026 include display drivers , camera drivers , Bluetooth® 
vectors corresponding to the set of known data snippets . For 40 drivers , flash memory drivers , serial communication drivers 
example , the topic vector generation module 610 generates ( e.g. , Universal Serial Bus ( USB ) drivers ) , Wi - Fi® drivers , 
a topic vector that is an average of the topic vectors audio drivers , power management drivers , and so forth , 
corresponding to the set of known data snippets depending on the hardware configuration . 

At operation 916 , the knowledge graph updating module The libraries 1020 provide a common infrastructure that 
612 updates the knowledge graph to include the new con- 45 is used by the applications 1016 and / or other components 
cept . For example , the knowledge graph updating module and / or layers . The libraries 1020 provide functionality that 
612 generates a unique identifier for the new concept , and allows other software components to perform tasks in an 
updates the knowledge graph in the data storage 114 to easier fashion than to interface directly with the underlying 
include the new concept . This includes updating the knowl- operating system 1002 functionality ( e.g. , kernel 1022 , 
edge graph to include the unique identifier , definition or set 50 services 1024 and / or drivers 1026 ) . The libraries 1020 may 
of definitions , semantic vector , and topic vector for the new include system libraries 1044 ( e.g. , C standard library ) that 
concept . The knowledge graph updating module 612 also may provide functions such as memory allocation functions , 
assigns the unique identifier for the concept to the data string manipulation functions , mathematical functions , and 
snippet used to generate the new concept , which is also the like . In addition , the libraries 1020 may include API 
stored in the data storage 114 . 55 libraries 1046 such as media libraries ( e.g. , libraries to 
Software Architecture support presentation and manipulation of various media 
FIG . 10 is a block diagram illustrating an example soft- format such as MPEG4 , H.264 , MP3 , AAC , AMR , JPG , 

ware architecture 1006 , which may be used in conjunction PNG ) , graphics libraries ( e.g. , an OpenGL framework that 
with various hardware architectures herein described . FIG . may be used to render 2D and 3D in a graphic content on a 
10 is a non - limiting example of a software architecture 1006 60 display ) , database libraries ( e.g. , SQLite that may provide 
and it will be appreciated that many other architectures may various relational database functions ) , web libraries ( e.g. , 
be implemented to facilitate the functionality described WebKit that may provide web browsing functionality ) , and 
herein . The software architecture 1006 may execute on the like . The libraries 1020 may also include a wide variety 
hardware such as machine 1100 of FIG . 11 that includes , of other libraries 1048 to provide many other APIs to the 
among other things , processors 1104 , memory 1114 , and 65 applications 1016 and other software components / modules . 
( input / output ) 1/0 components 1118. A representative hard- The frameworks / middleware 1018 ( also sometimes 
ware layer 1052 is illustrated and can represent , for example , referred to as middleware ) provide a higher - level common 
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infrastructure that may be used by the applications 1016 otherwise , that specify actions to be taken by machine 1100 . 
and / or other software components / modules . For example , Further , while only a single machine 1100 is illustrated , the 
the frameworks / middleware 1018 may provide various term “ machine ” shall also be taken to include a collection of 
graphic user interface ( GUI ) functions , high - level resource machines that individually or jointly execute the instructions 
management , high - level location services , and so forth . The 5 1110 to perform any one or more of the methodologies 
frameworks / middleware 1018 may provide a broad spec- discussed herein . 
trum of other APIs that may be used by the applications 1016 The machine 1100 may include processors 1104 , memory / 
and / or other software components / modules , some of which storage 1106 , and I / O components 1118 , which may be 
may be specific to a particular operating system 1002 or configured to communicate with each other such as via a bus 
platform . 10 1102. The memory / storage 1106 may include a memory 

The applications 1016 include built - in applications 1038 1114 , such as a main memory , or other memory storage , and 
and / or third - party applications 1040. Examples of represen- a storage unit 1116 , both accessible to the processors 1104 
tative built - in applications 1038 may include , but are not such as via the bus 1102. The storage unit 1116 and memory 
limited to , a contacts application , a browser application , a 1114 store the instructions 1110 embodying any one or more 
book reader application , a location application , a media 15 of the methodologies or functions described herein . The 
application , a messaging application , and / or a game appli- instructions 1110 may also reside , completely or partially , 
cation . Third - party applications 1040 may include an appli- within the memory 1114 , within the storage unit 1116 , within 
cation developed using the ANDROIDTM or IOSTM software at least one of the processors 1104 ( e.g. , within the proces 
development kit ( SDK ) by an entity other than the vendor of sor's cache memory ) , or any suitable combination thereof , 
the particular platform , and may be mobile software running 20 during execution thereof by the machine 1100. Accordingly , 
on a mobile operating system such as IOSTM , ANDROIDTM , the memory 1114 , the storage unit 1116 , and the memory of 
WINDOWS® Phone , or other mobile operating systems . processors 1104 are examples of machine - readable media . 
The third - party applications 1040 may invoke the API calls The I / O components 1118 may include a wide variety of 
1008 provided by the mobile operating system ( such as components to receive input , provide output , produce out 
operating system 1002 ) to facilitate functionality described 25 put , transmit information , exchange information , capture 
herein . measurements , and so on . The specific I / O components 1118 

The applications 1016 may use built in operating system that are included in a particular machine 1100 will depend on 
functions ( e.g. , kernel 1022 , services 1024 and / or drivers the type of machine . For example , portable machines such as 
1026 ) , libraries 1020 , and frameworks / middleware 1018 to mobile phones will likely include a touch input device or 
create user interfaces to interact with users of the system . 30 other such input mechanisms , while a headless server 
Alternatively , or additionally , in some systems , interactions machine will likely not include such a touch input device . It 
with a user may occur through a presentation layer , such as will be appreciated that the I / O components 1118 may 
presentation layer 1014. In these systems , the application / include many other components that are not shown in FIG . 
component “ logic ” can be separated from the aspects of the 11. The I / O components 1118 are grouped according to 
application / component that interact with a user . 35 functionality merely for simplifying the following discus 
FIG . 11 is a block diagram illustrating components of a sion and the grouping is in no way limiting . In various 

machine 1100 , according to some example embodiments , example embodiments , the I / O components 1118 may 
able to read instructions 1004 from a machine - readable include output components 1126 and input components 
medium ( e.g. , a machine - readable storage medium ) and 1128. The output components 1126 may include visual 
perform any one or more of the methodologies discussed 40 components ( e.g. , a display such as a plasma display panel 
herein . Specifically , FIG . 11 shows a diagrammatic repre- ( PDP ) , a light emitting diode ( LED ) display , a liquid crystal 
sentation of the machine 1100 in the example form of a display ( LCD ) , a projector , or a cathode ray tube ( CRT ) ) , 
computer system , within which instructions 1110 ( e.g. , soft- acoustic components ( e.g. , speakers ) , haptic components 
ware , a program , an application , an applet , an app , or other ( e.g. , a vibratory motor , resistance mechanisms ) , other sig 
executable code ) for causing the machine 1100 to perform 45 nal generators , and so forth . The input components 1128 
any one or more of the methodologies discussed herein may may include alphanumeric input components ( e.g. , a key 
be executed . As such , the instructions 1110 may be used to board , a touch screen configured to receive alphanumeric 
implement modules or components described herein . The input , a photo - optical keyboard , or other alphanumeric input 
instructions 1110 transform the general , non - programmed components ) , point based input components ( e.g. , a mouse , 
machine 1100 into a particular machine 1100 programmed to 50 a touchpad , a trackball , a joystick , a motion sensor , or other 
carry out the described and illustrated functions in the pointing instrument ) , tactile input components ( e.g. , a physi 
manner described . In alternative embodiments , the machine cal button , a touch screen that provides location and / or force 
1100 operates as a standalone device or may be coupled of touches or touch gestures , or other tactile input compo 
( e.g. , networked ) to other machines . In a networked deploy- nents ) , audio input components ( e.g. , a microphone ) , and the 
ment , the machine 1100 may operate in the capacity of a 55 like . 
server machine or a client machine in a server - client network In further example embodiments , the I / O components 
environment , or as a peer machine in a peer - to - peer ( or 1118 may include biometric components 1130 , motion com 
distributed ) network environment . The machine 1100 may ponents 1134 , environmental components 1136 , or position 
comprise , but not be limited to , a server computer , a client components 1138 among a wide array of other components . 
computer , a PC , a tablet computer , a laptop computer , a 60 For example , the biometric components 1130 may include 
netbook , a set - top box ( STB ) , a personal digital assistant components to detect expressions ( e.g. , hand expressions , 
( PDA ) , an entertainment media system , a cellular telephone , facial expressions , vocal expressions , body gestures , or eye 
a smart phone , a mobile device , a wearable device ( e.g. , a tracking ) , measure biosignals ( e.g. , blood pressure , heart 
smart watch ) , a smart home device ( e.g. , a smart appliance ) , rate , body temperature , perspiration , or brain waves ) , iden 
other smart devices , a web appliance , a network router , a 65 tify a person ( e.g. , voice identification , retinal identification , 
network switch , a network bridge , or any machine 1100 facial identification , fingerprint identification , or electroen 
capable of executing the instructions 1110 , sequentially or cephalogram based identification ) , and the like . The motion 
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components 1134 may include acceleration sensor compo- “ CLIENT DEVICE ” in this context refers to any machine 
nents ( e.g. , accelerometer ) , gravitation sensor components , 1100 that interfaces to a communications network 1132 to 
rotation sensor components ( e.g. , gyroscope ) , and so forth . obtain resources from one or more server systems or other 
The environmental components 1136 may include , for client devices . A client device 102 may be , but is not limited 
example , illumination sensor components ( e.g. , photom- 5 to , a mobile phone , desktop computer , laptop , PDAs , smart 
eter ) , temperature sensor components ( e.g. , one or more phones , tablets , ultra books , netbooks , laptops , multi - pro 
thermometer that detect ambient temperature ) , humidity cessor systems , microprocessor - based or programmable 
sensor components , pressure sensor components ( e.g. , consumer electronics , game consoles , STBs , or any other 
barometer ) , acoustic sensor components ( e.g. , one or more communication device that a user may use to access a 
microphones that detect background noise ) , proximity sen- 10 network 1132 . 
sor components ( e.g. , infrared sensors that detect nearby “ COMMUNICATIONS NETWORK ” in this context 
objects ) , gas sensors ( e.g. , gas detection sensors to detect refers to one or more portions of a network 1132 that may 
concentrations of hazardous gases for safety or to measure be an ad hoc network , an intranet , an extranet , a virtual 
pollutants in the atmosphere ) , or other components that may private network ( VPN ) , a LAN , a wireless LAN ( WLAN ) , 
provide indications , measurements , or signals corresponding 15 a WAN , a wireless WAN ( WWAN ) , a metropolitan area 
to a surrounding physical environment . The position com- network ( MAN ) , the Internet , a portion of the Internet , a 
ponents 1138 may include location sensor components ( e.g. , portion of the Public Switched Telephone Network ( PSTN ) , 
a GPS receiver component ) , altitude sensor components a plain old telephone service ( POTS ) network , a cellular 
( e.g. , altimeters or barometers that detect air pressure from telephone network , a wireless network , a Wi - Fi® network , 
which altitude may be derived ) , orientation sensor compo- 20 another type of network , or a combination of two or more 
nents ( e.g. , magnetometers ) , and the like . such networks . For example , a network 1132 or a portion of 

Communication may be implemented using a wide vari- a network 1132 may include a wireless or cellular network 
ety of technologies . The I / O components 1118 may include and the coupling may be a Code Division Multiple Access 
communication components 1140 operable to couple the ( CDMA ) connection , a Global System for Mobile commu 
machine 1100 to a network 1132 or devices 1120 via 25 nications ( GSM ) connection , or other type of cellular or 
coupling 1124 and coupling 1122 , respectively . For wireless coupling . In this example , the coupling may imple 
example , the communication components 1140 may include ment any of a variety of types of data transfer technology , 
a network interface component or other suitable device to such as Single Carrier Radio Transmission Technology 
interface with the network 1132. In further examples , com- ( 1xRTT ) , Evolution - Data Optimized ( EVDO ) technology , 
munication components 1140 may include wired communi- 30 General Packet Radio Service ( GPRS ) technology , 
cation components , wireless communication components , Enhanced Data rates for GSM Evolution ( EDGE ) technol 
cellular communication components , near field communi- ogy , third Generation Partnership Project ( 3GPP ) including 
cation ( NFC ) components , Bluetooth® components ( e.g. , G , fourth generation wireless ( 4G ) networks , Universal 
Bluetooth® Low Energy ) , Wi - Fi® components , and other Mobile Telecommunications System ( UMTS ) , High Speed 
communication components to provide communication via 35 Packet Access ( HSPA ) , Worldwide Interoperability for 
other modalities . The devices 1120 may be another machine Microwave Access ( WiMAX ) , Long Term Evolution ( LTE ) 
or any of a wide variety of peripheral devices ( e.g. , a standard , others defined by various standard setting organi 
peripheral device coupled via a USB ) . zations , other long range protocols , or other data transfer 

Moreover , the communication components 1140 may technology 
detect identifiers or include components operable to detect 40 " MACHINE - READABLE MEDIUM ” in this context 
identifiers . For example , the communication components refers to a component , device , or other tangible media able 
1140 may include radio frequency identification ( RFID ) tag to store instructions 1110 and data temporarily or perma 
reader components , NFC smart tag detection components , nently and may include , but is not be limited to , random 
optical reader components ( e.g. , an optical sensor to detect access memory ( RAM ) , read - only memory ( ROM ) , buffer 
one - dimensional bar codes such as Universal Product Code 45 memory , flash memory , optical media , magnetic media , 
( UPC ) bar code , multi - dimensional bar codes such as Quick cache memory , other types of storage ( e.g. , erasable pro 
Response ( QR ) code , Aztec code , Data Matrix , Dataglyph , grammable read - only memory ( EEPROM ) ) , and / or any suit 
MaxiCode , PDF417 , Ultra Code , UCC RSS - 2D bar code , able combination thereof . The term “ machine - readable 
and other optical codes ) , or acoustic detection components medium ” should be taken to include a single medium or 
( e.g. , microphones to identify tagged audio signals ) . In 50 multiple media ( e.g. , a centralized or distributed database , or 
addition , a variety of information may be derived via the associated caches and servers ) able to store instructions 
communication components 1140 , such as , location via 1110. The term “ machine - readable medium ” shall also be 
Internet Protocol ( IP ) geo - location , location via Wi - Fi® taken to include any medium , or combination of multiple 
signal triangulation , location via detecting a NFC beacon media , that is capable of storing instructions 1110 ( e.g. , 
signal that may indicate a particular location , and so forth . 55 code ) for execution by a machine 1100 , such that the 

instructions 1110 , when executed by one or more processors 
Glossary 1104 of the machine 1100 , cause the machine 1100 to 

perform any one or more of the methodologies described 
“ CARRIER SIGNAL ” in this context refers to any intan- herein . Accordingly , a " machine - readable medium ” refers to 

gible medium that is capable of storing , encoding , or car- 60 a single storage apparatus or device , as well as “ cloud 
rying instructions 1110 for execution by the machine 1100 , based ” storage systems or storage networks that include 
and includes digital or analog communications signals or multiple storage apparatus or devices . The term “ machine 
other intangible medium to facilitate communication of such readable medium " excludes signals per se . 
instructions 1110. Instructions 1110 may be transmitted or “ COMPONENT ” in this context refers to a device , physi 
received over the network 1132 using a transmission 65 cal entity , or logic having boundaries defined by function or 
medium via a network interface device and using any one of subroutine calls , branch points , APIs , or other technologies 
a number of well - known transfer protocols . that provide for the partitioning or modularization of par 
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ticular processing or control functions . Components may be configured or instantiated at different times , communica 
combined via their interfaces with other components to carry tions between such hardware components may be achieved , 
out a machine process . A component may be a packaged for example , through the storage and retrieval of information 
functional hardware unit designed for use with other com- in memory structures to which the multiple hardware com 
ponents and a part of a program that usually performs a 5 ponents have access . For example , one hardware component 
particular function of related functions . Components may may perform an operation and store the output of that 
constitute either software components ( e.g. , code embodied operation in a memory device to which it is communica 
on a machine - readable medium ) or hardware components . A tively coupled . A further hardware component may then , at 
“ hardware component ” is a tangible unit capable of per- a later time , access the memory device to retrieve and 
forming certain operations and may be configured or 10 process the stored output . Hardware components may also 
arranged in a certain physical manner . In various example initiate communications with input or output devices , and 
embodiments , one or more computer systems ( e.g. , a stand- can operate on a resource ( e.g. , a collection of information ) . 
alone computer system , a client computer system , or a server The various operations of example methods described herein 
computer system ) or one or more hardware components of may be performed , at least partially , by one or more pro 
a computer system ( e.g. , a processor or a group of processors 15 cessors 1104 that are temporarily configured ( e.g. , by soft 
1104 ) may be configured by software ( e.g. , an application ware ) or permanently configured to perform the relevant 
1016 or application portion ) as a hardware component that operations . Whether temporarily or permanently configured , 
operates to perform certain operations as described herein . A such processors 1104 may constitute processor - implemented 
hardware component may also be implemented mechani- components that operate to perform one or more operations 
cally , electronically , or any suitable combination thereof . 20 or functions described herein . As used herein , “ proces 
For example , a hardware component may include dedicated implemented component ” refers to a hardware component 
circuitry or logic that is permanently configured to perform implemented using one or more processors 1104. Similarly , 
certain operations . A hardware component may be a special- the methods described herein may be at least partially 
purpose processor , such as a field - programmable gate array processor - implemented , with a particular processor or pro 
( FPGA ) or an application specific integrated circuit ( ASIC ) . 25 cessors 1104 being an example of hardware . For example , at 
A hardware component may also include programmable least some of the operations of a method may be performed 
logic or circuitry that is temporarily configured by software by one or more processors 1104 or processor - implemented 
to perform certain operations . For example , a hardware components . Moreover , the one or more processors 1104 
component may include software executed by a general- may also operate to support performance of the relevant 
purpose processor 1104 or other programmable processor 30 operations in a “ cloud computing ” environment or as a 
1104. Once configured by such software , hardware compo- “ software as a service ” ( SaaS ) . For example , at least some 
nents become specific machines 1100 ( or specific compo- of the operations may be performed by a group of computers 
nen of a machine 1100 ) uniquely tailored to perform the ( as examples of machines 1100 including processors 1104 ) , 
configured functions and are no longer general - purpose with these operations being accessible via a network 1132 
processors 1104. It will be appreciated that the decision to 35 ( e.g. , the Internet ) and via one or more appropriate interfaces 
implement a hardware component mechanically , in dedi- ( e.g. , an API ) . The performance of certain of the operations 
cated and permanently configured circuitry , or in temporar- may be distributed among the processors 1104 , not only 
ily configured circuitry ( e.g. , configured by software ) , may residing within a single machine 1100 , but deployed across 
be driven by cost and time considerations . Accordingly , the a number of machines 1100. In some example embodiments , 
phrase " hardware component ” ( or " hardware - implemented 40 the processors 1104 or processor - implemented components 
component ” ) should be understood to encompass a tangible may be located in a single geographic location ( e.g. , within 
entity , be that an entity that is physically constructed , a home environment , an office environment , or a server 
permanently configured ( e.g. , hardwired ) , or temporarily farm ) . In other example embodiments , the processors 1104 
configured ( e.g. , programmed ) to operate in a certain manner or processor - implemented components may be distributed 
or to perform certain operations described herein . Consid- 45 across a number of geographic locations . 
ering embodiments in which hardware components are “ PROCESSOR ” in this context refers to any circuit or 
temporarily configured ( e.g. , programmed ) , each of the virtual circuit ( a physical circuit emulated by logic executing 
hardware components need not be configured or instantiated on an actual processor ) that manipulates data values accord 
at any one instance in time . For example , where a hardware ing to control signals ( e.g. , " commands , " " op codes , " 
component comprises a general - purpose processor 1104 50 “ machine code , ” etc. ) and which produces corresponding 
configured by software to become a special - purpose proces- output signals that are applied to operate a machine 1100. A 
sor , the general - purpose processor 1104 may be configured processor 1104 may be , for example , a central processing 
as respectively different special - purpose processors ( e.g. , unit ( CPU ) , a reduced instruction set computing ( RISC ) 
comprising different hardware components ) at different processor , a complex instruction set computing ( CISC ) 
times . Software accordingly configures a particular proces- 55 processor , a graphics processing unit ( GPU ) , a digital signal 
sor or processors 1104 , for example , to constitute a particu- processor ( DSP ) , an ASIC , a radio - frequency integrated 
lar hardware component at one instance of time and to circuit ( RFIC ) or any combination thereof . A processor may 
constitute a different hardware component at a different further be a multi - core processor having two or more 
instance of time . Hardware components can provide infor- independent processors 1104 ( sometimes referred to as 
mation to , and receive information from , other hardware 60 “ cores ” ) that may execute instructions 1110 contemporane 
components . Accordingly , the described hardware compo ously . 
nents may be regarded as being communicatively coupled . 
Where multiple hardware components exist contemporane- What is claimed is : 
ously , communications may be achieved through signal 1. A method comprising : 
transmission ( e.g. , over appropriate circuits and buses 1102 ) 65 determining , from a set of known concepts included in a 
between or among two or more of the hardware components . knowledge graph , a subset of known concepts to which 
In embodiments in which multiple hardware components are the data snippet is related ; 
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determining cosine similarity values indicating an intrin- adding the at least two concepts and the score indicating 
sic similarity between the data snippet and each known the strength of connection between the at least two 
concept from the subset of known concepts ; concepts to the knowledge graph . 

determining pertinence values indicating a measure of 9. A system comprising : 
topical similarity between the data snippet and each 5 one or more computer processors ; and 
known concept from the subset of known concepts ; one or more computer - readable mediums storing instruc determining that the data snippet is related to a first known tions that , when executed by the one or more computer concept from the subset of known concepts based on processors , cause the system to perform operations the cosine similarity values and the pertinence values ; comprising : 
and determining , from a set of known concepts included in a assigning a concept identifier for the first known concept 
to the data snippet . knowledge graph , a subset of known concepts to which 

the data snippet is related ; 2. The method of claim 1 , wherein determining the cosine 
similarity values comprises : determining cosine similarity values indicating an intrin 

generating a first semantic vector representing the data 15 sic similarity between the data snippet and each known 
snippet based on values mapped to a set of embeddings concept from the subset of known concepts ; 
included in the data snippet ; and determining pertinence values indicating a measure of 

determining a first angle measured between the first topical similarity between the data snippet and each 
semantic vector and a second semantic vector repre known concept from the subset of known concepts ; 
senting the first known concept , the second semantic 20 determining that the data snippet is related to a first known 
vector generated based on values mapped to a set of concept from the subset of known concepts based on 
embeddings included in a definition of the first known the cosine similarity values and the pertinence values ; 
concept , wherein the first cosine similarity value is and 
based on the first angle . assigning a concept identifier for the first known concept 

3. The method of claim 1 , wherein determining the 25 to the data snippet . 
pertinence values comprises : 10. The system of claim 9 , wherein determining the cosine 

assigning topics for the data snippet ; similarity values comprises : 
generating , based on the topics for the data snippet , a first generating a first semantic vector representing the data 

topic vector representing a distribution of the topics in snippet based on values mapped to a set of embeddings 
the data snippet ; and included in the data snippet ; and 

determining a similarity between the first topic vector and determining a first angle measured between the first 
a second topic vector representing a distribution of semantic vector and a second semantic vector repre 
topics of the first known concept . senting the first known concept , the second semantic 

4. The method of claim 1 , wherein the data snippet in vector generated based on values mapped to a set of 
included in a content item that is a document including text , 35 embeddings included in a definition of the first known 
the data snippet being a subset of the text included in the concept , wherein the first cosine similarity value is 
document . based on the first angle . 

5. The method of claim 1 , further comprising : 11. The system of claim 9 , wherein determining the 
identifying a second data snippet ; pertinence values comprises : 
analyzing the definitions of the set of known concepts 40 assigning topics for the data snippet ; 

included in the knowledge graph based on tokens generating , based on the topics for the data snippet , a first 
included in the second data snippet to identify known topic vector representing a distribution of the topics in 
concepts that are related to the second data snippet ; the data snippet ; and 

in response to being unable to identify at least one known determining a similarity between the first topic vector and 
concept from the set of know concepts included in that 45 a second topic vector representing a distribution of 
knowledge graph that is related to the second data topics of the first known concept . 
snippet , generating a new concept based on the second 12. The system of claim 9 , wherein the data snippet in 
data snippet ; and included in a content item that is a document including text , 

adding the new concept to the knowledge graph . the data snippet being a subset of the text included in the 
6. The method of claim 5 , wherein generating the new 50 document . 

concept based on the second data snippet comprises : 13. The system of claim 9 , the operations further com 
generating a definition for the new concept based on the prising : 

tokens included in the second data snippet ; identifying a second data snippet ; 
generating a semantic vector representing the new con- analyzing the definitions of the set of known concepts 

included in the knowledge graph based on tokens 
generating a topic vector representing the new . included in the second data snippet to identify known 
7. The method of claim 6 , wherein generating the defi- concepts that are related to the second data snippet ; 

nition for the new concept comprises : in response to being unable to identify at least one known 
executing a search query based on tokens included in the concept from the set of know concepts included in that 

second data snippet ; and knowledge graph that is related to the second data 
generating the definition for the new concept based on the snippet , generating a new concept based on the second 

data snippet ; and 
8. The method of claim 1 , further comprising : adding the new concept to the knowledge graph . 
determining a connection between at least two concepts 14. The system of claim 13 , wherein generating the new 

not included in the knowledge graph ; 65 concept based on the second data snippet comprises : 
generating a score indicating a strength of connection generating a definition for the new concept based on the 

between the at least two concepts ; and tokens included in the second data snippet ; 
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generating a semantic vector representing the new con- embeddings included in a definition of the first known 
cept ; and concept , wherein the first cosine similarity value is 

generating a topic vector representing the new . based on the first angle . 
15. The system of claim 14 , wherein generating the 19. The non - transitory computer - readable medium of 

definition for the new concept comprises : claim 17 , wherein determining the pertinence values com 
prises : executing a search query based on tokens included in the assigning topics for the data snippet ; second data snippet ; and generating , based on the topics for the data snippet , a first 

generating the definition for the new concept based on the topic vector representing a distribution of the topics in 
the data snippet ; and 

16. The system of claim 9 , the operations further com- determining a similarity between the first topic vector and 
prising : a second topic vector representing a distribution of 

determining a connection between at least two concepts topics of the first known concept . 
not included in the knowledge graph ; 20. The system of claim 17 , wherein the data snippet in 

generating a score indicating a strength of connection included in a content item that is a document including text , 
between the at least two concepts ; and the data snippet being a subset of the text included in the 

document . adding the at least two concepts and the score indicating 
the strength of connection between the at least two 21. The non - transitory computer - readable medium of 
concepts to the knowledge graph . claim 17 , the operations further comprising : 

17. A non - transitory computer - readable medium storing identifying a second data snippet ; 
instructions that , when executed by one or more computer analyzing the definitions of the set of known concepts 
processors of one or more computing devices , cause the one included in the knowledge graph based on tokens 
or more computing devices to perform operations compris included in the second data snippet to identify known 
ing : concepts that are related to the second data snippet ; 

determining , from a set of known concepts included in a in response to being unable to identify at least one known 
knowledge graph , a subset of known concepts to which concept from the set of know concepts included in that 
the data snippet is related ; knowledge graph that is related to the second data 

determining cosine similarity values indicating an intrin snippet , generating a new concept based on the second 
sic similarity between the data snippet and each known data snippet ; and 
concept from the subset of known concepts ; adding the new concept to the knowledge graph . 

determining pertinence values indicating a measure of 22. The non - transitory computer - readable medium of 
topical similarity between the data snippet and each claim 21 , wherein generating the new concept based on the 

second data snippet comprises : known concept from the subset of known concepts ; 
determining that the data snippet is related to a first known generating a definition for the new concept based on a 

concept from the subset of known concepts based on search query including tokens included in the second 
data snippet ; the cosine similarity values and the pertinence values ; 

and generating a semantic vector representing the new con 
assigning a concept identifier for the first known concept 

to the data snippet . generating a topic vector representing the new . 
18. The non - transitory computer - readable medium of 23. The non - transitory computer - readable medium of 

claim 17 , wherein determining the cosine similarity values claim 17 , the operations further comprising : 
comprises : determining a connection between at least two concepts 

generating a first semantic vector representing the data not included in the knowledge graph ; 
snippet based on values mapped to a set of embeddings generating a score indicating a strength of connection 

between the at least two concepts ; and included in the data snippet ; and 
determining a first angle measured between the first adding the at least two concepts and the score indicating 

semantic vector and a second semantic vector repre the strength of connection between the at least two 
senting the first known concept , the second semantic concepts to the knowledge graph . 
vector generated based on values mapped to a set of 
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