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(57) ABSTRACT

Techniques for securing displayed data on computing
devices are disclosed. One example technique includes upon
determining that the computing device is unlocked, captur-
ing and analyzing an image in a field of view of the camera
of the computing device to determine whether the image
includes a human face. In response to determining that the
image includes a human face, the technique includes deter-
mining facial attributes of the human face in the image via
facial recognition and whether the human face is that of an
authorized user of the computing device. In response to
determining that the human face is not one of an authorized
user of the computing device, the technique includes con-
verting user data on the computing device from an original
language to a new language to output on a display of the
computing device, thereby securing the displayed user data
even when the computing device is unlocked.

100

—~

Computing Device

102

/

Healthcare History of john Adams: 1067

March 3, 2015, facial trauma to upper
nasal cartilage. Performed plastic

>

reconstruction of nasal cartilage with 104

twelve stiches. rJ

May 15, 2018, cardiac arrhythmia
detected. Diagnosed as acute myocardial
infarction via Electrocardiogram.
Performed coronary angioplasty.




Patent Application Publication

Feb. 4,2021 Sheet 1 of 7 US 2021/0034723 Al

100
110
102 L
A s Processor
\\_\ Camera <49 jzo 112
Security Agent
104
106 Analysis
L [ — ; Language
Micygphone __________________ ontro Record(s)
FIG. 1
100
Computing Device
Healthcare History of lohn Adams: 107
Authorized User
| March 3, 2015, facial trauma to upper
! nasal cartilage. Performed plastic
103 : reconstruction of nasal cartilage with 104
\ﬁ ' twelve stiches. (_,J

May 15, 2018, cardiac arrhythmia
detected. Diagnosed as acute myocardial
infarction via Electrocardiogram.
Performed coronary angioplasty.

FIG. 2



Patent Application Publication  Feb. 4, 2021 Sheet 2 of 7 US 2021/0034723 A1

100

—~

109 Computing Device

102

seIdmansuwniues john Adams; 107 \

3 dwnu 2015, m*smmﬁnﬁ'ﬁnuﬁnm{faﬂéau
3yn insysasnasfineasnsanadauyniaed

stiches 8uaay
103’ 15 napana 2018 asanunssunaaiitasiy 104
fndnd HMaduiuTundnidamlasmdnundy |/

drusluiviita vhasihdavaandaniila
Prawati thangkar phaethy khxng John Adams:

3 Minakhm 2015, kar bidcéb thi ;b3 phelix kradik
Xxn emik thakar birpa phisstik khxng kradik xxn
cmik doy mi stiches 3ib Sxng

15 phvi'phakhm 2018 trwe phb kar tén khxng hawa

tén phid pkti winicthay wa pén klam nefix hawa tay
chelybphlan phan khilin fifa Rawces thakar phatad

ﬁ\ixdie(xxd hawes /
N

FIG. 34

160

~

Computing Device

102

~ ™

107
lohn AdamsBOEEYT 8 '_J

10t \

Unauthorized User

201543838, LERWEBRLUN,

103" BHZ#WasgineEssgs., 104

201885 B158, WNBOEEeE &
D S A SO BEETE, TR
ik mERTA,




Patent Application Publication

].O'.L’*\k~

Unauthorized User

103’

Feb. 4,2021 Sheet 3 of 7

US 2021/0034723 Al

100

—~

101 \

Unauthorized User

{
|
103 :

Computing Device

102

Foar i earse a//imw///a/ %'.4«» Aot j

arek 3 FL7E szzla}szii@/mmﬂ A pper wazed
e, P famed pladlen seconidy &&/x,gf//m@z/
et Pl anti Dueltee atishor,

/ﬁ%« 78 FO7E sasdiae /.e&;%y‘rf»{»y.k,&?{%fﬁt«/
29> 2ed’ as enile 2, WGil' ot ok

- /

= N

/ 107”\

104

FIG. 3C

100

—~

Computing Device

102

e N

Healthcare History of John Adams: 107

March 3, 2015, >

e ok ke ok o 3 o ok ok ok ok vk 3K i sk ok ok ok 3 ok ok Kok Rokok ok okek KR

ETTIT TR T Y

May 15, 2018,

FokdoR R Rk Kok R A RA R KR KR KRR ARk kKRR P KRR

Fokok Ak o ok Fok RO OR ROk Kk R Ak ok o Rk ok Rk

104



Patent Application Publication

Feb. 4,2021 Sheet 4 of 7

132 134 136 134 136
Default Location 1 New Location 2 New
Language Language 1 Language 2
134" 136"
. New
ses Locationn
Language n

FIG. 4

202

Monitoring security status

< Unlocked? >

T Yes
206

Capturing and analyzing image in
field of view

i ~. 208

- ~

/,.f-fl‘(’&thorized user~._ No
~.._Detected? -

.

et | Sercuring display of private data

ST

Yes

21

Allowing display of private data

FIG. 54

US 2021/0034723 Al

130

200



Patent Application Publication

22

Detecting current location

Feb. 4,2021 Sheet 5 of 7

US 2021/0034723 Al

228

Applying another security
technique

N
[
=

Setecting new language based on
location

22

fo)]

|

Converting private data to new
language

FIG. 5B

23

an]

|

Acquiring sound signal from
envirohment

22

Applying another security
technique

232
o .y No
< Detected? i
T Yes
234

identifying language(s) in sound
signal

236

Selecting new language based on
identified language(s)

FIG. 5C



Feb. 4,2021 Sheet 6 of 7 US 2021/0034723 Al

Patent Application Publication

as ‘ord

U0}
Wwolsna Ui erep aleatsd Suinewiod

144 H

1004 woisnd Suniepdn/suneisusy

o~
o~

-

Sunumpuey ajduses Sutianboy

Q)

Ve




Feb. 4,2021 Sheet 7 of 7 US 2021/0034723 Al

Patent Application Publication

(z9tg)
{s)a01a3q
SNILNdNOD
YIHID

9 OIAd

< S
PR N LU N {osg)
( ¥ (Shwod ) HITIOWNOD P A\
Vo T o Y wwomaan m_ A N—
!
[FHE) SITTAIE NOLYIINNTRINGS
! [
_ w
_ w
i fasg)
AN 8ITIOHINOD |
“ /] IOVHHILNG ]
TITIVHY
L 11 a0 (8sE) J |
§ J (s)od PR 4 m
! o/ —A 5]
! N {rse) z |
jax]
} (T} MITIOUINOD © |
| UM ovavain s @ “
(93]
=Y
N
| Bl
| TPy STvaaaING TYaIRdTeag |
~ w
|
~ 1 fose) m
_ (Y 1IN DNISSE00U |
NV
otany
o) (eee) M
m — {s)rwod m_ A w
AN
| {8vs) v |
i @ 1INf) DNISSII0NG
| SIHVED) M
|
SISAGG 1haEn
| (Y473 [§ 0 N

0vINILINI/Sng

{ogg)
YITIOWLINOD

{EE) SNE 30VAUAIN] 3DVHOLS
<= T
<2 $
{agH “89) {ana/ao "89)
{ges) IoWN0LS {og¢)

FIEYAONWIY-NON

39VHOLS J19YADINITY

{CE L} SIDIAIA IDVYOLS

< P

-~ >

{81¢)

YITIOYINOD AHOWIN

{¥25) viva WvdeboEd

il

£ ¢} NOILVOlTddY

{918}

54315193y

{r1€)

dSa/Nd4/my
JHOD) HOSSID0YG

{z1€}
IHIVD)

[AEE N

{o1€)
IHIVD

T AT

dsa /on/dn

[ RS ]

NYH/WOY

W {0Z&) WILSAS DNLLYHILO
. {GOET UGINIA TNIISAS

{OOE) 33IAIG ONILRANGD

|
|
|
|
|
|
w
|
|
|
|
|
|
|
|
|
|
|
f
|
|
|
f
|
w
|
|
I
|
|
i



US 2021/0034723 Al

SECURING DISPLAYED DATA ON
COMPUTING DEVICES

BACKGROUND

[0001] Smartphones, laptops, tablet computers, and other
types of computing devices typically include certain access
control features to protect privacy and security of data on
computing devices. For example, a smartphone can be
secured with a password, a passcode, a fingerprint, a facial
image, or other suitable types of credential. In a locked or
secured mode, the smartphone can be display only non-
private data, such as a current date, time, weather forecast,
etc. An authorized user can unlock the smartphone by
providing a valid credential to gain access to private data on
the smartphone. Examples of private data can include per-
sonal photos, contact information, personal identification
information (e.g., social security numbers), health informa-
tion, or other suitable types of data.

SUMMARY

[0002] This Summary is provided to introduce a selection
of concepts in a simplified form that are further described
below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used to limit
the scope of the claimed subject matter.

[0003] Even though computing devices, such as smart-
phones, can be secured with various types of credentials,
such a single layer security can still pose security risks to
private data on computing devices. For example, an unau-
thorized user can unlock a smartphone with a compromised
password/passcode or a forged fingerprint or facial image.
Upon unlocking the smartphone, the unauthorized user can
have full access to all private data on the smartphone even
though the user is not authorized to view such private data.
In another example, a smartphone can be accidentally
unlocked, for instance, when being connected to a trusted
Bluetooth speaker or headphone. Upon being unlocked,
anyone can access the private data on the smartphone
without providing credentials.

[0004] Several embodiments of the disclosed technology
can address at least some aspects of the foregoing security
risks by implementing an additional layer of security on
smartphones, tablet computer, laptops, or other suitable
types of computing devices. In certain implementations, a
computing device can include a camera, a processor, and a
memory operatively coupled to one another. The memory
can include instructions executed by the processor to pro-
vide a security agent that is configured to utilize the camera
to capture an image in a field of view of the camera (e.g., a
front-facing camera, a back-facing camera, or a combination
thereof). The security agent can then be configured to
analyze the captured image to determine whether the image
includes one or more human faces, bodies, or other suitable
anatomical parts. The descriptions herein use human faces to
illustrate aspects of the disclosed technology. In other imple-
mentations, similar and/or additional analysis can be per-
formed based on human bodies, postures, and/or other
suitable anatomical features.

[0005] Incertain embodiments, in response to determining
that the image includes at least one human face, the security
agent can be configured to determine one or more facial
attributes of the human face by applying suitable facial

Feb. 4, 2021

recognition techniques. Based on the determined facial
attributes, the security agent can be configured to determine
whether only an authorized user is in the field of view of the
camera. In response to determining that only the authorized
user is in the field of view of the camera, the security agent
can be configured to allow full or pre-configured access to
private data on the computing device. On the other hand, in
response to determining that at least one unauthorized user
is in the field of view of the camera, the security agent can
be configured to apply certain security techniques to obfus-
cate, obscure, or otherwise secure display of the private data
on the computing device.

[0006] In one implementation, the security agent can be
configured to convert private data from an original language
into a new language that an unauthorized user is unlikely to
understand. Conversion of the private data from the original
language into the new language can be via machine trans-
lation or other suitable techniques. For example, private data
originally in English can be machine translated to Latin,
Thai, or other suitable languages. In other examples, ver-
sions of the private data can be pre-generated via human
translation or other suitable language conversion techniques.
[0007] The security agent can be configured to select a
new language that an unauthorized user is unlikely to
understand in various ways. In one example, the security
agent can be configured to determine a location (e.g.,
Thailand) of the computing device via, for instance, a global
position system (GPS) sensor of the computing device.
Based on the determined location, the security agent can be
configured to select a new language (e.g., Latin) that is
unlikely to be understood at the determined location. For
example, the security agent can be configured to select the
new language from a set of languages based on an adoption
rate in the determined location. As such, the selected new
language can have an adoption rate that is less than an
adoption threshold (e.g., 1%) at the determined location, i.e.,
less than 1% of population at the determine location can
understand the new language.

[0008] In another example, the security agent can also be
configured to select the new language based on a race or
ethnicity predicted according to the facial attributes of the
image captured in the field of view of the camera. For
instance, the security agent can determine that the facial
attributes correspond to a person who is mostly likely
Scandinavian. In response, the security agent can be con-
figured to select a new language (e.g., Swahili) that is
unfamiliar to the population in Scandinavia based on an
adoption threshold.

[0009] In a further example, an authorized user can pre-
configure one or more new languages for the security agent
to use for one or more locations. For example, the authorized
user can pre-configure a first language to be used at a first
location and a second language to be used at a second
location. For instance, Thai for United States while Danish
for Japan. In another example, the authorized user can
specify multiple languages for one or more of the locations.
The security agent can be configured to select one of the
specified languages based on, for instance, an adoption rate
of each of the multiple languages. As such, the selected
language can have a lowest adoption rate or based on other
suitable criteria.

[0010] In yet further examples, the computing device can
also include a microphone or other suitable types of sound
sensor. The security agent can be configured to capture a



US 2021/0034723 Al

sound signal from an environment in which the computing
device is located. The security agent can then be configured
to analyze the captured sound signal to identify one or more
languages from the sound signal via, for instance, speech
recognition based on a language library. Based on the
identified one or more languages (e.g., Vietnamese and Thai)
in the environment, the security agent can be configured to
select the new language (e.g., Portuguese) that is unlikely to
be commonly understood or adopted in a population that
commonly adopts the identified one or more languages. The
selected new language can have an adoption rate that is less
than an adoption threshold (e.g., 1%) for a population having
another adoption rate of the identified language higher than
another adoption threshold (e.g., 90%).

[0011] In a further example, the security agent can be
configured to uniquely identify a person in the field of view
of the camera. In one embodiment, the security agent can be
configured to access a facial identification library having
records of persons containing corresponding facial attri-
butes, associated languages, or other suitable information.
Based on the determined facial attributes from the image, the
security agent can be configured to uniquely identify the
person by comparing the facial attributes to those in the
records of the facial identification library. Upon identifying
the person in the field of view, the security agent can be
configured to access a record of the person to determine one
or more languages associated with the person and select a
new language that the identified person would not under-
stand or adopt.

[0012] In other implementations, the security agent can
also be configured to obfuscate any displayed private data in
a format or font that is understandable by the authorized user
but less likely be understood by unauthorized users. For
example, the security agent (or other suitable components on
the computing device) can be configured to auto-generate a
custom font based on the authorized user’s handwriting. The
custom font can be created by parsing one or more images
of the authorized user’s handwritten sample text. The autho-
rized user can also optionally provide additional custom
fonts for a language of choice. Once the custom font is
generated, the security agent can be configured to modify an
original private data by applying the custom font to generate
a text that is, for instance, similar to the authorized user’s
handwriting. In another example, the security agent can also
be configured to replace certain words or phrases in the
private data with associated images or emoticons. In yet
another example, the security agent can also be configured
to replace certain data (e.g., social security numbers, birth-
days, etc.) with random characters or punctuation marks,
such as asterisks, dashes, etc. In further examples, the
security agent can be configured to changing an orientation,
a font color, a display brightness/contrast of the displayed
private data in addition to or in lieu of the foregoing
techniques of obfuscating the displayed private data.

[0013] Several embodiments of the disclosed technology
can thus provide an additional layer of security measures in
addition to or in lieu of passwords, passcodes, fingerprints,
facial images, etc. for unlocking a computing device. Even
when an unauthorized user gains access to the computing
device, by, for instance, using a compromised password or
passcode, the unauthorized user would not have access to
information in the private data. For example, the private data
may be in a new language that the unauthorized user does
not understand, or the private data may be displayed in a

Feb. 4, 2021

custom font resembling the authorized user’s handwriting.
As such, security to private data on the computing device
can be improved, and access to information in the private
data can be limited to unauthorized users.

BRIEF DESCRIPTION OF THE DRAWINGS

[0014] FIG. 1 is a schematic diagram illustrating various
components of a computing device configured to secure
displayed user data on the computing device in accordance
with embodiments of the disclosed technology.

[0015] FIG. 2 is a schematic diagram illustrating an
example front view of the computing device when operated
by an authorized user in accordance with embodiments of
the disclosed technology.

[0016] FIGS. 3A-3D are schematic diagrams illustrating
example front views of the computing device when operated
by an unauthorized user in accordance with embodiments of
the disclosed technology.

[0017] FIG. 4 is a schematic diagram illustrating an
example data schema for a language record in accordance
with embodiments of the disclosed technology.

[0018] FIGS. 5A-5D are flowcharts illustrating processes
of securing display data in a computing device in accordance
with embodiments of the disclosed technology.

[0019] FIG. 6 is a computing device suitable for certain
components of the computing system in FIGS. 1-3D.

DETAILED DESCRIPTION

[0020] Certain embodiments of systems, devices, compo-
nents, modules, routines, data structures, and processes for
securing displayed data on computing devices are described
below. In the following description, specific details of com-
ponents are included to provide a thorough understanding of
certain embodiments of the disclosed technology. A person
skilled in the relevant art will also understand that the
technology can have additional embodiments. The technol-
ogy can also be practiced without several of the details of the
embodiments described below with reference to FIGS. 1-6.
[0021] As used herein, the term “locked” generally refers
to an operating mode of a computing device that is secured
with a password, a passcode, a fingerprint, a facial image, or
other suitable types of credential. When the computing
device is locked, the computing device only allows limited
output of data on a display of the computing device. For
example, a locked computing device (e.g., a smartphone)
can allow display of non-private data, such as a date, time,
weather forecast, or other suitable data not associated with
an authorized user of the computing device. In contrast, the
term “‘unlocked” generally refers to another operating mode
of the computing device that allows access and display of
private data or other suitable types of content related to the
authorized user. The computing device can be unlocked with
apassword, a passcode, a fingerprint, a facial image, or other
suitable types of credential. Examples of private data
includes personal photos, contact information, personal
identification information (e.g., social security numbers),
health information, or other suitable types of data.

[0022] Also used herein, the term “facial recognition”
generally refers to a technology capable of identifying or
verifying a person from a digital image or a video frame
from a video source. One example technique includes com-
paring selected facial features or facial attributes from a
given image with those in records of a database. For
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example, a facial recognition technique can identify facial
features by extracting landmarks from an image of a human
face. Example landmarks include relative position, size,
and/or shape of eyes, nose, cheekbones, and jaw. These
facial attributes can then be used to search for other images
with matching facial attributes. Other example techniques
can also include skin texture analysis, three-dimensional
recognition, and other suitable techniques.

[0023] Further used herein, the term “language adoption”
or “adoption” generally refers to skills of reading, speaking,
listening, or otherwise understanding or discern meanings of
expressions in a language. Different regions, countries,
populations may have different adoption rates of certain
languages. For example, a language (e.g., Danish) may have
a low adoption rate in Asian countries, such as Thailand and
Vietnam. In another example, a population (e.g., population
in Taiwan) with a high adoption rate of a first language (e.g.,
Chinese) may have a low adoption rate of a second language
(e.g., Hindi). Records of adoption rates can be compiled for
various regions, countries, and populations and used to
secure displayed data on computing devices, as described
herein.

[0024] Even though computing devices, such as smart-
phones, can be secured with various types of credentials,
such a single layer security can still pose security risks to
private data on computing devices. For example, an unau-
thorized user can unlock a smartphone with a compromised
password/passcode or a forged fingerprint or facial image.
Upon unlocking the smartphone, the unauthorized user can
have full access to all private data on the smartphone even
though the user is not authorized to view such private data.
In another example, a smartphone can be accidentally
unlocked, for instance, when being connected to a trusted
Bluetooth speaker or headphone. Upon being unlocked,
anyone can access the private data on the smartphone
without providing credentials.

[0025] Several embodiments of the disclosed technology
can address at least some aspects of the foregoing security
risks by implementing an additional layer of security on
smartphones, tablet computer, laptops, or other suitable
types of computing devices. In certain implementations,
upon determining that the computing device is unlocked, a
security agent on the computing device can be configured to
capture and analyze an image in a field of view of the camera
of the computing device to determine whether the image
includes a human face. In response to determining that the
image includes a human face, the security agent can be
configured to determine facial attributes of the human face
in the image via facial recognition and whether the human
face is that of an authorized user of the computing device.
In response to determining that the human face is not one of
an authorized user of the computing device, the security
agent can be configured to convert user data on the com-
puting device from an original language to a new language
upon receiving a request to output the user data on the
display of the computing device. As such, the outputted user
data on the display of the computing device can be secured
even when the computing device is unlocked, as described
in more detail below with reference to FIGS. 1-6.

[0026] FIG. 1 is a schematic diagram illustrating various
components of a computing device 100 configured to secure
displayed user data on the computing device 100 in accor-
dance with embodiments of the disclosed technology. In
FIG. 1 and in other Figures herein, individual software
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components, objects, classes, modules, and routines may be
a computer program, procedure, or process written as source
code in C, C++, C#, Java, and/or other suitable programming
languages. A component may include, without limitation,
one or more modules, objects, classes, routines, properties,
processes, threads, executables, libraries, or other compo-
nents. Components may be in source or binary form. Com-
ponents may include aspects of source code before compi-
lation (e.g., classes, properties, procedures, routines),
compiled binary units (e.g., libraries, executables), or arti-
facts instantiated and used at runtime (e.g., objects, pro-
cesses, threads).

[0027] Components within a system may take different
forms within the system. As one example, a system com-
prising a first component, a second component and a third
component can, without limitation, encompass a system that
has the first component being a property in source code, the
second component being a binary compiled library, and the
third component being a thread created at runtime. The
computer program, procedure, or process may be compiled
into object, intermediate, or machine code and presented for
execution by one or more processors of a personal computer,
a network server, a laptop computer, a smartphone, and/or
other suitable computing devices.

[0028] Equally, components may include hardware cir-
cuitry. A person of ordinary skill in the art would recognize
that hardware may be considered fossilized software, and
software may be considered liquefied hardware. As just one
example, software instructions in a component may be
burned to a Programmable Logic Array circuit or may be
designed as a hardware circuit with appropriate integrated
circuits. Equally, hardware may be emulated by software.
Various implementations of source, intermediate, and/or
object code and associated data may be stored in a computer
memory that includes read-only memory, random-access
memory, magnetic disk storage media, optical storage
media, flash memory devices, and/or other suitable com-
puter readable storage media excluding propagated signals.
[0029] As shown in FIG. 1, the computing device 100 can
include a camera 102, a display 104, a microphone 106, a
processor 110, and a memory 112 operatively coupled to one
another. The computing device 100 can be a smartphone, a
laptop computer, a tablet computer, a desktop computer, a
computer server, and/or other suitable types of computing
device. Even though the camera 102, the display 104, and
the microphone 106 are shown as integral parts of the
computing device 100, in certain implementations, at least
one of the camera 102, the display 104, and the microphone
106 can be remote from and communicatively coupled to the
processor 110 via a wired/wireless connection. In further
implementations, the computing device 100 can include a
keyboard, a network interface card, a speaker, and/or other
suitable components in addition to or in lieu of those shown
in FIG. 1.

[0030] The camera 102 can be configured to capture an
image in a field of view of the camera 102 and provide the
image to the processor 110 for further processing. In certain
embodiments, the camera 102 can include front facing
lenses at the computing device 100. In other embodiments,
the camera 102 can include both front facing and rear facing
lenses. The display 104 can be configured to output data to
a user, and in certain embodiments, also to receive user
input. In one example, the display 104 can include a touch-
screen. In other examples, the display 104 can include a
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liquid crystal display, a light emitting diode, or other suitable
types of display. The microphone 106 can be configured to
capture a sound signal from an environment in which the
computing device 100 is located.

[0031] As shown in FIG. 1, the memory 112 can include
one or more language records 114 configured by an autho-
rized user 101 (FIG. 2) for applying additional security
measures to private data 107 (FIG. 2) of the authorized user
101 on the computing device 100. In certain examples, the
individual language records can contain identification of one
or more languages adopted by the authorized user 101 of the
computing device 100. In other examples, the individual
language records can also contain identification of one or
more languages pre-configured by the authorized user 101 of
the computing device 100 to be used for a corresponding
location in lieu of a default language. An example data
schema suitable for the language records is described in
more detail below with reference to FIG. 4.

[0032] Also shown in FIG. 1, the processor 110 can be
configured to execute suitable instructions, for example,
from the memory 112 to provide a security agent 120 for
providing additional security for user data or content on the
computing device 100. As described in more detail below,
the security agent 120 can be configured to utilize the
camera to capture and analyze an image in a field of view of
the camera 102. The security agent can then be configured
to analyze the captured image to determine whether to apply
various security measures to private data 107 (FIG. 2) on the
computing device 100. In the illustrated embodiment, the
security agent 120 can include an input component 122, an
analysis component 124, and a control component 126. In
other embodiments, the security agent 120 can also include
an output component, a network component, and/or other
suitable types of components.

[0033] The input component 122 can be configured to
interface with the camera 102, the display 104, the micro-
phone 106, and other suitable components (e.g., an operating
system) of the computing device 100. For example, the input
component 122 can be configured to receive an indication
from the operating system that indicates to the security agent
120 that the computing device 100 is unlocked. In response
to receiving the indication, the input component 122 can be
configured to utilize the camera 102 to capture an image in
a field of view of the camera 102.

[0034] The input component 122 can then forward the
captured image to the analysis component 124 to analyze the
captured image and determine whether the image includes
one or more human faces, bodies, or other suitable anatomi-
cal parts. In certain implementations, the analysis compo-
nent 122 can utilize various object detection models (not
shown) developed via, for instance, machine learning tech-
niques. In other implementations, the analysis component
122 can utilize preconfigured rules, conditions, and/or other
suitable criteria for determining whether the captured image
includes a human face or other anatomical parts.

[0035] Incertain embodiments, in response to determining
that the image includes at least one human face, the analysis
component 122 can be configured to determine one or more
facial attributes of the human face in the image by applying
suitable facial recognition techniques. Based on the deter-
mined facial attributes, the analysis component 122 can be
configured to determine whether only an authorized user 101
(shown in FIG. 2) is in the field of view of the camera 102.
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[0036] Inresponse to determining that only the authorized
user 101 is in the field of view of the camera 102, the
analysis component 122 can be configured to indicate to the
control component 126 to allow full or pre-configured
access to private data or content on the computing device
100. For example, as shown in FIG. 2, the camera 102 can
be configured to capture an image 103 that includes a face
105. By determining various facing attributes, the analysis
component 124 can determine that the face 105 belongs to
an authorized user 101. In response, the analysis component
124 can indicate to the control component 126 to output
private data 107 of the authorized user 101 without applying
various security techniques described in more detail below.
In the illustrated example, the outputted private data 107 in
the display 104 includes the authorized user’s medical
history listed below:

[0037] “Healthcare History of John Adams:

[0038] Mar. 3, 2015, facial trauma to upper nasal car-
tilage. Performed plastic reconstruction of nasal carti-
lage with twelve stiches.

[0039] May 15, 2018, cardiac arrhythmia detected.
Diagnosed as acute myocardial infarction via Electro-
cardiogram. Performed coronary angioplasty.”

In other examples, the private data 107 can also include
social security numbers, passwords, and/or other suitable
types of data. On the other hand, in response to determining
that at least one unauthorized user 101' (shown in FIGS.
3A-3D) is in the field of view of the camera 102, the analysis
component 122 can be configured to indicate to the control
component 126 to apply certain security techniques to
obfuscate, obscure, or otherwise secure display of the pri-
vate data outputted on the display 104 of the computing
device 100, as described below in more detail with reference
to FIGS. 3A-3D.

[0040] As shown in FIG. 3A, the analysis component 124
(FIG. 1) can be configured to capture and analyze the image
103" and determine that the image 103' includes a face 105'
of an unauthorized user 101'. In response, the analysis
component 124 can be configured to indicate to the control
component 126 (FIG. 1) to convert any private data 107
requested to be outputted on the display 104 from an original
language into a new language that the unauthorized user 101"
is unlikely to understand but has been adopted by the
authorized user 101 (FIG. 1). The control component 126
can then convert the private data 107 from the original
language into the new language via machine translation or
other suitable techniques. For example, as shown in FIG.
1A, the private data 107 originally in English can be
machine translated to Thai or other suitable languages. In
other examples, versions of the private data 107 can be
pre-generated via human translation or other suitable lan-
guage conversion techniques.

[0041] Prior to or during conversion of the private data
107, the control component 126 can be configured to select
the new language that an unauthorized user 101" is unlikely
to understand in various ways. In one example, the control
component 126 can be configured to determine a location
(e.g., Finland) of the computing device 100 via, for instance,
a global position system (GPS) sensor (not shown) of the
computing device 100. Based on the determined location,
the control component 126 can be configured to select a new
language (e.g., Thai) that is unlikely to be understood at the
determined location. For instance, the control component
126 can be configured to select the new language from a set
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of languages based on an adoption rate in the determined
location. As such, the selected new language can have an
adoption rate that is less than an adoption threshold (e.g.,
1%) at the determined location, i.e., less than 1% of popu-
lation at the determine location can understand the new
language.

[0042] Inanother example, the control component 126 can
also be configured to select the new language based on a race
or ethnicity predicted according to the facial attributes of the
image 103' captured in the field of view of the camera 102.
For instance, as shown in FIG. 3A, the control component
126 can be configured to determine that the facial attributes
of'the face 105' in the image 103' correspond to a person who
is mostly likely Scandinavian. In response, the control
component 126 can be configured to select a new language
(e.g., Thai) that is unfamiliar to the population in Scandi-
navia based on an adoption threshold.

[0043] In a further example, the authorized user 101 (FIG.
2) can pre-configure one or more new languages for the
control component 126 to use for one or more locations. For
example, the authorized user 101 can pre-configure a first
language to be used at a first location and a second language
to be used at a second location. For instance, Thai for United
States while Danish for Japan. In another example, the
authorized user can specify multiple languages for one or
more of the locations. The control component 126 can be
configured to select one of the specified languages based on,
for instance, an adoption rate of each of the multiple
pre-configured languages. As such, the selected language
can have a lowest adoption rate or based on other suitable
criteria.

[0044] In yet further examples, the control component 126
can be configured to capture a sound signal 109 from an
environment in which the computing device 100 is located.
The control component 126 can then be configured to
analyze the captured sound signal 109 to identify one or
more languages from the sound signal 109 via, for instance,
speech recognition based on a language library stored at the
computing device 100 or accessible via a computer network
(not shown). Based on the identified one or more languages
(e.g., Danish) in the environment, the control component
126 can be configured to select the new language (e.g., Thai)
that is unlikely to be commonly understood or adopted in a
population that commonly adopts the identified one or more
languages. The selected new language can have an adoption
rate that is less than an adoption threshold (e.g., 1%) for a
population having another adoption rate of the identified
language higher than another adoption threshold (e.g., 90%).

[0045] In a further example, the control component 126
can be configured to uniquely identify a person in image
103" captured in the field of view of the camera 102, as
shown in FIG. 3B. In the illustrated embodiment, the control
component 126 can be configured to access a facial identi-
fication library (not shown) having records of persons con-
taining corresponding facial attributes, associated lan-
guages, or other suitable information. Based on the
determined facial attributes from the image 103", the control
component 126 can be configured to uniquely identify the
person by comparing the facial attributes of the face 105" to
those in the records of the facial identification library. Upon
identifying the person in the field of view, the control
component 126 can be configured to access a record of the
person to determine one or more languages associated with
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the person and select a new language that the identified
person would not understand or adopt.

[0046] In other implementations, as shown in FIG. 3C, the
control component 126 (FIG. 1) can also be configured to
obfuscate any displayed private data 107 in a format or font
that is understandable by the authorized user 101 (FIG. 2)
but less likely be understood by unauthorized users 101'. For
example, the control component 126 (or other suitable
components on the computing device 100) can be configured
to auto-generate a custom font based on the authorized
user’s handwriting. The custom font can be created by
parsing one or more images of the authorized user’s hand-
written sample text. The authorized user 101 can also
optionally provide additional custom fonts for a language of
choice. Once the custom font is generated, the control
component 126 can be configured to modify an original
private data 107 (shown in FIG. 2) by applying the custom
font to generate a text of the private data 107" that is, for
instance, similar to the authorized user’s handwriting.
[0047] In a further example, as shown in FIG. 3D, the
control component 126 (FIG. 1) can also be configured to
replace certain data with random characters or punctuation
marks, such as asterisks, dashes, etc. In the illustrated
example, the authorized user’s private data 107 is replaced
with asterisks. In other examples, the control component 126
can also be configured to replace certain words or phrases in
the private data 107 (FIG. 2) with associated images or
emoticons. In further examples, the control component 126
can be configured to changing an orientation, a font color, a
display brightness/contrast of the displayed private data
107" in addition to or in lieu of the foregoing techniques of
obfuscating the displayed private data 107".

[0048] Several embodiments of the disclosed technology
can thus provide an additional layer of security measures in
addition to or in lieu of passwords, passcodes, fingerprints,
facial images, etc. for unlocking a computing device 100.
Even when an unauthorized user 101' gains access to the
computing device 100, by, for instance, using a compro-
mised password or passcode, the unauthorized user 101'
would not have access to information in the private data 107.
For example, the private data 107 may be in a new language
that the unauthorized user 101' does not understand, or the
private data 107 may be displayed in a custom font resem-
bling the authorized user’s handwriting. As such, security to
private data 107 on the computing device can be improved,
and access to information in the private data 107 can be
limited to unauthorized users 101'.

[0049] FIG. 4 is a schematic diagram illustrating an
example data schema 130 for a language record 114 in
accordance with embodiments of the disclosed technology.
As shown in FIG. 4, the data schema 130 can include a
default language field 132, a first location field 134, a first
new language field 136, a second location field 134, a
second new language field 136', a Nth location field 134",
and a Nth new language field 136". The default language
field 132 can be configured to contain data indicating a
default language for outputting the private data 107 (FIG. 2)
on the display 104 (FIG. 2) of the computing device 100.
The first, second, and Nth location fields 134, 134", and 134"
can be configured to contain data corresponding to a conti-
nent, region, country, province, state, city, county, or other
suitable geographical locations. The first, second, and Nth
new language fields 136, 136, and 136" can be configured
to contain data individually identifying one or more lan-



US 2021/0034723 Al

guages to be used for the corresponding locations in lieu of
the default language. Though particular fields are shown in
FIG. 4 for illustration purposes, in other embodiments, the
data schema 130 can also include suitable fields for a date,
time, or other suitable types of data.

[0050] FIGS. 5A-5D are flowcharts illustrating processes
of securing display data in a computing device 100 in
accordance with embodiments of the disclosed technology.
Though various embodiments of the processes are described
below in the context of the computing device 100, in other
embodiments, the processes can also be implemented in
computing devices with additional and/or different compo-
nents.

[0051] As shown in FIG. 5A, a process 200 can include
monitoring a security status of the computing device 100 at
stage 202. In certain embodiments, the security status can
indicate that the computing device 100 is locked or
unlocked. In other embodiments, the security status can
indicate other suitable types of security status of the com-
puting device. The process 200 can then include a decision
stage 204 to determine whether the computing device 100 is
unlocked. In response to determining that the computing
device 100 is locked, the process 200 reverts to continuing
monitoring for the security status of the computing device
100 at stage 202. In response to determining that the
computing device 100 is unlocked, the process 200 proceeds
to capturing and analyzing an image in a field of view of the
camera (FIG. 1) of the computing device 100. Various
analysis techniques of the image are described in more detail
above with reference to FIG. 1.

[0052] The process 200 can then include another decision
stage 208 to determine whether a face or other suitable
anatomical parts of an authorized user is detected in the
captured image. In response to determining that the image
includes a face or other suitable anatomical parts of an
authorized user, the process 200 proceeds to allowing dis-
play of private data in a default language, font, font color, or
other formatting. In response to determining that the image
does not include a face or other suitable anatomical parts of
an authorized user, the process 200 proceeds to securing
display of private data at stage 212. Various techniques of
securing display of the private data are described below with
reference to FIGS. 5B-5D.

[0053] As shown in FIG. 5B, example operations for
security display of the private data can include detecting a
current location of the computing device 100 at stage 220.
The operations can then include a decision stage 222 to
determine whether a location is successfully detected. In
response to determining that a location is not successfully
detected, the operations proceed to applying another security
technique at stage 228. Otherwise, the operations proceed to
selecting a new language based on the determined location
of the computing device 100, as described above in more
detail with reference to FIGS. 3A-3D. The operations can
then proceed to converting the private data to the new
language before allowing the private data to be outputted on
the display of the computing device 100 at stage 226.
[0054] As shown in FIG. 5C, additional example opera-
tions for security display of the private data can include
acquiring a sound signal from an environment in which the
computing device is located at stage 230. The operations can
then include a decision stage 232 to determine whether a
sound signal is acquired. In response to determining that the
sound signal is not successfully acquired, the operations
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include applying another security technique at stage 228.
Otherwise, the operations proceed to identifying one or
more languages spoken in the acquired sound signal at stage
234, as described in more detail above with reference to FIG.
3A. The operations can then include selecting a new lan-
guage based on the identified one or more languages in the
sound signal such that the outputted private data in the new
language is less likely to be understood by unauthorized
users.

[0055] As shown in FIG. 5D, additional example opera-
tions for security display of the private data can include
acquiring sample handwriting of an authorized user at stage
240. The sample handwriting can be one or more images of
handwritten text by the authorized user or other suitable data
corresponding to the handwriting of the authorized user. The
operations can then include generating or updating a custom
font based on the sample handwriting from the authorized
user at stage 242. The operations can then include formatting
the private data in the custom font before allowing the
private data to be outputted on the display of the computing
device 100 at stage 226.

[0056] FIG. 6 is a computing device 300 suitable for
certain components of the computing system 100 in FIGS.
1-3D. For example, the computing device 300 can be
suitable for the computing device 100 of FIGS. 1-3D. In a
very basic configuration 302, the computing device 300 can
include one or more processors 304 and a system memory
306. A memory bus 308 can be used for communicating
between processor 304 and system memory 306.

[0057] Depending on the desired configuration, the pro-
cessor 304 can be of any type including but not limited to a
microprocessor (LP), a microcontroller (uC), a digital signal
processor (DSP), or any combination thereof. The processor
304 can include one more level of caching, such as a
level-one cache 310 and a level-two cache 312, a processor
core 314, and registers 316. An example processor core 314
can include an arithmetic logic unit (ALU), a floating-point
unit (FPU), a digital signal processing core (DSP Core), or
any combination thereof. An example memory controller
318 can also be used with processor 304, or in some
implementations memory controller 318 can be an internal
part of processor 304.

[0058] Depending on the desired configuration, the system
memory 306 can be of any type including but not limited to
volatile memory (such as RAM), non-volatile memory (such
as ROM, flash memory, etc.) or any combination thereof.
The system memory 306 can include an operating system
320, one or more applications 322, and program data 324.
This described basic configuration 302 is illustrated in FIG.
6 by those components within the inner dashed line.
[0059] The computing device 300 can have additional
features or functionality, and additional interfaces to facili-
tate communications between basic configuration 302 and
any other devices and interfaces. For example, a bus/
interface controller 330 can be used to facilitate communi-
cations between the basic configuration 302 and one or more
data storage devices 332 via a storage interface bus 334. The
data storage devices 332 can be removable storage devices
336, non-removable storage devices 338, or a combination
thereof. Examples of removable storage and non-removable
storage devices include magnetic disk devices such as
flexible disk drives and hard-disk drives (HDD), optical disk
drives such as compact disk (CD) drives or digital versatile
disk (DVD) drives, solid state drives (SSD), and tape drives
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to name a few. Example computer storage media can include
volatile and nonvolatile, removable and non-removable
media implemented in any method or technology for storage
of information, such as computer readable instructions, data
structures, program modules, or other data. The term “com-
puter readable storage media” or “computer readable storage
device” excludes propagated signals and communication
media.

[0060] The system memory 306, removable storage
devices 336, and non-removable storage devices 338 are
examples of computer readable storage media. Computer
readable storage media include, but not limited to, RAM,
ROM, EEPROM, flash memory or other memory technol-
ogy, CD-ROM, digital versatile disks (DVD) or other optical
storage, magnetic cassettes, magnetic tape, magnetic disk
storage or other magnetic storage devices, or any other
media which can be used to store the desired information
and which can be accessed by computing device 300. Any
such computer readable storage media can be a part of
computing device 300. The term “computer readable storage
medium” excludes propagated signals and communication
media.

[0061] The computing device 300 can also include an
interface bus 340 for facilitating communication from vari-
ous interface devices (e.g., output devices 342, peripheral
interfaces 344, and communication devices 346) to the basic
configuration 302 via bus/interface controller 330. Example
output devices 342 include a graphics processing unit 348
and an audio processing unit 350, which can be configured
to communicate to various external devices such as a display
or speakers via one or more A/V ports 352. Example
peripheral interfaces 344 include a serial interface controller
354 or a parallel interface controller 356, which can be
configured to communicate with external devices such as
input devices (e.g., keyboard, mouse, pen, voice input
device, touch input device, etc.) or other peripheral devices
(e.g., printer, scanner, etc.) via one or more 1/O ports 358. An
example communication device 346 includes a network
controller 360, which can be arranged to facilitate commu-
nications with one or more other computing devices 362
over a network communication link via one or more com-
munication ports 364.

[0062] The network communication link can be one
example of a communication media. Communication media
can typically be embodied by computer readable instruc-
tions, data structures, program modules, or other data in a
modulated data signal, such as a carrier wave or other
transport mechanism, and can include any information
delivery media. A “modulated data signal” can be a signal
that has one or more of its characteristics set or changed in
such a manner as to encode information in the signal. By
way of example, and not limitation, communication media
can include wired media such as a wired network or direct-
wired connection, and wireless media such as acoustic, radio
frequency (RF), microwave, infrared (IR) and other wireless
media. The term computer readable media as used herein
can include both storage media and communication media.
[0063] The computing device 300 can be implemented as
a portion of a small-form factor portable (or mobile) elec-
tronic device such as a cell phone, a personal data assistant
(PDA), a personal media player device, a wireless web-
watch device, a personal headset device, an application
specific device, or a hybrid device that include any of the
above functions. The computing device 300 can also be

Feb. 4, 2021

implemented as a personal computer including both laptop
computer and non-laptop computer configurations.

[0064] From the foregoing, it will be appreciated that
specific embodiments of the disclosure have been described
herein for purposes of illustration, but that various modifi-
cations may be made without deviating from the disclosure.
In addition, many of the elements of one embodiment may
be combined with other embodiments in addition to or in
lieu of the elements of the other embodiments. Accordingly,
the technology is not limited except as by the appended
claims.

I/we claim:

1. A method for securing displayed content on a comput-
ing device having a camera, a display, and a processor
operatively coupled to one another, the method comprising:

determining, with the processor, whether the computing

device is unlocked; and

in response to determining that the computing device is

unlocked, with the processor,
capturing an image in a field of view of the camera of
the computing device;
analyzing the captured image to determine whether the
captured image includes a human face; and
in response to determining that the captured image
includes a human face,
analyzing the human face in the image to obtain
facial attributes via facial recognition;
determining whether the human face is that of an
authorized user of the computing device based on
the obtained facial attributes; and
in response to determining that the human face is not
that of the authorized user of the computing
device, converting content on the computing
device from an original language to a new lan-
guage upon receiving a request to output the
content on the display of the computing device,
thereby securing the displayed content even when
the computing device is unlocked.

2. The method of claim 1 wherein converting content on
the computing device from the original language to the new
language includes:

determining a current location of the computing device;

and

selecting the new language as one from the multiple

languages having an adoption rate at the determined
location that is less than an adoption threshold.

3. The method of claim 1 wherein converting content on
the computing device from the original language to the new
language includes:

determining a current location of the computing device;

accessing a stored database record at the computing

device, the database record containing identification of
multiple languages adopted by the authorized user of
the computing device; and

selecting the new language as one of the multiple lan-

guages adopted by the authorized user and having an
adoption rate at the determined location that is less than
an adoption threshold.

4. The method of claim 1 wherein converting content on
the computing device from the original language to the new
language includes:

determining a race or ethnicity associated with the deter-

mined facial attributes;
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accessing a stored database record at the computing
device, the database record containing identification of
multiple languages adopted by the authorized user of
the computing device; and

selecting the new language as one of the multiple lan-

guages adopted by the authorized user and having an
adoption rate that is less than an adoption threshold for
the determined race or ethnicity.

5. The method of claim 1 wherein converting content on
the computing device from the original language to the new
language includes:

accessing a stored database record at the computing

device, the database record containing identification of
a language pre-configured by the authorized user of the
computing device; and

set the language pre-configured by the authorized user as

the new language.
6. The method of claim 1 wherein converting content on
the computing device from the original language to the new
language includes:
accessing a set of stored database records at the comput-
ing device, the individual database records containing
identification of a language pre-configured by the
authorized user of the computing device to be used for
a corresponding location;

determining a language from the database records based
on the determined location of the computing device;
and

setting the language pre-configured by the authorized user

as the new language.

7. The method of claim 1 wherein converting content on
the computing device from the original language to the new
language includes:

accessing a stored database record at the computing

device, the database record containing identification of
multiple languages adopted and pre-configured by the
authorized user of the computing device to be used for
the determined location;

selecting, from the multiple languages in the database

record, one of the multiple languages that has a lowest
adoption rate at the determined location; and
setting the selected language as the new language.
8. The method of claim 1 wherein the computing device
further includes a microphone, and wherein converting
content on the computing device from the original language
to the new language includes:
acquiring a sound signal via the microphone from an
environment in which the computing device is located;

identifying a language spoken in the environment from
the acquired sound signal via speech recognition; and

selecting the new language from a set of languages based
on the identified one or more languages, the selected
new language having an adoption rate that is less than
an adoption threshold for a population having another
adoption rate of the identified language higher than
another adoption threshold.

9. The method of claim 1 wherein converting content on
the computing device from the original language to the new
language includes:

comparing the determined facial attributes to those in a

facial identification library to uniquely identify a per-
son captured in the image; and
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selecting the new language from a set of languages that
are known to be unadopted by the uniquely identified
person.

10. A computing device, comprising:

a camera;

a display; and

a processor operatively coupled to the camera, display,

and a memory having instructions executable by the
processor to cause the computing device to:
upon determining that the computing device is
unlocked,
capture and analyze an image in a field of view of the
camera of the computing device to determine
whether the image includes a human face; and
in response to determining that the image includes a
human face,
determine facial attributes of the human face in the
image via facial recognition;
based on the facial attributes, determine whether
the human face is that of an authorized user of
the computing device; and
in response to determining that the human face is
not one of an authorized user of the computing
device, convert user data on the computing
device from an original language to a new
language upon receiving a request to output the
user data on the display of the computing
device, thereby securing the displayed user data
even when the computing device is unlocked.

11. The computing device of claim 10 wherein to convert
user data on the computing device from the original lan-
guage to the new language includes to:

determine a current location of the computing device;

access a database record on the computing device, the

database record containing identification of multiple
languages adopted by the authorized user of the com-
puting device; and

select the new language as one of the multiple languages

adopted by the authorized user and having an adoption
rate at the determined location that is less than an
adoption threshold.

12. The computing device of claim 10 wherein to convert
user data on the computing device from the original lan-
guage to the new language includes to:

determining a race or ethnicity associated with the deter-

mined facial attributes;

access a database record on the computing device, the

database record containing identification of multiple
languages adopted by the authorized user of the com-
puting device; and

select the new language as one of the multiple languages

adopted by the authorized user and having an adoption
rate that is less than an adoption threshold for the
determined race or ethnicity.

13. The computing device of claim 10 wherein to convert
user data on the computing device from the original lan-
guage to the new language includes to:

access a set of stored database records at the computing

device, the individual database records containing iden-
tification of a language pre-configured by the autho-
rized user of the computing device to be used for a
corresponding location;
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determining a language from the database records based
on the determined location of the computing device;
and

set the language pre-configured by the authorized user as

the new language.

14. The computing device of claim 10 wherein to convert
user data on the computing device from the original lan-
guage to the new language includes to:

access a stored database record at the computing device,

the database record containing identification of mul-
tiple languages adopted and pre-configured by the
authorized user of the computing device to be used for
the determined location;

select, from the multiple languages in the database record,

one of the multiple languages that has a lowest adop-
tion rate at the determined location; and
set the selected language as the new language.
15. The computing device of claim 10 wherein the com-
puting device further includes a microphone, and wherein to
convert user data on the computing device from the original
language to the new language includes to:
acquire a sound signal via the microphone from an
environment in which the computing device is located;

identify a language spoken in the environment from the
acquired sound signal via speech recognition; and

select the new language from a set of languages based on
the identified one or more languages, the selected new
language having an adoption rate that is less than an
adoption threshold for a population having another
adoption rate of the identified language higher than
another adoption threshold.

16. The method of claim 1 wherein converting content on
the computing device from the original language to the new
language includes:

comparing the determined facial attributes to those in a

facial identification library to uniquely identify a per-
son captured in the image; and

selecting the new language from a set of languages that

are known to be unadopted by the uniquely identified
person.
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17. A method for securing displayed content on a com-
puting device having a camera, a display, and a processor
operatively coupled to one another, the method comprising:

upon determining, with the processor, that the computing

device is unlocked, with the processor,
capturing an image in a field of view of the camera of
the computing device;
analyzing the captured image to determine whether the
captured image includes a human face; and
in response to determining that the captured image
includes a human face,
analyzing the human face in the image to obtain
facial attributes via facial recognition;
determining whether the human face is that of an
authorized user of the computing device based on
the obtained facial attributes; and
in response to determining that the human face is not
that of the authorized user of the computing
device, modifying user data on the computing
device from an original font to a custom font of the
authorized user upon receiving a request to output
the user data on the display of the computing
device, thereby securing the displayed user data
even when the computing device is unlocked.

18. The method of claim 17 wherein modifying the user
data includes modifying the user data on the computing
device from the original font to the custom font generated
based on a handwriting of the authorized user.

19. The method of claim 17, further comprising in
response to determining that the human face is not that of the
authorized user of the computing device, replacing one or
more words or phrases in the user data with punctuation
marks.

20. The method of claim 17, further comprising in
response to determining that the human face is not that of the
authorized user of the computing device, changing an ori-
entation, a font color, a display brightness, a display contrast
of the displayed user data.
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