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METHOD AND APPARATUS FOR OBJECT 
RECOGNITION USING PROBABILITY MODELS 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This non-provisional application claims priority 
under 35 U.S.C. S 119(e) of U.S. Provisional Application 
No. 60/519,639 filed Nov. 14, 2003, the entire contents of 
which are hereby incorporated by reference. 

BACKGROUND OF THE INVENTION 

0002) 1. Field of the Invention 
0003. This invention relates to digital image processing, 
and more particularly to a method and apparatus for recog 
nizing or verifying objects in a digital image using prob 
ability models. 
0004 2. Description of the Related Art 
0005 Face recognition is an increasingly important 
application of computer vision, particularly in areas Such as 
Security. However, accurate face recognition is often difficult 
due to the fact that a person's face can look very different 
depending on pose, expression, illumination, and facial 
accessories. Face recognition has been approached with 3D 
model based techniques and feature-based methods. The 
essential feature of every face recognition System is the 
Similarity measure-where faces are considered similar if 
they belong to the same individual. The similarity measure 
can be used to Verify that two face images belong to the same 
perSon, or to classify novel images by determining to which 
of the given faces the new example is most Similar. How 
ever, designing a good Similarity measure is difficult. Simple 
Similarity measures Such as those based on the Euclidean 
distance in pixel Space do not typically work well because 
the image can be affected more by the intra-class variations 
(Such as expression and pose) than by inter-class variations 
(due to differences between individuals). Therefore, a face 
recognition algorithm should be able to extract the image 
features that maximize the inter-class differences relative to 
the intra-class ones. 

0006 To make the best decision about the identity of a 
novel face example, an ideal System would have a repre 
Sentation of all the possible variations in appearance of each 
perSon's face-either as a model of the face and the envi 
ronment, or as a large number of Views of each face. If a 
large number of examples of each perSon are available in the 
gallery, then a model of each perSon can be computed and 
used to classify novel views of faces. However, in practice, 
the gallery may contain only a few examples of each perSon. 

SUMMARY OF THE INVENTION 

0007. The present invention is directed to a method and 
an apparatus for automatically recognizing or verifying 
objects in a digital image. In one implementation, the 
present invention is directed to a method and an apparatus 
for automatically recognizing or verifying faces in digital 
images, Such as digital photographs. According to a first 
aspect of the present invention, a method of automatically 
recognizing or verifying objects in a digital image com 
prises: accessing digital image data including an object of 
interest therein; detecting an object of interest in Said digital 
image data; normalizing Said object of interest to generate a 
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normalized object representation; extracting a plurality of 
features from Said normalized object representation; and 
applying each feature to a previously-determined additive 
probability model to determine the likelihood that the object 
of interest belongs to an existing class. In one embodiment, 
the previously-determined additive probability model is an 
Additive Gaussian Model that decomposes the appearance 
of an object into components corresponding to class (i.e., 
identity) and the view (pose, expression, etc.). In one 
implementation, the method classifies faces appearing in 
digital images based on previously-determined Additive 
Gaussian Models for a plurality of classes. 
0008 According to a second aspect of the present inven 
tion, an apparatus for automatically recognizing or verifying 
objects in a digital image comprises: an image data unit for 
providing digital image data; an object detection unit for 
detecting an object of interest in the digital image data, a 
normalizing unit for normalizing the object of interest to 
generate a normalized object representation; a feature 
extraction unit for extracting a plurality of features from the 
normalized object representation; and a Similarity determin 
ing unit for applying each feature to a previously-determined 
additive probability model to determine the likelihood that 
the object of interest belongs to an existing class. In one 
embodiment of the present invention, the previously-deter 
mined additive probability model is an Additive Gaussian 
Model that decomposes the appearance of an object into 
components corresponding to class (i.e., identity) and the 
view (pose, expression, etc.). In one implementation, the 
method classifies faces appearing in digital images based on 
previously-determined Additive Gaussian Models for a plu 
rality of classes. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0009 Further aspects and advantages of the present 
invention will become apparent upon reading the following 
detailed description taken in conjunction with the accom 
panying drawings, in which: 
0010 FIG. 1 is a block diagram of a system for perform 
ing object recognition/verification according to an embodi 
ment of the present invention; 
0011 FIG. 2 is a block diagram illustrating in more detail 
aspects of the image processing unit of the System illustrated 
in FIG. 1 according to an embodiment of the present 
invention; 
0012 FIG. 3 is a flow diagram illustrating operations 
performed to classify faces using probability models accord 
ing to an embodiment of the present invention; 
0013 FIG. 4 illustrates face normalizing and feature 
extraction according to an exemplary implementation of the 
present invention; 
0014 FIG. 5A and FIG. 5B illustrate the concept of the 
Additive Gaussian Model, which decomposes the appear 
ance of an object into components corresponding to class 
and View, utilized for recognition/verification in accordance 
with principles of the present invention; 
0015 FIG. 6 is a flow diagram illustrating a training 
operation for determining discriminating features for object 
recognition/verification in accordance with an embodiment 
of the present invention; 
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0016 FIG. 7 conceptually illustrates probability distri 
bution calculation for an existing class in accordance with an 
embodiment of the present application; and 

0017 FIG. 8 conceptually illustrates object verification 
in accordance with an embodiment of the present invention. 

DETAILED DESCRIPTION 

0.018 Aspects of the invention are more specifically set 
forth in the following description with reference to the 
appended figures. Although the detailed embodiments 
described below relate to face recognition or Verification, 
principles of the present invention described herein may also 
be applied to different object types appearing in digital 
images. 

0.019 FIG. 1 illustrates a block diagram of a system for 
recognizing or Verifying objects in a digital image according 
to an embodiment of the present invention. The system 100 
illustrated in FIG. 1 includes the following components: an 
image input device 20; an image processing unit 30, a user 
input unit 50; and a display 60. Operation of and functional 
interaction between the components illustrated in FIG. 1 
will become apparent from the following discussion. 

0020. In one implementation, the image input device 20 
provides digital image data, e.g., representing a photograph 
containing an object of interest (e.g., a face). The image 
input device 20 may be a Scanner for Scanning images 
recorded on paper or film, e.g., including CCD Sensors for 
photoelectronically reading R (red), G (green), and B (blue) 
image information from film or paper, frame by frame. The 
image input device 20 may be one or more of any number 
of devices for providing digital image data, e.g., a recording 
medium (a CD-R, floppy disk, etc.) or a network connection. 
The image processing unit 30 receives digital image data 
from the image input device 20 and performs object recog 
nition/verification in a manner discussed in detail below. In 
the embodiment illustrated in FIG. 1, a user input includes 
a keyboard 52 and a mouse 54. In addition to performing 
object recognition in accordance with embodiments of the 
present invention, the image processing unit 30 may perform 
additional functions Such as color/density correction, com 
pression, etc. 

0021 FIG. 2 is a block diagram illustrating in more detail 
the image processing unit 30 of the System illustrated in 
FIG. 1 according to an embodiment of the present invention 
that classifies or Verifies faces appearing in a digital image. 
As shown in FIG. 2, the image processing unit 30 of this 
embodiment includes: an image memory 32, a face detection 
unit 34; a normalizing unit 36; a feature extraction unit 37; 
a similarity detection unit 38; and an image processing 
control unit 39. Although the various components of FIG. 2 
are illustrated as discrete elements, Such an illustration is for 
ease of explanation and it should be recognized that certain 
operations of the various components may be performed by 
the same physical device, e.g., by a microprocessor of a 
personal computer. Operation of the components of the 
image processing unit 30 will next be described with refer 
ence to FIGS. 3-8. Operation of the image processing unit 
30 can generally be divided into two stages: (1) training; and 
(2) automatic object recognition/verification. The principles 
involved in both of these Stages for an implementation of the 
present invention are described in detail below. 
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0022. With reference to the flow diagram of FIG. 3, for 
face recognition, the image processing control unit 38 ini 
tially inputs a digital image containing at least one face, e.g., 
from image memory 32 or directly from the image input 
device 20 (step S212). Next, the face detection unit 34 
receives the digital image data to detect a face in the input 
digital image (e.g., face (a) in FIG. 4) and the normalizing 
unit 36 normalizes the face detected by the face detection 
unit 34 (step S214). An example normalized face is shown 
as view (b) in FIG. 4. Next, the feature extraction unit 37 
extracts features from the normalized face representation 
that are to be used for recognition (step S216). In one 
implementation, the extracted features are Discrete Wavelet 
Transform coefficients. Although various techniques for face 
detection, normalizing, and feature extraction for recogni 
tion are known and may be used by the image processing 
unit 30, Specific techniques for face detection/normalizing 
and feature extraction are described below with reference to 
the training Stage of the image processing unit 30. The 
similarity determination unit 39 receives the plurality of 
feature values extracted by the feature extraction unit 37 and 
applies these feature values to a previously-determined 
Additive Gaussian Model for each of a plurality of existing 
classes (step S218) to determine the likelihood that the 
normalized face belongs to each of a plurality of existing 
classes. To determine to which of the existing classes the 
normalized face belongs, the Similarity determination unit 
39 selects the class with the highest calculated likelihood 
value (step S222). Having generally described operation of 
the image processing components for face recognition in 
accordance with principles of the present invention, a spe 
cific discussion of the Additive Gaussian Model used for 
face recognition, including a process for deriving an Addi 
tive Gaussian Model for faces and training, follows. 

0023. Overview 
0024. The system in accordance with one aspect of the 
invention is able to generalize a single view to a model 
Spanning a range of illuminations, expressions, and poses. 
The System learns, from a training Set of faces of a large 
number of individuals, the features that maximize the Sepa 
ration between people, relative to the variations in the face 
appearance for one perSon. The features can be combined 
into an Additive Gaussian Model So that each feature's 
contribution depends on its discriminating ability. The Addi 
tive Gaussian Model (AGM) allows the system to model 
both the inter- and intra-class variations in appearance, and 
can be used to create a model for each individual, Spanning 
a range of variations in pose, expression and illumination, 
from just one, or a few, examples. Using AGM for recog 
nition provides a powerful method for recognition using 
even a single example of each face, while allowing multiple 
examples to be combined in a principled way into a more 
accurate face model. This model is robust and applies to both 
frontal and non-frontal faces. 

0025. Additive Gaussian Model 
0026. To demonstrate the Additive Gaussian Model prin 
ciples in accordance with the present invention, consider a 
training data Set containing examples from Several classes. 
In the context of face recognition, each class corresponds to 
a perSon, and each example in that class is a certain View of 
that person's face. One implementation of the present inven 
tion extracts from training examples a Set of discriminative 



US 2005/0105780 A1 

features, learning the models for the inter- and intra-class 
variations (corresponding to the differences in appearance of 
different people and different views of the Same person, 
respectively), and combines these models with examples of 
previously unseen people. Thus, even from a single example 
of a perSon, the System can generate a model that spans a 
range of variations in appearance of that perSon. 

0027. In one implementation, each face is represented as 
a vector. However, before addressing the multi-variate case, 
principles of the present invention are described in the 
context of a simpler case, where each example is represented 
with a single number. 

0028. Initially, it can be assumed that the probability 
distributions of both the set of all faces, and sets of faces 
belonging to the Same class, are Gaussian. While not gen 
erally true, this assumption often holds and in particular 
applies to the Set of discriminative features learned for faces 
(discussed below). Further, to make the recognition problem 
tractable and be able to generalize to previously unseen 
individuals, it can be assumed that the distributions corre 
sponding to different classes have the same variance. Thus, 
the data can be rescaled So that all within-class distributions 
have unit variance: 

P(xclass)=N(xy, 1) 

0029 where N is a normal distribution and where y is the 
class center. It is convenient to let Z=X-y be the difference 
between an example and the center of its class; then, Z is 
independent of y (and therefore of x=y+z), and is normal 
with Zero mean and unit variance. Finally, Since X and Z are 
assumed to be normal and independent, y is Gaussian as 
well. Let of be its variance, and shift the data to make its 
mean 0; resulting in 

0030 where N represents a normal distribution, X is a 
data sample (appropriately shifted and Scaled), y represents 
the class (e.g., a person, in the case of face recognition) and 
Z the View, i.e., the residual between the Sample and its class 
center. We will call this an Additive Gaussian Model, which 
is illustrated conceptually in FIGS. 5A-5B. FIG. 5B illus 
trates the concept of the Additive Gaussian Model for two 
examples, X1 and X2 of the same classy (e.g., the two images 
of the same face taken at different times, perhaps even years 
apart), each having a residual component Z1, Z2. 

0031) As illustrated in FIGS. 5A-5B, the model (1) 
decomposes the data into components corresponding to 
content and Style. In this approach, each example is asso 
ciated only with a class label, and not a view label. This is 
advantageous because the technique does not need to create 
View labels, and because the technique Specifically models 
the view to factor it out-while treating the class and the 
View Symmetrically would not be optimal for recognition. 

0.032 This disclosure describes below how an Additive 
Gaussian Model can be learned-that is, how to rescale and 
shift the data, find O, and Separate each example X into the 
classy and view Z to fit the model (1). But first, the following 
section shows how the AGMs can be used by the image 
processing unit 30 for recognition. 
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0033) Face Classification 
0034 Consider the multi-class recognition problem, 
where a novel example input to the image processing unit 30 
needs to be assigned into one of the M existing classes (e.g., 
each corresponding to a different person). It may be assumed 
that for each class there is a model, represented as a 
probability distribution P(xclass). Then, to classify the new 
example X, the Similarity determination unit 39 can compute 
likelihoods P(xclass),....P(xclassM). ASSuming, as model 
(1) does, that each classi is modeled by a normal distribution 
with a unit variance and a known mean yi, the likelihoods 
will be P(xclass)=N(xy, 1). To determine to which class 
the example belongs, the similarity determination unit 39 
can simply pick the class with the highest likelihood. 

0035) In practice, however, the true mean of the classes is 
not known. In fact, there often may be only one example per 
class in the gallery, which cannot provide an accurate 
estimate of the mean y. However, with the Additive Gaus 
sian Model this uncertainty can be represented in a model. 

0036 More specifically, consider a class for which in 
examples are available: X... X. It can be assumed that these 
examples are independently drawn from the distribution 
N(xy, 1). Although y is not yet known, the inference can be 
performed to compute its posterior distribution. This is 
illustrated conceptually in FIG. 7. According to AGM 
defined in equation (1), 

P(y | x1 ... x) cc P(y, x1 ... x) = 

2 X, if 
P(y) P(x|y) ... P(x, y) oce 20? 2 

0037. It easily follows that the posterior of y is Gaussian, 
with the mean 

1 + no.2 

0038 and variance 

2 

sX, X; 1 + no 2 Zu 

0039. As the number n of data points increases, the 
variance approaches 0, and the mean approaches the Sample 
mean of examples, as would be expected. If only a few 
examples are available, the conditional variance of y 
increases, and the mean shifts toward the more noncommit 
tal Zero (i.e. the center of all the data). 
0040. If a new example X is independently drawn from 
the same class as X. . . X, then x=y+Z where P(z)=N(z0,1). 
Therefore, the likelihood for X-the probability distribution 
of observing the example conditional on its containing the 
Same face as each of X . . . X, is 
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2 2 (2) O O 
... 1 In 2X's 1-2 P(x x ... ... -N. 

0041) If several groups of examples are present, each 
corresponding to a particular class, then it can be determined 
for a novel example to which class it is most likely to belong, 
by maximizing the likelihood (which can be weighted by the 
class priors if desired). 

0.042 Comparing Two Sets of Faces 

0.043 Consider two clusters of examples, such that in 
each cluster all the examples are of the Same perSon. The 
goal is to determine whether the two clusters actually 
contain examples of the same perSon. 

0044) This problem has several applications. One is veri 
fication where an individual States who he is, and the System 
100 verifies that by matching his face against that stored in 
a database (for example in image memory 32). Another is 
image organization, where faces are grouped into a Small Set 
of clusters by Starting with a single face per cluster, and then 
merging clusters until their number has been Sufficiently 
reduced. By clustering Similar images together, the browsing 
of image collections can be facilitated, as described for 
example in the co-pending application titled "Method and 
Apparatus for Organizing Digital Media Based on Face 
Recognition” and filed concurrently herewith, which is 
herein incorporated by reference. 

0.045 Let each of the two clusters i=1, 2 contain n; 
examples X1, . . . .x, of one person. The System can 
determine whether the two people represented by the clus 
ters are the Same by computing the log-likelihoods 

L1-log P(x11 . . . in 21 . . . x-same person in both 
clusters) 

Lolog P(x11 . . . Xin X21. . . xon same person within 
each cluster) 

0046 where L corresponds to the case where the two 
clusters match, and Locorresponds to the general case where 
they may or may not match. The posterior probability that 
the two clusters contain the same face is a monotonically 
increasing function of Li-Lo, therefore, if the difference 
L-Lo is above a threshold, the system can decide that the 
two clusters represent the Same perSon. The threshold can be 
adjusted to move along the ROC (receiver operating char 
acteristic) curve, trading off false positives and false nega 
tives. 

0047. To compute L and Lo, the cluster log-likelihood 
can be defined to be the log-probability of Seeing a set of 
examples in random views of one perSon: 

L(x1, ..., x)=log P(x1, ..., xn|same class) 

0.048. Then, the value computed to determine whether the 
two clusters match is 

L1-Lo-L(x11 . . . in 21 . . . .2n)-L(X11 . . . )- 
L(x21. . . van) (3) 
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0049. Using the fact that P(y)=N(y10,o') and P(x,y)= 
N(xy, 1), we compute 

P(x1, ... , x same class) = Ps, |y) ... P(x, y) P(y)dy 

a 2-2 
23.2.1 8 2(nota +1) 

(27t)/2 Vino-2 + 1 

0050 where S=x+...+x, and q=x^+...+x,’. Taking 
the logarithm, the cluster log-likelihood is represented as: 

log(not + 1) 
2 * 2n-2 + 1) 2 

0051 which can be plugged into equation (3) to deter 
mine whether two clusters match. In practice, q does not 
have to be computed, as it gets canceled in equation (3). 
0052 Cluster matching is an alternative way of deriving 
the method described above for determining to which of the 
existing clusters to assign a novel example. Each of the 
existing clusters is matched against the cluster containing 
just the novel example using equation (3), and the example 
is assigned to the cluster for which the value L-Lo is 
maximized. Additionally, we can assign the example to the 
“outlier class if the maximum value of Li-Lo is too low. 
0053 For image organization, equation (3) can be used in 
agglomerative clustering, where there is initially a single 
image per cluster, and then an operation is performed to 
Sequentially merge pairs of clusters. It can be easily Seen that 
if a goal is to find a set of clusters that maximize the 
likelihood of the Set of faces, and a greedy method is used 
to do this, then the pair of clusters merged at each Step 
should be the one for which the difference L-Lo is maxi 
mized Merging is complete when either Li-Lo is too Small, 
or when the desired number of clusters have been obtained. 

0054) Just as the entire set of images can be clustered into 
groups (perhaps to facilitate browsing and labeling), this can 
be done for a set of faces labeled as a particular perSon. This 
is done using agglomerative clustering, mentioned above. A 
different method can be used for clustering, Such as Expec 
tation Maximization (EM), but the end result is the separa 
tion of faces of the same perSon into groups. This gives rise 
to a mixture model: the probability distribution for the 
particular individual is not a single (Gaussian) model based 
on all the labeled faces, but a mixture model, with a separate 
Gaussian model for each cluster. To compute the score (or 
probability) for a face against the mixture model, Similarity 
Scores are computed against each mixture component, and 
combined to obtain a single Score; the Simplest way to do 
this is by taking the maximum. 
0055 For example, given some faces of a person when he 
was 5 years old and Some when he was 10, clustering into 
2 groups might Separate the different-age faces. A Gaussian 
model can be computed from each cluster using the method 
described above. To Sort the remaining faces, it is possible 
to compute the Score for each face against both models and 
take the maximum of the two; the resulting Score is then 
used for Sorting. 
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0056 Learning the Model Parameters 
0057 So far, it has been assumed that an example X is 
represented as x=y+z where P(y)=N(y10,o) and P(z)=N(0, 
1). Such representation does not result in loss of generality 
because the data can be shifted as necessary to make y and 
Z have Zero mean, and the data can be Scaled to make Z have 
unit variance. However, to do this each example X must be 
Separated into the class variable y and the view variable Z, 
Such that 

0.058 Consider a set of examples from k classes, with n, 
examples X, ... x, provided for ith class. The system is to 
Solve a likelihood maximization problem with missing Vari 
ables, the cluster center y . . . y. The System must 
determine the mean m and the variances u and V, as well as 
the missing variables, that maximize the complete likelihood 

0059 Since there is a need to optimize this complete-data 
likelihood over both the missing variables {y} and the 
parameters m, u, V, it is natural to use the Expectation 
Maximization method, which is described for example in C. 
Bishop, Neural networks for pattern recognition, Oxford 
University Press, 1995, which is hereby incorporated by 
reference. 

0060. In the Expectation (E) step, the system derives, 
from the complete-data likelihood (4), the distributions of 
the missing variables y ... yk conditional on the data {x} 
and the current estimates of the parameters m, u, V. It can be 
Seen that y's conditional distribution is Gaussian, with the 
mean and the variance 

Wii it -- i. 
i=l 

n; it + v. 

ii 

Vary = it; it -- 

0061. To complete the E-step, the expected complete 
log-likelihood is computed, with respect to the conditional 
distributions P(y,{x}, mu,v)=N(y,y,Vary): 

0.062 where a constant additive term is omitted for 
brevity. 
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0063. In the Maximization (M) step, the values of m, u, 
V that maximize the expected complete log-likelihood are 
found, by Setting the corresponding derivatives to Zero. This 
results in 

0064. By iterating between the E-step and M-step, the 
optimal values of m, u, v converge. Finally, each example X 
is replaced with (x-m)/vv and set O=Vu/v, thereby achieving 
the desired additive model (1). 
0065) Multivariate Case 
0066. In practice, faces or other objects will be repre 
Sented by more than a single number. The previous analysis 
has dealt with univariate case, and needs to be generalized 
to multiple dimensions. This problem can be significantly 
Simplified by assuming variable independence. In other 
words, it can be assumed that each example has the form 
(x, . . . X), where D is the number of dimensions, and 
X)=y+Zp=1 ... D, Where (y1) . . . yoD) represent the 
class (individual), (Z. . . . Zo) represent the view of the 
object within its class, and all they and Z are mutually 
independent. These variables have distributions P(z)= 
N(Z10,1) and P(y)=N(y10.O.); each variable can be 
rescaled independently to make its within-class variance 1, 
but different variables have different class-center variances, 
Op. with larger O. corresponding to the more discrimina 
tive variables. Under the independence assumption, the 
likelihoods corresponding to the individual variables can 
Simply be multiplied; all the other quantities used in the 
analysis will be similarly affected. 
0067 For example, consider equation (2), which was 
used to compute the likelihood of a new example belonging 
to the same class as the n known examples-and thus 
determine to which of the known individuals the new 
example corresponds. In the multi-variate case, the novel 
example is a vector X=(x1, ... XD), and each of the known 
examples is a vector xix. . . . XD), i=1 ... n. Because 
of the variable independence assumption, equation (2) is 
transformed to the multivariate case as follows: 

5 
D Wii) Of i(i) (5) 

1 + no = f 
P(x x1) X) = 2 

Oi) i=l 1 + 
1 + nof 
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0068. Implementing a Face Recognition System using 
AGM 

0069. In the Additive Gaussian Model described so far, it 
has been assumed that the data may be represented with a 
fixed number of independent and roughly Gaussian Vari 
ables. In the following Section, it is described how Such a 
representation can be derived for faces. This technique will 
be described with reference to the flow diagram of FIG. 6, 
which shows a training Sequence for the elements of the 
image processing unit 30. 
0070) Detecting Faces 
0071. The image processing unit 30 may analyze the 
entire face image, rather than individual facial features. 
Therefore, to compare two faces, the normalizing unit 36 
should normalize them So that they are the same size, with 
corresponding points on the two faces occupying roughly 
the same locations in the images. First, with reference to the 
flow diagram of FIG. 6, an image is input (step S302) and 
the face detection unit 34 extracts faces from the image (Step 
S304A). Then, the normalizing unit 36 receives the isolated 
face (step S306) and detects face feature points (step S308A) 
(e.g., the eyes and the corners and center of the mouth) for 
each face, for example using trained detectors. The normal 
izing unit 36 computes a Similarity transformation that maps 
the detected feature points as close as possible to their 
canonical positions (step S312) to output a normalized face 
(step S314). Applying Such transformation ("warping”) to 
each face normalizes the faces and ensures that correspond 
ing pixels in the images correspond to Similar facial features. 
0.072 In one implementation, the face detection unit 34 is 
trained using boosting (step S304B) and uses quantized 
Discrete Wavelet Transform coefficients to represent a face. 
Such a technique for face detection, with boosting, is 
described in U.S. application Ser. No. 10/440,173, titled 
“Method and Apparatus for Red-Eye Detection,” which is 
incorporated by reference herein. The detectors for each of 
the facial features may be similarly trained (step S308B), 
e.g., from a Set of image patches centered at manually 
marked face feature locations in training face images (dif 
ferent from the images used to train the Face Recognition 
module). Having detected the features in a face (e.g., eyes 
and the corners and center of the mouth), these feature points 
(step S310) are used by the normalizing unit 36 to determine 
the rotation, translation and Scale that maps the features as 
close as possible to Some canonical positions, in the least 
Squares Sense. Thus, the normalizing unit 36 warps the face 
to a fixed size, with the features at roughly the canonical 
places (step S312). In one example implementation, each 
face is transformed into a 32x32 gray-Scale image. In 
addition to the geometric normalization, the normalizing 
unit 36 may normalize the image contrast by dividing each 
pixel by a Standard deviation of the pixels around it, thus 
reducing the influence of varying illumination. 
0073. The face detection unit 34 may detect eyes, etc. as 
follows. Initially, training examples (positive and negative) 
can be represented as using a set of discrete features (e.g., 
combinations of Discrete Wavelet Transform coefficients). 
For each feature, the face detection unit 34 computes the 
probability distributions (represented as histograms) for 
positive as well as negative images, and divides one histo 
gram by the other to get, for each feature, a table containing 
the values of the likelihood ratio 
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P(feature eye) 
P(feature non-eye) 

0074 Assuming feature independence (this assumption is 
in fact incorrect, but this can be ignored), the face detection 
unit 34 computes the degree of eye-likeness for each can 
didate image patch by computing all the DWT-based fea 
tures, looking up the corresponding likelihood ratios, and 
multiplying them together. The patch is considered to be an 
eye if the resulting Score is Sufficiently high; also, the 
maximum of this Score in a region where a Search is 
conducted for an eye can be selected (i.e., localize by 
picking the highest-scoring location). This is similar to the 
face detection method described in S. Ioffe, Automatic 
Red-Eye Reduction, In Proc. Int. Conf. Image Processing, 
2003, which is herein incorporated by reference. 
0075. In practice, this method would be slow because 
each feature needs to be evaluated for each image patch, and 
the number of features per patch is high (e.g., several 
1000's). To overcome this problem, the face detection unit 
34 may utilize early rejection. Using the training images, the 
features are Sorted in Such a way that, fixing the acceptance 
rate (e.g., 99%) each feature allows the system to reject the 
largest number of non-eye patches. In addition to ordering 
the features, the System computes a Set of intermediate 
thresholds, So that during the evaluation of a candidate patch 
in detection, the face detection unit 34 goes through the 
features in the order determined during learning, looks up 
the corresponding likelihood ratios and adds them to the 
cumulative Sum. After evaluating each feature, this cumu 
lative Sum is compared with the corresponding threshold 
(determined during training), and the candidate is rejected if 
the Sum is below the threshold. 

0076 Having obtained the facial features, the normaliz 
ing unit 36 can compute the affine transform mapping Such 
facial features as close as possible to certain canonical 
locations using known techniques. Same for warping the 
face using the transform. 
0077. The face representation should capture the features 
at multiple Scales and orientation. In one embodiment, the 
normalized face image is provided to the feature extraction 
unit 37 (step S314), which computes the Discrete Wavelet 
Transform (step S316). The technique described in S. Ioffe, 
Automatic Red-Eye Reduction, In Proc. Int. Conf. Image 
Processing, 2003, may be followed and the over complete 
DWT may be used, recording each level of the transform 
before it is Subsampled. In one implementation, the feature 
extraction unit 37 computes DWT, using Haar basis, at 3 
Scales and discard the HH component, So that the resulting 
features emphasize horizontal and Vertical edges. For each 
of the two edge orientations a 32x32 matrix of responses at 
the finest scale may be obtained, and 16x16 and 8x8 
matrices at the next two Scales. In addition, performance 
may be improved if a non-linearity is introduced and each 
DWT coefficient c is separated into a positive and a negative 
channels c=max(c.,0) and c =min(c.0). Now each face is 
represented by 5376. DWT coefficients at 3 scales, 2 orien 
tations, and 2 channels. 

0078 Learning the Model 

0079 The multi-dimensional Additive Gaussian Model, 
described above, assumes variable independence-the prop 
erty that the overcomplete DWT lacks. Therefore, before 
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applying the model (1), the System should extract features 
that are independent; furthermore, these features should be 
as good as possible at discriminating between classes. Fisher 
Linear Discriminant (FLD), such as described in such as 
described in C. Bishop, Neural networks for pattern recog 
inition, Oxford University Press, 1995, may be used for this 
purpose. Linear combinations of the features that have a 
high between-class variance and low within-class variance 
are found, by computing the between-class and within-class 
covariance matrices S. and Sw, and Solving a generalized 
eigen-problem Sv=WSV. The optimal projections of the 
features are given by the eigenvectors corresponding to the 
highest eigenvalues. 
0080 However, dealing with the 5376-dimensional data, 

it is difficult to estimate the co-variance matrices. Another 
problem is that there cannot be more eigenvectors than there 
are classes in the training Set. These problems may be 
circumvented, and better performance achieved, by comput 
ing the linear transformation not for the entire Set of features, 
but for blocks of features, grouped together according to 
their position and scale. For each of the 21 feature blocks 
(shown for example in view (c) of FIG. 4), the FLD (step 
S318B) may be used to find the best 50 linear combinations 
of DWT coefficients (step S318A); of the resulting 1050 
projections, the 600 corresponding to the highest eigenval 
ues are kept (step S320). The resulting features are empiri 
cally analyzed by computing their correlations and looking 
at the feature histograms, indicating that they are in fact 
Gaussian and independent, and thus lend themselves to the 
Additive Gaussian Model. Each of the 600 features may be 
rescaled, and the corresponding cluster-center variances of 
computed, using the method outlined above. In this way, 
probability distributions are calculated for each feature (step 
S322). The contributions of different features are then com 
bined as described above. It should be recognized that the 
number and type of features extracted by the feature extrac 
tion unit 37 may vary. 
0081 Face Verification 
0082 The above-described techniques may also be used 
for face verification, for example as a way to prevent 
impostors from gaining access they are not allowed to have. 
When a perSon States his identity, the image processing unit 
may compare his face to the view(s) stored in the gallery for 
that identity, and a decision may be made as to whether the 
perSon is who he says he is. Depending on the application, 
the system may be more willing to tolerate False Positives 
(false acceptance) or False Negatives (false rejection). 
Therefore, the best way to represent verification perfor 
mance is with a ROC curve, showing both the False Positive 
and the False Negative rates. To move along the curve, the 
threshold with which the “match score” (equation (3)) is 
compared may be changed. Face verification is illustrated 
conceptually in FIG. 8. As shown in FIG. 8, the image 
processing unit 30 may perform face Verification by deter 
mining whether, given examples X1 and X2, they are more 
likely to belong to the same person (view (a) in FIG. 8) or 
different people (view (b) in FIG. 8). This may be deter 
mined for each extracted feature independently. 
0.083 Although detailed embodiments and implementa 
tions of the present invention have been described above, it 
should be apparent that various modifications are possible 
without departing from the Spirit and Scope of the present 
invention. 
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I claim: 
1. A method for automatically recognizing or verifying 

objects in a digital image, Said method comprising: 
accessing digital image data containing an object of 

interest therein; 

detecting an object of interest in Said digital image data; 
normalizing Said object of interest to generate a normal 

ized object representation; 

extracting a plurality of features from Said normalized 
object representation; and 

applying each extracted feature to a previously-deter 
mined additive probability model to determine the 
likelihood that the object of interest belongs to an 
existing class. 

2. The method according to claim 1, wherein Said previ 
ously-determined additive probability model is an Additive 
Gaussian Model that decomposes the appearance of an 
object into components corresponding to class and view. 

3. The method according to claim 1, further comprising: 
Selecting an existing class for Said object of interest based 

on Said likelihood; and 

re-calculating an additive probability model for the 
Selected class using a feature value of the object of 
interest. 

4. The method according to claim 1, wherein said object 
of interest is a face and Said method performs face recog 
nition. 

5. The method according to claim 1, wherein Said object 
of interest is a face and Said method performs face verifi 
cation based on Said likelihood. 

6. The method according to claim 1, wherein Said object 
of interest is a face and Said Step of detecting an object of 
interest detects facial features in Said digital image data. 

7. The method according to claim 6, wherein said step of 
detecting an object of interest utilizes early rejection to 
determine that an image region does not correspond to a 
facial feature. 

8. The method according to claim 1, wherein said object 
of interest is a face in a digital photo. 

9. The method according to claim 1, further comprising: 

generating an additive probability model for each of a 
plurality of classes based on feature values for objects 
belonging to Said classes. 

10. The method according to claim 9, wherein said step of 
generating an additive probability model for a particular 
class is repeated each time a detected object of interest is 
added to the corresponding class. 

11. The method according to claim 9, wherein said step of 
generating an additive probability model clusters examples 
belonging to a single class So as to generate multiple additive 
probability models for each class identity. 

12. The method according to claim 9, wherein said step of 
generating an additive probability model computes a poste 
rior distribution for a feature value mean from at least one 
example feature value. 

13. The method according to claim 12, wherein said 
additive probability model models variance of said feature 
value mean. 
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14. The method according to claim 13, wherein said 
variance of Said feature value mean approaches Zero as more 
examples are associated with the corresponding class. 

15. The method according to claim 1, further comprising: 
executing a training Stage to identify a set of independent 

features that discriminate between classes. 
16. The method according to claim 1, wherein Said digital 

image data represents a digital photo. 
17. An apparatus for automatically recognizing or Veri 

fying objects in a digital image, Said apparatus comprising: 
a digital image data input for accessing digital image data 

containing an object of interest therein; 
an object detector for detecting an object of interest in Said 

digital image data; 
a normalizing unit for normalizing Said object of interest 

to generate a normalized object representation; 
a feature extracting unit for extracting a plurality of 

features from Said normalized object representation; 
and 

a likelihood determining unit for applying each extracted 
feature to a previously-determined additive probability 
model to determine the likelihood that the object of 
interest belongs to an existing class. 

18. The apparatus according to claim 17, wherein Said 
previously-determined additive probability model is an 
Additive Gaussian Model that decomposes the appearance 
of an object into components corresponding to class and 
view. 

19. The apparatus according to claim 17, wherein Said 
likelihood determining unit Selects an existing class for Said 
object of interest based on Said likelihood; and re-calculates 
an additive probability model for the Selected class using a 
feature value of the classified object of interest. 

20. The apparatus according to claim 17, wherein Said 
object of interest is a face and Said apparatus performs face 
recognition. 

21. The apparatus according to claim 17, wherein Said 
object of interest is a face and Said apparatus performs face 
verification based on said likelihood. 
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22. The apparatus according to claim 17, wherein Said 
object of interest is a face and Said object detector detects 
facial features in Said digital image data. 

23. The apparatus according to claim 22, wherein Said 
object detector detects an object of interest utilizing early 
rejection to determine that an image region does not corre 
spond to a facial feature. 

24. The apparatus according to claim 17, wherein Said 
object of interest is a face in a digital photo. 

25. The apparatus according to claim 17, wherein Said 
apparatus generates an additive probability model for each 
of a plurality of classes based on feature values for objects 
belonging to Said classes. 

26. The apparatus according to claim 25, wherein Said 
apparatus repeats generating an additive probability model 
for a particular class each time a detected object of interest 
is added to the corresponding class. 

27. The apparatus according to claim 25, wherein Said 
apparatus generates an additive probability model by clus 
tering examples belonging to a Single class So as to generate 
multiple additive probability models for each class identity. 

28. The apparatus according to claim 25, wherein Said 
apparatus generates an additive probability model by com 
puting a posterior distribution for a feature value mean from 
at least one example feature value. 

29. The apparatus according to claim 28, wherein Said 
additive probability model models variance of said feature 
value mean. 

30. The apparatus according to claim 29, wherein Said 
variance of Said feature value mean approaches Zero as more 
examples are associated with the corresponding class. 

31. The apparatus according to claim 17, wherein Said 
apparatus executes a training Stage to identify a Set of 
independent features that discriminate between classes. 

32. The apparatus according to claim 17, wherein Said 
digital image data represents a digital photo. 


