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ABSTRACT 
A manager of a cross - cloud distributed application manages 
the application via a cloud - management service . The appli 
cation is hosted collectively by plural clouds , at least one of 
which is a public cloud . The service is provided with log - in 
credentials for the public cloud so that the resources pro 
vided by the public cloud to the application can be discov 
ered . The service collects data generate by the clouds , 
translates the collected data to conform to a unified data 
model used by the service . The translated data can be 
aggregated , e . g . over any group of application instances , 
e . g . , to characterize the distributed application as a whole , 
any component of the distributed application , or any arbi 
trary collection of application instances . A cost analysis can 
determine the cost effectiveness of any potential reconfigu 
ration of the distributed application . The distributed appli 
cation is reconfigured based , at least in part , on the cost 
analysis . 

10 Claims , 2 Drawing Sheets 
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MANAGING CROSS - CLOUD DISTRIBUTED The manager , e . g . , a person employed by the subscriber to 
APPLICATION the public cloud services , for distributed application 110 can 

manage it via cloud management service 124 . More specifi 
BACKGROUND cally , a manager can access cloud management service 124 , 

5 e . g . , using a web browser or other interface , and interact 
Enterprises are increasingly moving computer operations with the service 124 to monitor and control distributed 

from on - premises systems to the cloud . Public clouds relieve application 110 . 
their subscribers of the responsibility for hardware mainte Cloud management service 124 includes a unified cloud 
nance , while simplifying management tasks such as scaling model 126 . Unified cloud model 124 is a cloud model that 
a distributed application in or out . Private clouds can offer 10 translates both to and from each of the cloud platforms it 
the management simplicity of public clouds , while offering handles . In this case , it translates to and from the native 
the security associated with maintaining the underlying models of public cloud 102 , public cloud 104 , and private hardware on premises , as may be required to comply with cloud 106 . Cloud management service 124 includes a trans some laws and regulations . lation layer 126 , for translating between the unified model As each cloud service offers unique advantages , it often 15 
makes sense to distribute enterprise applications across and the native models , respectively , for public cloud 102 , 
cloud services . As suggested above , it may be a requirement public cloud 104 , and private cloud 106 . This means that 
to run some components , e . g . , medical records keeping , on data collected respectively from public cloud 102 , public 
a private cloud , while other components , e . g . , advertising , cloud 104 , and private cloud 106 can be converted to a 
on a public cloud to minimize the amount of hardware 20 unified form to permit comparisons between prospective 
maintenance involved . Also , it may be cost effective to run deployments and reconfigurations . Likewise , commands 
some components on one public cloud and others on another issued by a deployment / reconfiguration function 128 of 
public cloud , as each public cloud has its own pricing plans . cloud management service 124 to deploy and reconfigure 

can be translated and implemented in the selected clouds . 
BRIEF DESCRIPTION OF THE DRAWINGS 25 For one example , Amazon Web Services ( AWS ) has a 

concept called “ Virtual Private Cloud ” or ( “ VPC ” ) , while 
FIG . 1 is a schematic diagram of a cloud - computing Microsoft Azure has a concept “ Virtual Network ” . The 

environment including a cloud - management service . unified model has a concept called “ Networks ” that can be FIG . 2 is a flow chart of a process for reconfiguring a mapped back and forth with VPCs on the one hand , and 
cross - cloud distributed application . 30 Virtual Networks on the other . For another example , AWS 

has a concept of an “ Availability Zone ” , while VMware ' s DETAILED DESCRIPTION vCenter has a concept of a “ data center " . The unified model 
Managing an application distributed across clouds can has a more generic concept of a “ resource pool ” to which the 

require mastering multiple very distinct systems for pack - 35 play ke 35 platform specific constructs are mapped . 
aging and charging for cloud resources . As a result , com If cloud management service 124 deploys a distributed 
parisons and optimizations can be difficult . For example , it application , it may be presumed to know its configuration , at 
can be difficult to determine which public or private cloud least initially . However , if a distributed application has been 
would be most cost - effective in hosting a particular compo - set up before the subscriber employs the cloud service , or if 
nent of a distributed application . 40 the subscriber modifies a distributed application without 

The present invention provides a unified model for man - notice to the cloud management service , the cloud manage 
aging cross - cloud distributed applications and a translation ment service must “ discover ” the current configuration of 
layer for translating between the unified model and the the distributed application . 
native interfaces for the individual clouds services . The T o this end , cloud management service 124 obtains the 
unification provided by the model is multi - dimensional : the 45 subscribers credentials 130 to public clouds 102 and 104 . 
model unifies across clouds and across management func . The credentials are used by a discovery function 132 to 
tions ; accordingly , the model provides a one - stop simplified locate and identify virtual machines and other resources 
system for managing cross - cloud distributed applications . hosting and / or servicing subscriber application program 
As shown in FIG . 1 , a cloud - computing environment 100 instances . Discovery can be applied to an existing distrib 

includes a first public cloud 102 , a second public cloud 104 , 50 uted application when the services are first engaged , and can 
and a private cloud 106 . For example , first public cloud 102 be applied periodically or in respond to notices of changes . 
can be Microsoft Azure , the second public cloud 104 can be Note that , in the illustrated embodiment , the cloud manage 
Amazon Web Services ( AWS ) , and the private cloud 106 can ment service is informed automatically of reconfigurations 
be based on vCenter® , provided by VMware , Inc . In other ( configuration changes ) to private cloud 106 , so there is no 
embodiments , other cloud systems can be used . Also , there 55 need for discovery regarding distributed application com 
can be two or more public clouds and / or at least one public ponents on private cloud 106 . 
cloud and at least one private cloud . Cloud management service 124 monitors cross - cloud 

A cross - cloud distributed application 110 is hosted by distributed application 110 using a log and data collection 
clouds 102 , 104 , and 106 . That is , distributed application 110 and analysis function 134 by collecting logs and other data 
encompasses application program instances 112 running on 60 from the cloud hosts . Cloud management service 124 
respective virtual machines 114 on public cloud 102 , appli - accesses public clouds 102 and 104 via application program 
cation program instances 116 running on respective virtual ming interfaces ( APIs ) 136 and 138 , and accesses private 
machines 118 on public cloud 104 , and application program cloud 106 via agents 140 installed thereon . Application 
instances 120 running on respective virtual machines 122 on program instances , the operating systems they run on , and 
private cloud 106 . The application instances can include 65 utility programs may all generate logs in the course of 
multiple instances of a single application program and / or operation for various purposes . Cloud management service 
instances of respective different application programs . 124 collects the logs and stores them in a management 
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database 142 . A subscriber can then query the database 142 , that public cloud . A subsequent discovery would make the 
e . g . , to find logs of a specified type issued between specified cloud management service aware of the new virtual 
dates . machine . 

In addition to collecting logs , cloud management service The discovery process centers around discovering the 
124 can collect data in other forms , e . g . , utilization data can 5 resources hosted on the customers behalf of either a public 
be collected through inquiries or from tables located . For or private cloud . These resources can include virtual 
some public clouds , its virtual machines are placed perma - machines , disks , networks , containers , applications , etc . 
nently in a diagnostic mode in which diagnostic table is containers applications etc . Discovering what is running on 
collected and stored in tables in the public cloud . The cloud each virtual machine typically requires an agent running on 
management service then accesses these tables periodically 10 the virtual machine . 
to obtain utilization data that it can use for planning and in the event , a distributed application is deployed via the 
other purposes . cloud management service ; the deployment process itself 

The data collected also can include network data , includ can serve the discovery function . For example , after deploy 
ing statistics regarding ingress and egress to and from each ment , a deployment engine may run a verification to ensure 
cloud . Among the varied uses of such data are its economic 15 a distributed application or component thereof has been 
implications , as public clouds provide free intra - cloud trans - configured as intended . Also , where configuration changes 
fers , but charge for inter - cloud transfers . A network analysis are made exclusively through the cloud management service 
function 144 can determine if two application instances host ( as opposed to through native cloud interfaces ) , the recon 
on different cloud services interact frequently , it may be figurations can serve as their own discovery . Where the 
cost - effective to reconfigure so that they are on the same 20 cloud notifies the cloud management services as changes are 
cloud service . made , the notifications contribute to the discovery function . 

Cloud management service 124 makes or assists decisions At 204 , virtual machine hosts are put in a diagnostic mode 
regarding configuring and reconfiguring distributed applica - if necessary to obtain utilization data from a public cloud . 
tions based on a cost analysis of various alternatives ( e . g . , This action is not required for private clouds and for public 
" what if ” scenarios ) . To this end , a cost analysis function 25 clouds that provide utilization in a normal , non - diagnostic 
146 must determine what the costs associated with those mode . 
alternatives are . As for the components of the distributed At 205 , the cloud management service collects data to 
application hosted on public clouds , each public cloud help monitor and plan for the distributed application . The 
provider publishes a pricing plan 148 that can be used for data collected includes data from and / or characterizing the 
pricing out hosted components . 30 devices identified in discovery . The data collected includes : 

In most cases , a private cloud does not have an explicit configuration data ( e . g . , including numbers of processors 
pricing plan . Instead , a private cloud cost model 150 is used ( CPUs ) , amounts of configured memory ) ; runtime time 
to estimate a cost for deployments on a private cloud so that series data , e . g . , CPU utilization , memory usage , etc . , and 
the private cloud costs and public cloud costs can be log data . These forms of data can be stored in a database of 
compared and aggregated . Cost model 150 can be based on 35 the cloud management service . Utilization data , typically in 
such considerations as the make and model of equipment native from for the source cloud , is collected for each virtual 
installed , and the dates such equipment was commissioned machine . 
and expected utilization of such equipment . For example , At 206 , the collected data is translated to so that it is 
cloud management service can indicate whether it would be compatible with the unified cloud model and , thus , can be 
cost effective to move a virtual machine so that some 40 compared and aggregated with corresponding data across 
relatively expensive inter - cloud transfers become free or less clouds . At 207 , the translated data can be aggregated , for 
expensive intra - cloud transfers . example , to characterize an entire distributed application , 

It is understood that other cloud management solutions any multi - virtual - machine component of the distributed 
lack the unification , first of all to recognize the inter - cloud application , or any other arbitrary group of virtual - machine 
communication patterns , and second , to evaluate the savings 45 hosts . The utilization data is per virtual machine , while the 
due to reduced inter - cloud communications achievable by aggregated data is per group of application instances . 
consolidating virtual - machines that frequently access each At 208 , the unified and aggregated data is analyzed . The 
other onto the same cloud . collected data includes data collected from networking 

A cloud management process 200 is flow charted in FIG . devices that can provide insight , via network analysis , into 
2 . At 201 , a subscriber contracts for cloud management 50 inter - cloud data transfers , for which public clouds typically 
services . At 202 , the subscriber provides subscriber creden - charge . At 209 , a cost analysis of alternative configurations 
tials to the cloud management service ; these credentials are can indicate whether it would be cost - effective to rearrange 
used to allow the cloud management services to gather some distributed application components so that compo 
information and to perform actions on behalf of the sub - nents that exchange data frequently are on the same cloud 
scriber . The credentials are platform specific , for example , 55 and not on different clouds . The cost analysis can be based 
on AWS , the credentials can include an access key and a on pricing plans published by the public clouds and a cost 
secret key . model designed to obtain data comparable to public cloud 

At 203 , using the credentials , discovery is performed pricing plans from data derived from the hardware used and 
initially and repeatedly thereafter , e . g . , to inventory virtual the utilization of that hardware in the private cloud . 
machines , network devices , and storage devices . As to the 60 Group utilization data can be used to form time profiles 
virtual machines , their respective host clouds are identified for utilization over time per group . This data can be used to 
along with their capabilities , and the operating systems and detect patterns and trends in utilization . The patterns and 
applications they host . Discovery is repeated to maintain an trends can then be used to make projections and evaluate 
accurate representation of the current configuration despite " what if ” scenarios . 
changes made other than through the cloud management 65 The analyses are used to make decisions regarding recon 
service . For example , a subscriber may add a virtual figuring the distributed application . The decisions may be 
machine to a host public cloud using the native interface for made automatically or may require human selection and / or 
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confirmation . At 210 , the distributed application is recon 5 . The process of claim 1 wherein costs are assigned to 
figured based at least in part of the cost analysis . The configurations of the distributed application based on a 
reconfiguration may involve scaling in , scaling out , adding pricing plan for the first cloud and a cost model for the 
new component types , updated firmware and / or software , second cloud , the first cloud being a public cloud and the 
and other changes . 5 second cloud being a private cloud . 

Herein , all art labeled “ prior art ” , if any , is admitted prior 6 . A system comprising non - transitory media encoded 
art ; all art not labeled “ prior art ” , if any , is not admitted prior with code that , when executed by a processor , implements a 
art . The illustrated embodiments , variations thereupon , and process including : 
modifications thereto are provided for by the present inven using subscriber credentials to access a first cloud , dis 
tion , the scope of which is determined by the following 10 covering virtualized resources of the first cloud , the 

first cloud hosting at least a first distributed - application claims . component of a distributed application , the distributed 
What is claimed is : application having at least a second distributed appli 
1 . A multi - cloud management process comprising : cation component hosted by a second cloud , the second 
using subscriber credentials to access a first cloud , dis - 15 cloud being separate from the first cloud ; 

using the subscriber credentials to access the first cloud , covering virtualized resources of the first cloud , the 
first cloud hosting at least a first distributed - application collecting data from the first and second clouds regard 

ing the distributed application ; component of a distributed application , the distributed 
application having at least a second distributed appli converting the collected data into unified cloud - model 
cation component hosted by a second cloud , the second 30 data at least in part by translating at least some of the 

data collected from the first cloud so that it conforms to cloud being separate from the first cloud ; 
using the subscriber credentials to access the first cloud , a unified cloud model ; 

collecting data from the first and second clouds regard analyzing the unified cloud - model data to generate group 
ing the distributed application ; statistics for a group of distributed application compo 

converting the collected data into unified cloud - model 3 nents , the group including at least a first component 
data at least in part by translating at least some of the hosted by the first cloud and at least a second compo 
data collected from the first cloud so that it conforms to nent hosted by the second cloud ; and 
a unified cloud model ; modifying a configuration of the distributed application 

based at least in part on the group statistics , the analyzing the unified cloud - model data to generate group 
statistics for a group of distributed application compo - 30 modifying including changing an allocation of cloud 
nents , the group including at least a first component resources to components of the distributed application . 

7 . The system of claim 6 wherein the first cloud is a public hosted by the first cloud and at least a second compo 
cloud . nent hosted by the second cloud ; and 

modifying a configuration of the distributed application 8 . The system of claim 6 wherein the virtualized resources 
based at least in part on the group statistics , the 35 include virtual machines . 
modifying including changing an allocation of cloud 9 . The system of claim 6 wherein the collecting data 
resources to components of the distributed application . includes collecting network traffic data of data transfers by 

2 . The process of claim 1 wherein the first cloud is a the distributed application into and out of the first cloud and 
public cloud . the second cloud , the modifying including moving a com 

3 . The process of claim 1 wherein the virtualized 0 ponent of the distributed application between the first and 
second clouds to reduce inter - cloud data transfers . resources include virtual machines . 

4 . The process of claim 1 wherein the collecting data ata 10 . The system of claim 6 wherein costs are assigned to 
includes collecting network traffic data of data transfers by configurations of the distributed application based on a 
the distributed application into and out of the first cloud and pri pricing plan for the first cloud and a cost model for the 
the second cloud , the modifying including moving a com - , second cloud , the first cloud being a public cloud and the 
ponent of the distributed application between the first and 45 second cloud being a private cloud . 
second clouds to reduce inter - cloud data transfers . * ? * 


