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The present technology relates to an information processing 
apparatus , an information processing method , a program , a 
mobile - object control apparatus , and a mobile object that 
make it possible to improve the accuracy in recognizing a 
target object . 
An information processing apparatus includes an image 
processor that generates an estimated - location image on the 
basis of a sensor image that indicates , in a first coordinate 
system , a sensing result of a sensor of which a sensing range 
at least partially overlaps a sensing range of an image sensor , 
the estimated - location image indicating an estimated loca 
tion of a target object in a second coordinate system identical 
to a coordinate system of a captured image obtained by the 
image sensor ; and an object recognition section that per 
forms processing of recognizing the target object on the 

the captured image nd the estimated - location 
image . The present technology is applicable to , for example , 
a system used to recognize a target object around a vehicle . 
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INFORMATION PROCESSING APPARATUS , 
INFORMATION PROCESSING METHOD , 
PROGRAM , MOBILE - OBJECT CONTROL 
APPARATUS , AND MOBILE OBJECT 

TECHNICAL FIELD 

[ 0001 ] The present technology relates to an information 
processing apparatus , an information processing method , a 
program , a mobile - object control apparatus , and a mobile 
object , and in particular , to an information processing appa 
ratus , an information processing method , a program , a 
mobile - object control apparatus , and a mobile object that are 
intended to improve the accuracy in recognizing a target 
object . 

a 

BACKGROUND ART 

[ 0002 ] It has been proposed , in the past , that location 
information regarding an obstacle that is detected by a 
millimeter - wave radar be superimposed to be displayed on 
a camera image using a projection transformation performed 
with respect to a radar plane and a camera - image plane ( for 
example , refer to Patent Literature 1 ) . 

CITATION LIST 

Patent Literature 

[ 0003 ] Patent Literature 1 : Japanese Patent Application 
Laid - open No. 2005-175603 

DISCLOSURE OF INVENTION 

captured image obtained by the image sensor ; and perform 
ing , by the information processing apparatus , processing of 
recognizing the target object on the basis of the captured 
image and the estimated - location image . 
[ 0008 ] A program according to the first aspect of the 
present technology causes a computer to perform a process 
including generating an estimated - location image on the 
basis of a sensor image that indicates , in a first coordinate 
system , a sensing result of a sensor of which a sensing range 
at least partially overlaps a sensing range of an image sensor , 
the estimated - location image indicating an estimated loca 
tion of a target object in a second coordinate system identical 
to a coordinate system of a captured image obtained by the 
image sensor , and performing processing of recognizing the 
target object on the basis of the captured image and the 
estimated - location image . 
[ 0009 ] A mobile - object control apparatus according to a 
second aspect of the present technology includes an image 
processor that generates an estimated - location image on the 
basis of a sensor image that indicates , in a first coordinate 
system , a sensing result of a sensor of which a sensing range 
at least partially overlaps a sensing range of an image sensor 
that captures an image of surroundings of a mobile object , 
the estimated - location image indicating an estimated loca 
tion of a target object in a second coordinate system identical 
to a coordinate system of a captured image obtained by the 
image sensor ; an object recognition section that performs 
processing of recognizing the target object on the basis of 
the captured image and the estimated - location image ; and a 
movement controller that controls movement of the mobile 
object on the basis of a result of the recognition of the target 
object . 
[ 0010 ] A mobile - object control apparatus according to a 
third aspect of the present technology includes an image 
sensor ; a sensor of which a sensing range at least partially 
overlaps a sensing range of the image sensor ; an image 
processor that generates an estimated - location image on the 
basis of a sensor image that indicates a sensing result of the 
sensor in a first coordinate system , the estimated - location 
image indicating an estimated location of a target object in 
a second coordinate system identical to a coordinate system 
of a captured image obtained by the image sensor ; an object 
recognition section that performs processing of recognizing 
the target object on the basis of the captured image and the 
estimated - location image ; and a movement controller that 
controls movement on the basis of a result of the recognition 
of the target object . 
[ 0011 ] In the first aspect of the present technology , an 
estimated - location image is generated on the basis of a 
sensor image that indicates , in a first coordinate system , a 
sensing result of a sensor of which a sensing range at least 
partially overlaps a sensing range of an image sensor , the 
estimated - location image indicating an estimated location of 
a target object in a second coordinate system identical to a 
coordinate system of a captured image obtained by the 
image sensor ; and processing of recognizing the target 
object is performed on the basis of the captured image and 
the estimated - location image . 
[ 0012 ] In the second aspect of the present technology , an 
estimated - location image is generated on the basis of a 
sensor image that indicates , in a first coordinate system , a 
sensing result of a sensor of which a sensing range at least 
partially overlaps a sensing range of an image sensor that 
captures an image of surroundings of a mobile object , the 

Technical Problem 

[ 0004 ] However , Patent Literature 1 does not discuss 
improving the accuracy in recognizing a target object such 
as a vehicle using a camera and a millimeter - wave radar . 
[ 0005 ] The present technology has been made in view of 
the circumstances described above , and is intended to 
improve the accuracy in recognizing a target object . 

Solution to Problem 

a 

[ 0006 ] An information processing apparatus according to 
a first aspect of the present technology includes an image 
processor that generates an estimated - location image on the 
basis of a sensor image that indicates , in a first coordinate 
system , a sensing result of a sensor of which a sensing range 
at least partially overlaps a sensing range of an image sensor , 
the estimated - location image indicating an estimated loca 
tion of a target object in a second coordinate system identical 
to a coordinate system of a captured image obtained by the 
image sensor ; and an object recognition section that per 
forms processing of recognizing the target object on the 
basis of the captured image and the estimated - location 
image . 
[ 0007 ] An information processing method according to 
the first aspect of the present technology includes generat 
ing , by the information processing apparatus , an estimated 
location image on the basis of a sensor image that indicates , 
in a first coordinate system , a sensing result of a sensor of 
which a sensing range at least partially overlaps a sensing 
range of an image sensor , the estimated - location image 
indicating an estimated location of a target object in a second 
coordinate system identical to a coordinate system of a 
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MODE ( S ) FOR CARRYING OUT THE 
INVENTION 

[ 0032 ] Embodiments for carrying out the present technol 
ogy are described below . The description is made in the 
following order . 

1. First Embodiment ( Example of Using Camera and 
Millimeter - Wave Radar ) 

estimated - location image indicating an estimated location of 
a target object in a second coordinate system identical to a 
coordinate system of a captured image obtained by the 
image sensor ; processing of recognizing the target object is 
performed on the basis of the captured image and the 
estimated - location image ; and movement of the mobile 
object is controlled on the basis of a result of the recognition 
of the target object . 
[ 0013 ] In the third aspect of the present technology , an 
estimated - location image is generated on the basis of a 
sensor image that indicates , in a first coordinate system , a 
sensing result of a sensor of which a sensing range at least 
partially overlaps a sensing range of an image sensor , the 
estimated - location image indicating an estimated location of 
a target object in a second coordinate system identical to a 
coordinate system of a captured image obtained by the 
image sensor ; processing of recognizing the target object is 
performed on the basis of the captured image and the 
estimated - location image ; and movement is controlled on 
the basis of a result of the recognition of the target object . 

2. Second Embodiment ( Example of Adding LiDAR ) 
? 

3. Modifications 

4. Others 

1. First Embodiment 

a 
BRIEF DESCRIPTION OF DRAWINGS 

a 

a 

2 

[ 0014 ] FIG . 1 is a block diagram illustrating an example of 
a configuration of a vehicle control system to which the 
present technology is applied . 
[ 0015 ] FIG . 2 is a block diagram illustrating a first 
embodiment of a data acquisition section and a first embodi 
ment of a vehicle - exterior - information detector . 
[ 0016 ] FIG . 3 illustrates an example of a configuration of 
an image processing model . 
[ 0017 ] FIG . 4 illustrates an example of a configuration of 
an object recognition model . 
[ 0018 ] FIG . 5 illustrates an example of a configuration of 
a learning system for the image processing model . 
[ 0019 ] FIG . 6 illustrates an example of a configuration of 
a learning system for the object recognition model . 
[ 0020 ] FIG . 7 is a flowchart for describing learning pro 
cessing performed on the image processing model . 
[ 0021 ] FIG . 8 is a diagram for describing the learning 
processing performed on the image processing model . 
[ 0022 ] FIG . 9 is a flowchart for describing learning pro 
cessing performed on the object recognition model . 
[ 0023 ] FIG . 10 is a diagram for describing the learning 
processing performed on the object recognition model . 
[ 0024 ] FIG . 11 is a flowchart for describing target - object 
recognition processing . 
[ 0025 ] FIG . 12 is a diagram for describing effects provided 
by the present technology . 
[ 0026 ] FIG . 13 is a diagram for describing the effects 
provided by the present technology . 
[ 0027 ] FIG . 14 is a diagram for describing the effects 
provided by the present technology . 
[ 0028 ] FIG . 15 is a block diagram illustrating a second 
embodiment of the data acquisition section and a second 
embodiment of the vehicle - exterior - information detector . 
[ 0029 ] FIG . 16 is a diagram for describing processing 
performed when a millimeter - wave radar has a resolving 
power in the height direction . 
[ 0030 ] FIG . 17 illustrates a modification of a millimeter 
wave image . 
[ 0031 ] FIG . 18 illustrates an example of a configuration of 
a computer . 

[ 0033 ] First , a first embodiment of the present technology 
is described with reference to FIGS . 1 to 14 . 
[ 0034 ] < Example of Configuration of Vehicle Control 
System 100 > 
[ 0035 ] FIG . 1 is a block diagram illustrating an example of 
a schematic functional configuration of a vehicle control 
system 100 that is an example of a mobile - object control 
system to which the present technology is applicable . 
[ 0036 ] Note that , when a vehicle 10 provided with the 
vehicle control system 100 is to be distinguished from other 
vehicles , the vehicle provided with the vehicle control 
system 100 will be hereinafter referred to as an own auto 
mobile or an own vehicle . 
[ 0037 ] The vehicle control system 100 includes an input 
section 101 , a data acquisition section 102 , a communication 
section 103 , in - vehicle equipment 104 , an output controller 
105 , an output section 106 , a drivetrain controller 107 , a 
drivetrain system 108 , a body - related controller 109 , a 
body - related system 110 , a storage 111 , and an automated 
driving controller 112. The input section 101 , the data 
acquisition section 102 , the communication section 103 , the 
output controller 105 , the drivetrain controller 107 , the 
body - related controller 109 , the storage 111 , and the auto 
mated driving controller 112 are connected to each other 
through a communication network 121. For example , the 
communication network 121 includes a bus or a vehicle 
mounted communication network compliant with any stan 
dard such as a controller area network ( CAN ) , a local 
interconnect network ( LIN ) , a local area network ( LAN ) , or 
FlexRay ( registered trademark ) . Note that the respective 
structural elements of the vehicle control system 100 may be 
directly connected to each other without using the commu 
nication network 121 . 
[ 0038 ] Note that the description of the communication 
network 121 will be omitted below when the respective 
structural elements of the vehicle control system 100 com 
municate with each other through the communication net 
work 121. For example , when the input section 101 and the 
automated driving controller 112 communicate with each 
other through the communication network 121 , it will be 
simply stated that the input section 101 and the automated 
driving controller 112 communicate with each other . 
[ 0039 ] The input section 101 includes an apparatus used 
by a person on board to input various pieces of data , 
instructions , and the like . For example , the input section 101 
includes an operation device such as a touch panel , a button , 
a microphone , a switch , and a lever ; an operation device 
with which input can be performed by a method other than 

a 

a 
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a manual operation , such as sound or a gesture ; and the like . 
Alternatively , for example , the input section 101 may be 
externally connected equipment such as a remote - control 
apparatus using infrared or another radio wave , or mobile 
equipment or wearable equipment compatible with an opera 
tion of the vehicle control system 100. The input section 101 
generates an input signal on the basis of data , an instruction , 
or the like input by a person on board , and supplies the 
generated input signal to the respective structural elements 
of the vehicle control system 100 . 
[ 0040 ] The data acquisition section 102 includes various 
sensors and the like for acquiring data used for a process 
performed by the vehicle control system 100 , and supplies 
the acquired data to the respective structural elements of the 
vehicle control system 100 . 
[ 0041 ] For example , the data acquisition section 102 
includes various sensors used to detect , for example , a state 
of the own automobile . Specifically , for example , the data 
acquisition section 102 includes a gyroscope ; an accelera 
tion sensor ; an inertial measurement unit ( IMU ) ; and a 
sensor or the like used to detect an amount of operation of 
an accelerator pedal , an amount of operation of a brake 
pedal , a steering angle of a steering wheel , the number of 
revolutions of an engine , the number of revolutions of a 
motor , a speed of wheel rotation , or the like . 
[ 0042 ] Further , for example , the data acquisition section 
102 includes various sensors used to detect information 
regarding the outside of the own automobile . Specifically , 
for example , the data acquisition section 102 includes an 
image - capturing apparatus such as a time - of - flight ( TOF ) 
camera , a stereo camera , a monocular camera , an infrared 
camera , and other cameras . Furthermore , for example , the 
data acquisition section 102 includes an environment sensor 
used to detect weather , a meteorological phenomenon , or the 
like , and a surrounding - information detection sensor used to 
detect an object around the own automobile . For example , 
the environment sensor includes a raindrop sensor , a fog 
sensor , a sunshine sensor , a snow sensor , and the like . The 
surrounding - information detection sensor includes an ultra 
sonic sensor , a radar , LiDAR ( light detection and ranging , 
laser imaging detection and ranging ) , a sonar , and the like . 
[ 0043 ] Moreover , for example , the data acquisition section 
102 includes various sensors used to detect the current 
location of the own automobile . Specifically , for example , 
the data acquisition section 102 includes , for example , a 
global navigation satellite system ( GNSS ) receiver that 
receives a GNSS signal from a GNSS satellite . 
[ 0044 ] Further , for example , the data acquisition section 
102 includes various sensors used to detect information 
regarding the inside of a vehicle . Specifically , for example , 
the data acquisition section 102 includes an image - capturing 
apparatus that captures an image of a driver , a biological 
sensor that detects biological information of the driver , a 
microphone that collects sound in the interior of a vehicle , 
and the like . For example , the biological sensor is provided 
to a seat surface , the steering wheel , or the like , and detects 
biological information of a person on board sitting on a seat , 
or a driver holding the steering wheel . 
[ 0045 ] The communication section 103 communicates 
with the in - vehicle equipment 104 as well as various pieces 
of vehicle - exterior equipment , a server , a base station , and 
the like , transmits data supplied by the respective structural 
elements of the vehicle control system 100 , and supplies the 
received data to the respective structural elements of the 

vehicle control system 100. Note that a communication 
protocol supported by the communication section 103 is not 
particularly limited . It is also possible for the communica 
tion section 103 to support a plurality of types of commu 
nication protocols . 
[ 0046 ] For example , the communication section 103 wire 
lessly communicates with the in - vehicle equipment 104 
using a wireless LAN , Bluetooth ( registered trademark ) , 
near - field communication ( NFC ) , a wireless USB ( WUSB ) , 
or the like . Further , for example , the communication section 
103 communicates with the in - vehicle equipment 104 by 
wire using a universal serial bus ( USB ) , a high - definition 
multimedia interface ( HDMI ) ( registered trademark ) , a 
mobile high - definition link ( MHL ) , or the like through a 
connection terminal ( not illustrated ) ( and a cable if neces 
sary ) . 
[ 0047 ] Further , for example , the communication section 
103 communicates with equipment ( for example , an appli 
cation server or a control server ) situated in an external 
network ( for example , the Internet , a cloud network , or a 
carrier - specific network ) through a base station or an access 
point . Furthermore , for example , the communication section 
103 communicates with a terminal ( for example , a terminal 
of a pedestrian or a store , or a machine - type communication 
( MTC ) terminal ) situated near the own automobile , using a 
peer - to - peer ( P2P ) technology . Moreover , for example , the 
communication section 103 performs V2X communication 
such as vehicle - to - vehicle communication , vehicle - to - infra 
structure communication , vehicle - to - home communication 
between the own automobile and a home , and vehicle - to 
pedestrian communication . Further , for example , the com 
munication section 103 includes a beacon receiver , receives 
a radio wave or an electromagnetic wave transmitted from , 
for example , a radio station installed on a road , and acquires 
information regarding , for example , the current location , 
traffic congestion , traffic regulation , or a necessary time . 
[ 0048 ] Examples of the in - vehicle equipment 104 include 
mobile equipment or wearable equipment of a person on 
board , information equipment that is brought in or attached 
to the own automobile , and a navigation apparatus that 
searches for a route to any destination . 
[ 0049 ] The output controller 105 controls output of vari 
ous pieces of information to a person on board of the own 
automobile or to the outside of the own automobile . For 
example , the output controller 105 generates an output 
signal that includes at least one of visual information ( such 
as image data ) or audio information ( such as sound data ) , 
supplies the output signal to the output section 106 , and 
thereby controls output of the visual information and the 
audio information from the output section 106. Specifically , 
for example , the output controller 105 combines pieces of 
data of images captured by different image - capturing appa 
ratuses of the data acquisition section 102 , generates a 
bird's - eye image , a panoramic image , or the like , and 
supplies an output signal including the generated image to 
the output section 106. Further , for example , the output 
controller 105 generates sound data including , for example , 
a warning beep or a warning message alerting a danger such 
as collision , contact , or entrance into a dangerous zone , and 
supplies an output signal including the generated sound data 
to the output section 106 . 
[ 0050 ] The output section 106 includes an apparatus 
capable of outputting the visual information or the audio 
information to a person on board of the own automobile or 

a 
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to the outside of the own automobile . For example , the 
output section 106 includes a display apparatus , an instru 
ment panel , an audio speaker , headphones , a wearable 
device such as an eyeglass - type display used to be worn on 
the person on board , a projector , a lamp , and the like . Instead 
of an apparatus including a commonly used display , the 
display apparatus included in the output section 106 may be 
an apparatus , such as a head - up display , a transparent 
display , or an apparatus including an augmented reality ( AR ) 
display function , that displays the visual information in the 
field of view of a driver . 
[ 0051 ] The drivetrain controller 107 generates various 
control signals , supplies them to the drivetrain system 108 , 
and thereby controls the drivetrain system 108. Further , the 
drivetrain controller 107 supplies the control signals to the 
structural elements other than the drivetrain system 108 as 
necessary to , for example , notify them of a state of control 
ling the drivetrain system 108 . 
[ 0052 ] The drivetrain system 108 includes various appa 
ratuses related to the drivetrain of the own automobile . For 
example , the drivetrain system 108 includes a driving force 
generation apparatus , such as an internal - combustion engine 
and a driving motor , that generates driving force , a driving 
force transmitting mechanism used to transmit the driving 
force to wheels , a steering mechanism that adjusts the steering angle , a braking apparatus that generates a braking 
force , an antilock braking system ( ABS ) , an electronic 
stability control ( ESC ) system , an electric power steering 
apparatus , and the like . 
[ 0053 ] The body - related controller 109 generates various 
control signals , supplies them to the body - related system 
110 , and thereby controls the body - related system 110 . 
Further , the body - related controller 109 supplies the control 
signals to the structural elements other than the body - related 
system 110 as necessary to , for example , notify them of a 
state of controlling the body - related system 110 . 
[ 0054 ] The body - related system 110 includes various 
body - related apparatuses provided to a vehicle body . For 
example , the body - related system 110 includes a keyless 
entry system , a smart key ste a power window appara 
tus , a power seat , a steering wheel , an air conditioner , 
various lamps ( such as a headlamp , a tail lamp , a brake lamp , 
a blinker , and a fog lamp ) , and the like . 
[ 0055 ] For example , the storage 111 includes a read only 
memory ( ROM ) , a random access memory ( RAM ) , a mag 
netic storage device such as a hard disc drive ( HDD ) , a 
semiconductor storage device , an optical storage device , a 
magneto - optical storage device , and the like . The storage 
111 stores therein various programs , data , and the like that 
are used by the respective structural elements of the vehicle 
control system 100. For example , the storage 111 stores 
therein map data such as a three - dimensional high - accuracy 
map , a global map , and a local map . The high - accuracy map 
is a dynamic map or the like . The global map is less accurate 
and covers a wider area than the high - accuracy map . The 
local map includes information regarding the surroundings 
of the own automobile . 
[ 0056 ] The automated driving controller 112 performs 
control related to automated driving such as autonomous 
traveling or a driving assistance . Specifically , for example , 
the automated driving controller 112 performs a cooperative 
control intended to implement a function of an advanced 
driver - assistance system ( ADAS ) including collision avoid 
ance or shock mitigation for the own automobile , traveling 

after a leading vehicle based on a distance between vehicles , 
traveling while maintaining a vehicle speed , a warning of 
collision of the own automobile , a warning of deviation of 
the own automobile from a lane , and the like . Further , for 
example , the automated driving controller 112 performs a 
cooperative control intended to achieve , for example , auto 
mated driving that is autonomous traveling without an 
operation performed by a driver . The automated driving 
controller 112 includes a detector 131 , a self - location esti 
mator 132 , a state analyzer 133 , a planning section 134 , and 
a movement controller 135 . 
[ 0057 ] The detector 131 detects various pieces of infor 
mation necessary to control automated driving . The detector 
131 includes a vehicle - exterior - information detector 141 , a 
vehicle - interior - information detector 142 , and a vehicle state 
detector 143 . 
[ 0058 ] The vehicle - exterior - information detector 141 per 
forms a process of detecting information regarding the 
outside of the own automobile on the basis of data or a signal 
from each structural element of the vehicle control system 
100. For example , the vehicle - exterior - information detector 
141 performs processes of detecting , recognizing , and track 
ing an object around the own automobile , and a process of 
detecting a distance to the object . Examples of the detection 
target object include a vehicle , a person , an obstacle , a 
structure , a road , a traffic light , a traffic sign , and a road sign . 
Further , for example , the vehicle - exterior - information detec 
tor 141 performs a process of detecting an environment 
surrounding the own automobile . Examples of the detection 
target surrounding environment include weather , tempera 
ture , humidity , brightness , and a road surface condition . The 
vehicle - exterior - information detector 141 supplies data indi 
cating a result of the detection process to , for example , the 
self - location estimator 132 ; a map analyzer 151 , a traffic 
rule recognition section 152 , and a state recognition section 
153 of the state analyzer 133 ; and an emergency event 
avoiding section 171 of the movement controller 135 . 
[ 0059 ] The vehicle - interior - information detector 142 per 
forms a process of detecting information regarding the 
inside of a vehicle the basis of data or a signal from each 
structural element of the vehicle control system 100. For 
example , the vehicle - interior - information detector 142 per 
forms processes of authenticating and recognizing a driver , 
a process of detecting a state of the driver , a process of 
detecting a person on board , and a process of detecting a 
vehicle interior environment . Examples of the detection 
target state of a driver include a physical condition , a degree 
of arousal , a degree of concentration , a degree of fatigue , 
and a direction of a line of sight . Examples of the detection 
target vehicle interior environment include temperature , 
humidity , brightness , and odor . The vehicle - interior - infor 
mation detector 142 supplies data indicating a result of the 
detection process to , for example , the state recognition 
section 153 of the state analyzer 133 and the emergency 
event avoiding section 171 of the movement controller 135 . 
[ 0060 ] The vehicle state detector 143 performs a process 
of detecting a state of the own automobile on the basis of 
data or a signal from each structural element of the vehicle 
control system 100. Examples of the detection - target state of 
the own automobile include speed , acceleration , a steering 
angle , the presence or absence of anomaly and its details , a 
driving operation state , a position and an inclination of a 
power seat , a state of a door lock , and states of other pieces 
of vehicle - mounted equipment . The vehicle state detector 
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143 supplies data indicating a result of the detection process 
to , for example , the state recognition section 153 of the state 
analyzer 133 and the emergency event avoiding section 171 
of the movement controller 135 . 
[ 0061 ] The self - location estimator 132 performs a process 
of estimating a location , a posture , and the like of the own 
automobile on the basis of data or signals from the respec 
tive structural elements of the vehicle control system 100 , 
such as the vehicle - exterior - information detector 141 , and 
the state recognition section 153 of the state analyzer 133 . 
Further , the self - location estimator 132 generates , as neces 
sary , a local map ( hereinafter referred to as a self - location 
estimation map ) used to estimate a self - location . For 
example , the self - location estimation map is a high - accuracy 
map using a technology such as simultaneous localization 
and mapping ( SLAM ) . The self - location estimator 132 sup 
plies data indicating a result of the estimation process to , for 
example , the map analyzer 151 , the traffic - rule recognition 
section 152 , and the state recognition section 153 of the state 
analyzer 133. Further , the self - location estimator 132 stores 
the self - location estimation map in the storage 111 . 
[ 0062 ] The state analyzer 133 performs a process of 
analyzing states of the own automobile and its surroundings . 
The state analyzer 133 includes the map analyzer 151 , the 
traffic - rule recognition section 152 , the state recognition 
section 153 , and a state prediction section 154 . 
[ 0063 ] Using , as necessary , data or signals from the 
respective structural elements of the vehicle control system 
100 , such as the self - location estimator 132 and the vehicle 
exterior - information detector 141 , the map analyzer 151 
performs a process of analyzing various maps stored in the 
storage 111 , and constructs a map including information 
necessary for an automated driving process . The map ana 
lyzer 151 supplies the constructed map to , for example , the 
traffic - rule recognition section 152 , the state recognition 
section 153 , and the state prediction section 154 , as well as 
a route planning section 161 , a behavior planning section 
162 , and a movement planning section 163 of the planning 
section 134 . 
[ 0064 ] The traffic - rule recognition section 152 performs a 
process of recognizing traffic rules around the own automo 
bile on the basis of data or signals from the respective 
structural elements of the vehicle control system 100 , such 
as the self - location estimator 132 , the vehicle - exterior - in 
formation detector 141 , and the map analyzer 151. The 
recognition process makes it possible to recognize a location 
and a state of a traffic light around the own automobile , the 
details of traffic control performed around the own automo 
bile , and a travelable lane . The traffic - rule recognition sec 
tion 152 supplies data indicating a result of the recognition 
process to , for example , the state prediction section 154 . 
[ 0065 ] The state recognition section 153 performs a pro 
cess of recognizing a state related to the own automobile on 
the basis of data or signals from the respective structural 
elements of the vehicle control system 100 , such as the 
self - location estimator 132 , the vehicle - exterior - information 
detector 141 , the vehicle - interior - information detector 142 , 
the vehicle state detector 143 , and the map analyzer 151. For 
example , the state recognition section 153 performs a pro 
cess of recognizing a state of the own automobile , a state of 
the surroundings of the own automobile , a state of a driver 
of the own automobile , and the like . Further , the state 
recognition section 153 generates , as necessary , a local map 
( hereinafter referred to as a state recognition map ) used to 

recognize the state of the surroundings of the own automo 
bile . The state recognition map is , for example , an occu 
pancy grid map . 
[ 0066 ] Examples of the recognition - target state of the own 
automobile include a location , a posture , and movement 
( such as speed , acceleration , and a movement direction ) of 
the own automobile , as well as the presence or absence of 
anomaly and its details . Examples of the recognition - target 
state of the surroundings of the own automobile include the 
type and a location of a stationary object around the own 
automobile ; the type , a location , and movement ( such as 
speed , acceleration , and a movement direction ) of a moving 
object around the own automobile ; a structure of a road 
around the own automobile and a condition of the surface of 
the road ; and weather , temperature , humidity , and brightness 
around the own automobile . Examples of the recognition 
target state of a driver include a physical condition , a degree 
of arousal , a degree of concentration , a degree of fatigue , 
movement of a line of sight , and a driving operation . 
[ 0067 ] The state recognition section 153 supplies data 
indicating a result of the recognition process ( including a 
state recognition map as necessary ) to , for example , the 
self - location estimator 132 and the state prediction section 
154. Further , the state recognition section 153 stores the 
state - recognition map in the storage 111 . 
[ 0068 ] The state prediction section 154 performs a process 
of predicting a state related to the own automobile on the 
basis of data or signals from the respective structural ele 
ments of the vehicle control system 100 , such as the map 
analyzer 151 , the traffic - rule recognition section 152 , and the 
state recognition section 153. For example , the state predic 
tion section 154 performs a process of predicting a state of 
the own automobile , a state of the surroundings of the own 
automobile , a state of a driver , and the like . 
[ 0069 ] Examples of the prediction - target state of the own 
automobile include the behavior of the own automobile , the 
occurrence of anomaly in the own automobile , and a trave 
lable distance of the own automobile . Examples of the 
prediction - target state of the surroundings of the own auto 
mobile include the behavior of a moving object , a change in 
a state of a traffic light , and a change in environment such as 
weather around the own automobile . Examples of the pre 
diction - target state of a driver include the behavior and the 
physical condition of the driver . 
[ 0070 ] The state prediction section 154 supplies data indi 
cating a result of the prediction process to , for example , the 
route planning section 161 , the behavior planning section 
162 , and the movement planning section 163 of the planning 
section 134 together with the data from the traffic - rule 
recognition section 152 and the state recognition section 
153 . 
[ 0071 ] The route planning section 161 plans a route to a 
destination on the basis of data or signals from the respective 
structural elements of the vehicle control system 100 , such 
as the map analyzer 151 and the state prediction section 154 . 
For example , the route planning section 161 sets a route 
from the current location to a specified destination on the 
basis of a global map . Further , for example , the route 
planning section 161 changes a route as appropriate on the 
basis of the states of , for example , traffic congestion , an 
accident , traffic regulation , and a construction , as well as the 
physical condition of a driver . The route planning section 
161 supplies data indicating the planned route to , for 
example , the behavior planning section 162 . 
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[ 0072 ] On the basis of data or signals from the respective 
structural elements of the vehicle control system 100 , such 
as the map analyzer 151 and the state prediction section 154 , 
the behavior planning section 162 plans the behavior of the 
own automobile in order for the own automobile to travel 
safely on the route planned by the route planning section 161 
within a time planned by the route planning section 161. For 
example , the behavior planning section 162 makes plans 
about , for example , a start to move , a stop , a travel direction 
( such as a forward movement , a backward movement , a left 
turn , a right turn , and a change in direction ) , a lane for 
traveling , a traveling speed , and passing . The behavior 
planning section 162 supplies data indicating the planned 
behavior of the own automobile to , for example , the move 
ment planning section 163 . 
[ 0073 ] On the basis of data or signals from the respective 
structural elements of the vehicle control system 100 , such 
as the map analyzer 151 and the state prediction section 154 , 
the movement planning section 163 plans movement of the 
own automobile in order to achieve the behavior planned by 
the behavior planning section 162. For example , the move 
ment planning section 163 makes plans about , for example , 
acceleration , deceleration , and a traveling course . The 
movement planning section 163 supplies data indicating the 
planned movement of the own automobile to , for example , 
an acceleration / deceleration controller 172 and a direction 
controller 173 of the movement controller 135 . 
[ 0074 ] The movement controller 135 controls movement 
of the own automobile . The movement controller 135 
includes the emergency event avoiding section 171 , the 
acceleration / deceleration controller 172 , and the direction 
controller 173 . 
[ 0075 ] On the basis of a result of the detections performed 
by the vehicle - exterior - information detector 141 , the 
vehicle - interior - information detector 142 , and the vehicle 
state detector 143 , the emergency event avoiding section 171 
performs a process of detecting emergency events such as 
collision , contact , entrance into a dangerous zone , some 
thing unusual in a driver , and anomaly in the vehicle . When 
the emergency event avoiding section 171 detects the occur 
rence of an emergency event , the emergency event avoiding 
section 171 plans movement of the own automobile such as 
a sudden stop or a quick turning for avoiding the emergency 
event . The emergency event avoiding section 171 supplies 
data indicating the planned movement of the own automo 
bile to , for example , the acceleration / deceleration controller 
172 and the direction controller 173 . 
[ 0076 ] The acceleration / deceleration controller 172 con 
trols acceleration / deceleration to achieve the movement of 
the own automobile planned by the movement planning 
section 163 or the emergency event avoiding section 171 . 
For example , the acceleration / deceleration controller 172 
computes a control target value for a driving force genera 
tion apparatus or a braking apparatus to achieve the planned 
acceleration , the planned deceleration , or the planned sud 
den stop , and supplies a control instruction indicating the 
computed control target value to the drivetrain controller 
107 . 
[ 0077 ] The direction controller 173 controls a direction to 
achieve the movement of the own automobile planned by the 
movement planning section 163 or the emergency event 
avoiding section 171. For example , the direction controller 
173 computes a control target value for a steering mecha 
nism to achieve the traveling course planned by the move 

ment planning section 163 or the quick turning planned by 
the emergency event avoiding section 171 , and supplies a 
control instruction indicating the computed control target 
value to the drivetrain controller 107 . 
[ 0078 ] < Examples of Configurations of Data Acquisition 
Section 102A and Vehicle - Exterior - Information Detector 
141A > 
[ 0079 ] FIG . 2 illustrates portions of examples of configu 
rations of a data acquisition section 102A that is a first 
embodiment of the data acquisition section 102 in the 
vehicle control system 100 of FIG . 1 , and a vehicle - exterior 
information detector 141A that is a first embodiment of the 
vehicle - exterior - information detector 141 in the vehicle con 
trol system 100 of FIG . 1 . 
[ 0080 ] The data acquisition section 102A includes a cam 
era 201 and a millimeter - wave radar 202. The vehicle 
exterior - information detector 141A includes an information 
processor 211. The information processor 211 includes an 
image processor 221 , a signal processor 222 , an image 
processor 223 , and an object recognition section 224 . 
[ 0081 ] The camera 201 includes an image sensor 201A . 
Any type of image sensor such as a CMOS image sensor or 
a CCD image sensor can be used as the image sensor 201A . 
The camera 201 ( the image sensor 201A ) captures an image 
of a region situated ahead of the vehicle 10 , and supplies the 
obtained image ( hereinafter referred to as a captured image ) 
to the image processor 221 . 
[ 0082 ] The millimeter - wave radar 202 performs sensing 
with respect to the region situated ahead of the vehicle 10 , 
and sensing ranges of the millimeter - wave radar 202 and the 
camera 201 at least partially overlap . For example , the 
millimeter - wave radar 202 transmits a transmission signal 
including a millimeter wave in a forward direction of the 
vehicle 10 , and receives , using a reception antenna , a 
reception signal that is a signal reflected off an object ( a 
reflector ) situated ahead of the vehicle 10. For example , a 
plurality of reception antennas is arranged at specified 
intervals in a lateral direction ( a width direction ) of the 
vehicle 10. Further , a plurality of reception antennas may 
also be arranged in the height direction . The millimeter 
wave radar 202 supplies the signal processor 222 with data 
( hereinafter referred to as millimeter - wave data ) that 
chronologically indicates the intensity of a reception signal 
received using each reception antenna . 
[ 0083 ] The image processor 221 performs specified image 
processing on a captured image . For example , the image 
processor 221 performs processing of interpolating a red ( R ) 
component , a green ( G ) component , and a blue ( B ) compo 
nent for each pixel of the captured image to generate an R 
image made up of the R component of the captured image , 
a G image made up of the G component of the captured 
image , and a B image made up of the B component of the 
captured image . The image processor 221 supplies the R 
image , the G image , and the B image to the object recog 
nition section 224 . 
[ 0084 ] The signal processor 222 performs specified signal 
processing on millimeter - wave data to generate a millime 
ter - wave image that is an image indicating a result of sensing 
performed by the millimeter - wave radar 202. The signal 
processor 222 supplies the millimeter - wave image to the 
image processor 223 . 
[ 0085 ] The image processor 223 performs specified image 
processing on the millimeter - wave image to generate an 
estimated - location image indicating an estimated location of 
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a target object of which a coordinate system is identical to 
the coordinate system of a captured image . The image 
processor 223 supplies the estimated - location image to the 
object recognition section 224 . 
[ 0086 ] The object recognition section 224 performs pro 
cessing of recognizing a target object situated ahead of the 
vehicle 10 on the basis of the R image , the G image , the B 
image , and the estimated - location image . The object recog 
nition section 224 supplies data indicating a result of rec 
ognizing the target object to , for example , the self - location 
estimator 132 ; the map analyzer 151 , the traffic - rule recog 
nition section 152 , and the state recognition section 153 of 
the state analyzer 133 ; and the emergency event avoiding 
section 171 of the movement controller 135 . 
[ 0087 ] Note that the target object is an object to be 
recognized by the object recognition section 224 , and any 
object may be set to be the target object . However , it is 
favorable that an object that includes a portion having a high 
reflectivity of a transmission signal of the millimeter - wave 
radar 202 be set to be a target object . The case in which the 
target object is a vehicle is appropriately described below as 
an example . 
[ 0088 ] < Example of Configuration of Image Processing 
Model 301 > 
[ 0089 ] FIG . 3 illustrates an example of a configuration of 
the image processing model 301 used for the image proces 
sor 223 . 
[ 0090 ] The image processing model 301 is a model 
obtained by machine learning . Specifically , the image pro 
cessing model 301 is a model obtained by deep learning that 
is a type of machine learning and uses a deep neural 
network . The image processing model 301 includes a fea 
ture - amount extraction section 311 , a geometric transforma 
tion section 312 , and a deconvolution section 313 . 
[ 0091 ] The feature - amount extraction section 311 includes 
a convolutional neural net . Specifically , the feature - amount 
extraction section 311 includes convolutional layers 321a to 
321c . The convolutional layers 321a to 321c perform a 
convolution operation to extract a feature amount of a 
millimeter - wave image , generate a feature map indicating a 
distribution of a feature amount in a coordinate system 
identical to the coordinate system of the millimeter - wave 
image , and supply the feature map to the geometric trans 
formation section 312 . 
[ 0092 ] The geometric transformation section 312 includes 
geometric transformation layers 322a and 322b . The geo 
metric transformation layers 322a and 322b perform a 
geometric transformation on a feature map to transform the 
coordinate system of the feature map from the coordinate 
system of a millimeter - wave image to the coordinate system 
of a captured image . The geometric transformation section 
312 supplies the deconvolution section 313 with the feature 
map on which the geometric transformation has been per 
formed . 
[ 0093 ] The deconvolution section 313 includes deconvo 
lutional layers 323a to 323c . The deconvolutional layers 
323a to 323c deconvolve the feature map on which the 
geometric transformation has been performed to generate 
and output an estimated - location image . 
[ 0094 ] < Example of Configuration of Object Recognition 
Model 351 > 
[ 0095 ] FIG . 4 illustrates an example of a configuration of 
an object recognition model 351 used for the object recog 
nition section 224 . 

[ 0096 ] The object recognition model 351 is a model 
obtained by machine learning . Specifically , the object rec 
ognition model 351 is a model obtained by deep learning 
that is a type of machine learning and uses a deep neural 
network . More specifically , the object recognition model 
351 is made up of Single Shot MultiBox Detector ( SSD ) , 
which is one of the object recognition models using a deep 
neural network . The object recognition model 351 includes 
a feature - amount extraction section 361 and a recognition 
section 362 . 
[ 0097 ] The feature - amount extraction section 361 includes 
VGG16 371 , which is a convolutional layer using a convo 
lutional neural network . Four - channel image data P that 
includes an R image , a G image , a B image , and an 
estimated - location image is input to the VGG16 371. The 
VGG16 371 extracts each of the feature amounts of the R 
image , the G image , the B image , and the estimated - location 
image , and generates a combining feature map two - dimen 
sionally representing a distribution of a feature amount 
obtained by combining the feature amounts extracted from 
the respective images . The combining feature map repre 
sents a distribution of a feature amount in a coordinate 
system identical to the coordinate system of a captured 
image . The VGG16 371 supplies the combining feature map 
to the recognition section 362 . 
[ 0098 ] The recognition section 362 includes a convolu 
tional neural network . Specifically , the recognition section 
362 includes convolutional layers 372a to 372f . 
[ 0099 ] The convolutional layer 372a performs a convolu 
tion operation on the combining feature map . The convolu 
tional layer 372a performs processing of recognizing a 
target object on the basis of the combining feature map on 
which the convolution operation has been performed . The 
convolutional layer 372a supplies the convolutional layer 
372b with the combining feature map on which the convo 
lution operation has been performed . 
[ 0100 ] The convolutional layer 372b performs a convolu 
tion operation on the combining feature map supplied by the 
convolutional layer 372a . The convolutional layer 372b 
performs processing of recognizing the target object on the 
basis of the combining feature map on which the convolu 
tion operation has been performed . The convolutional layer 
372b supplies the convolutional layer 372c with the com 
bining feature map on which the convolution operation has 
been performed . 
( 0101 ] The convolutional layer 372c performs a convolu 
tion operation on the combining feature map supplied by the 
convolutional layer 372b . The convolutional layer 372c 
performs processing of recognizing the target object on the 
basis of the combining feature map on which the convolu 
tion operation has been performed . The convolutional layer 
372c supplies the convolutional layer 372d with the com 
bining feature map on which the convolution operation has 
been performed . 
[ 0102 ] The convolutional layer 372d performs a convolu 
tion operation on the combining feature map supplied by the 
convolutional layer 372c . The convolutional layer 372d 
performs processing of recognizing the target object on the 
basis of the combining feature map on which the convolu 
tion operation has been performed . The convolutional layer 
372d supplies the convolutional layer 372e with the com 
bining feature map on which the convolution operation has 
been performed . 
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[ 0103 ] The convolutional layer 372e performs a convolu 
tion operation on the combining feature map supplied by the 
convolutional layer 372d . The convolutional layer 372e 
performs processing of recognizing the target object on the 
basis of the combining feature map on which the convolu 
tion operation has been performed . The convolutional layer 
372e supplies the convolutional layer 372f with the com 
bining feature map on which the convolution operation has 
been performed . 
[ 0104 ] The convolutional layer 372f performs a convolu 
tion operation on the combining feature map supplied by the 
convolutional layer 372e . The convolutional layer 372f 
performs processing of recognizing the target object on the 
basis of the combining feature map on which the convolu 
tion operation has been performed . 
[ 0105 ] The object recognition model 351 outputs data 
indicating a result of the recognition of the target object that 
is performed by the convolutional layers 372a to 372f . 
[ 0106 ] Note that , in order from the convolutional layer 
372a , the size ( the number of pixels ) of a combining feature 
map becomes smaller , and is smallest in the convolutional 
layer 372f . Further , if the combining feature map has a larger 
size , a target object having a small size , as viewed from the 
vehicle 10 , is recognized with a higher degree of accuracy , 
and if the combining feature map has a smaller size , a target 
object having a large size , as viewed from the vehicle 10 , is 
recognized with a higher degree of accuracy . Thus , for 
example , when the target object is a vehicle , a small distant 
vehicle is easily recognized in a combining feature map 
having a large size , and a large nearby vehicle is easily 
recognized in a combining feature map having a small size . 
[ 0107 ] < Example of Configuration of Learning System 
401 > 
[ 0108 ] FIG . 5 illustrates an example of a configuration of 
a learning system 401 . 
( 0109 ] The learning system 401 performs learning pro 
cessing on the image processing model 301 of FIG . 3. The 
learning system 401 includes an input section 411 , a correct 
answer - data generator 412 , a signal processor 413 , a training 
data generator 414 , and a learning section 415 . 
[ 0110 ] The input section 411 includes various input 
devices , and is used for , for example , input of data necessary 
to generate training data , and an operation performed by a 
user . For example , the input section 411 supplies a captured 
image to the correct - answer - data generator 412 when the 
captured image is input . For example , the input section 411 
supplies millimeter - wave data to the signal processor 413 
when the millimeter - wave data is input . For example , the 
input section 411 supplies the correct - answer - data generator 
412 and the training data generator 414 with data ind iting 
an instruction of a user that is input by an operation 
performed by the user . 
[ 0111 ] The correct - answer - data generator 412 generates 
correct answer data on the basis of the captured image . For 
example , a user specifies a location of a vehicle in the 
captured image through the input section 411. The correct 
answer - data generator 412 generates correct answer data 
indicating the location of the vehicle in the captured image 
on the basis of the location of the vehicle that is specified by 
the user . The correct - answer - data generator 412 supplies the 
correct answer data to the training data generator 414 . 
[ 0112 ] The signal processor 413 performs processing 
similar to the processing performed by the signal processor 
222 of FIG . 2. In other words , the signal processor 413 

performs specified signal processing on millimeter - wave 
data to generate a millimeter - wave image . The signal pro 
cessor 413 supplies the millimeter - wave image to the train 
ing data generator 414 . 
[ 0113 ] The training data generator 414 generates training 
data that includes input data and correct answer data , the 
input data including the millimeter - wave image . The train 
ing data generator 414 supplies the training data to the 
learning section 415 . 
[ 0114 ] The learning section 415 performs learning pro 
cessing on the image processing model 301 using the 
training data . The learning section 415 outputs the image 
processing model 301 that has performed learning . 
[ 0115 ] < Example of Configuration of Learning System 
451 > 
[ 0116 ] FIG . 6 illustrates an example of a configuration of 
a learning system 451 . 
[ 0117 ] The learning system 451 performs learning pro 
cessing on the object recognition model 351 of FIG . 4. The 
learning system 451 includes an input section 461 , an image 
processor 462 , a correct - answer - data generator 463 , a signal 
processor 464 , an image processor 465 , a training data 
generator 466 , and a learning section 467 . 
[ 0118 ] The input section 461 includes various input 
devices , and is used for , for example , input of data necessary 
to generate training data , and an operation performed by a 
user . For example , the input section 461 supplies a captured 
image to the image processor 462 and the correct - answer 
data generator 463 when the captured image is input . For 
example , the input section 461 supplies millimeter - wave 
data to the signal processor 464 when the millimeter - wave 
data is input . For example , the input section 461 supplies the 
correct - answer - data generator 463 and the training data 
generator 466 with data indicating an instruction of a user 
that is input by an operation performed by the user . 
[ 0119 ] The image processor 462 performs processing 
similar to the processing performed by the image processor 
221 of FIG . 2. In other words , the image processor 462 
performs specified image processing on a captured image to 
generate an R image , a G image , and a B image . The image 
processor 462 supplies the R image , the G image , and the B 
image to the training data generator 466 . 
[ 0120 ] The correct - answer - data generator 463 generates 
correct answer data on the basis of the captured image . For 
example , a user specifies a location of a vehicle in the 
captured image through the input section 461. The correct 
answer - data generator 463 generates correct answer data 
indicating the location of the vehicle in the captured image 
on the basis of the location of the vehicle that is specified by 
the user . The correct - answer - data generator 463 supplies the 
correct answer data to the training data generator 466 . 
[ 0121 ] The signal processor 464 performs processing 
similar to the processing performed by the signal processor 
222 of FIG . 2. In other words , the signal processor 464 
performs specified signal processing on millimeter - wave 
data to generate a millimeter - wave image . The signal pro 
cessor 464 supplies the millimeter - wave image to the image 
processor 465 . 
[ 0122 ] The image processor 465 performs processing 
similar to the processing performed by the image processor 
223 of FIG . 2. In other words , the image processor 465 
generates an estimated - location image on the basis of the 
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millimeter - wave image . The image processor 465 supplies 
the estimated - location image to the training data generator 
466 . 
[ 0123 ] Note that the image processing model 301 that has 
performed learning is used for the image processor 465 . 
[ 0124 ] The training data generator 466 generates training 
data that includes input data and correct answer data , the 
input data including four - channel image data that includes 
the R image , the G image , the B image , and the estimated 
location image . The training data generator 466 supplies the 
training data to the learning section 467 . 
[ 0125 ] The learning section 467 performs learning pro 
cessing on the object recognition model 351 using the 
training data . The learning section 467 outputs the object 
recognition model 351 that has performed learning . 
[ 0126 ] < Learning Processing Performed on Image Pro 
cessing Model > 
[ 0127 ] Next , learning processing on an image processing 
model that is performed by the learning system 401 is 
described with reference to a flowchart of FIG . 7 . 
[ 0128 ] Note that data used to generate training data is 
collected before this processing is started . For example , in a 
state in which the vehicle 10 is actually traveling , the camera 
201 and the millimeter - wave radar 202 provided to the 
vehicle 10 perform sensing with respect to a region situated 
ahead of the vehicle 10. Specifically , the camera 201 cap 
tures an image of the region situated ahead of the vehicle 10 , 
and stores an obtained captured image in the storage 111 . 
The millimeter - wave radar 202 detects an object situated 
ahead of the vehicle 10 , and stores obtained millimeter - wave 
data in the storage 111. The training data is generated on the 
basis of the captured image and millimeter - wave data accu 
mulated in the storage 111 . 
[ 0129 ] In Step Si , the learning system 401 generates 
training data . 
[ 0130 ] For example , a user inputs , to the learning system 
401 and through the input section 411 , a captured image and 
millimeter - wave data that are acquired at substantially the 
same time . In other words , the captured image and milli 
meter - wave data obtained by performing sensing at substan 
tially the same point in time are input to the learning system 
401. The captured image is supplied to the correct - answer 
data generator 412 , and the millimeter - wave data is supplied 
to the signal processor 413 . 
[ 0131 ] Further , the user specifies a region , in the captured 
image , in which there exists a target object . The correct 
answer - data generator 412 generates correct answer data 
that includes a binary image indicating a region in which 
there exists the target object specified by the user . 
[ 0132 ] For example , through the input section 411 , the 
user boxes off a region in which there exists a vehicle that 
is a target object in a captured image 502 of FIG . 8. The 
correct - answer - data generator 412 generates correct answer 
data 503 that is an image binarized by filling a boxed portion 
with solid white and the other portion with solid black . 
[ 0133 ] The correct - answer - data generator 412 supplies the 
correct answer data to the training data generator 414 . 
[ 0134 ] The signal processor 413 performs specified signal 
processing on millimeter - wave data to estimate a location 
and a speed of an object off which a transmission signal has 
been reflected in a region situated ahead of the vehicle 10 . 
The location of the object is represented by , for example , a 
distance from the vehicle 10 to the object , and a direction ( an 
angle ) of the object with respect to an optical - axis direction 

of the millimeter - wave radar 202 ( a traveling direction of the 
vehicle 10 ) . Note that , for example , when a transmission 
signal is radially transmitted , the optical - axis direction of the 
millimeter - wave radar 202 is the same as a direction of the 
center of a range in which the radial transmission is per 
formed , and when scanning is performed with the transmis 
sion signal , the optical - axis direction of the millimeter - wave 
radar 202 is the same as a direction of the center of a range 
in which the scanning is performed . The speed of the object 
is represented by , for example , a relative speed of the object 
with respect to the vehicle 10. The signal processor 413 
generates a millimeter - wave image on the basis of a result of 
estimating the location of the object . 
[ 0135 ] For example , a millimeter - wave image 501 of FIG . 
8 is generated . An x - axis of the millimeter - wave image 501 
represents an angle of an object relative to an optical - axis 
direction of the millimeter - wave radar 202 ( a traveling 
direction of the vehicle 10 ) , and a y - axis of the millimeter 
wave image 501 represents a distance to the object . Further , 
in the millimeter - wave image 501 , the intensity of a signal 
( reception signal ) reflected off the object situated in a 
location defined by the x - axis and the y - axis is indicated by 
color or concentration . 
[ 0136 ] The signal processor 413 supplies the millimeter 
wave image to the training data generator 414 . 
[ 0137 ] The training data generator 414 generates training 
data that includes input data and correct answer data , the 
input data including the millimeter - wave image . For 
example , training data that includes input data and correct 
answer data 503 is generated , the input data including the 
millimeter - wave image 501. The training data generator 414 
supplies the generated training data to the learning section 
415 . 

[ 0138 ] In Step S2 , the learning section 415 causes an 
image processing model to perform learning . Specifically , 
the learning section 415 inputs the input data to the image 
processing model 301. The image processing model 301 
generates an estimated - location image on the basis of the 
millimeter - wave image included in the input data . 
[ 0139 ] For example , an estimated - location image 504 of 
FIG . 8 is generated on the basis of the millimeter - wave 
image 501. The estimated - location image 504 is a grayscale 
image of which a coordinate system is identical to the 
coordinate system of the captured image 502. The captured 
image 502 and the estimated - location image 504 are images 
of a region situated ahead of the vehicle 10 , as viewed from 
the same viewpoint . In the estimated - location image 504 , 
pixel that is more likely to be included in a region in which 
there exists a target object , is brighter , and a pixel that is less 
likely to be included in the region in which there exists the 
target object , is darker . 
[ 0140 ] The learning section 415 compares an estimated 
location image with correct answer data , and adjusts , for example , a parameter of the image processing model 301 on 
the basis of a result of the comparison . For example , the 
learning section 415 compares the estimated - location image 
504 with the correct answer data 503 , and adjusts , for 
example , a parameter of the image processing model 301 
such that the error is reduced . 
[ 0141 ] In Step S3 , the learning section 415 determines 
whether the learning is to be continuously performed . For 
example , when the learning performed by the image pro 
cessing model 301 has not come to an end , the learning 
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section 415 determines that the learning is to be continu 
ously performed , and the process returns to Step S1 . 
[ 0142 ] Thereafter , the processes of Steps S1 to S3 are 
repeatedly performed until it is determined , in Step S3 , that 
the learning is to be terminated . 
[ 0143 ] On the other hand , the learning section 415 deter 
mines , in Step S3 , that the learning performed by the image 
processing model 301 is to be terminated when , for example , 
the learning has come to an end , and the learning processing 
performed on the image processing model is terminated . 
[ 0144 ] As described above , the image processing model 
301 that has performed learning is generated . 
[ 0145 ] < Learning Processing Performed on Object Rec 
ognition Model > 
[ 0146 ] Next , learning processing on an object recognition 
model that is performed by the learning system 451 is 
described with reference to a flowchart of FIG . 9 . 
[ 0147 ] Note that data used to generate training data is 
collected before this processing is started , as before the 
learning processing performed on an image processing 
model is started . Note that it is possible to use the same 
captured image and the same millimeter - wave data for the 
learning processing performed on an image processing 
model and the learning processing performed on an object 
recognition model . 
[ 0148 ] In Step S51 , the learning system 451 generates 
training data . 
[ 0149 ] For example , a user inputs , to the learning system 
451 and through the input section 461 , a captured image and 
millimeter - wave data that are acquired at substantially the 
same time . In other words , the captured image and milli 
meter - wave data obtained by performing sensing at substan 
tially the same point in time are input to the learning system 
451. The captured image is supplied to the image processor 
462 and the correct - answer - data generator 463 , and the 
millimeter - wave data is supplied to the signal processor 464 . 
[ 0150 ] The image processor 462 performs processing of 
interpolating an R component , a G component , and a B 
component in each pixel of a captured image to generate an 
R image made up of the R component of the captured image , 
a G image made up of the G component of the captured 
image , and a B image made up of the B component of the 
captured image . For example , an R image 552R , a G image 
552G , and a B image 552B are generated from a captured 
image 551 of FIG . 10. The image processor 462 supplies the 
R image , the G image , and the B image to the training data 
generator 466 . 
[ 0151 ] The signal processor 464 performs processing 
similar to the processing performed by the signal processor 
413 in Step S1 of FIG . 7 to generate a millimeter - wave 
image on the basis of the millimeter - wave data . For 
example , a millimeter - wave image 553 of FIG . 10 is gen 
erated . The signal processor 464 supplies the millimeter 
wave image to the image processor 465 . 
[ 0152 ] The image processor 465 inputs the millimeter 
wave image to the image processing model 301 to generate 
an estimated - location image . For example , an estimated 
location image 554 of FIG . 10 is generated from the milli 
meter - wave image 553. The image processor 462 supplies 
the estimated - location image to the training data generator 
466 . 
[ 0153 ] Further , through the input section 461 , the user 
specifies a location , in the captured image , in which there 
exists a target object . The correct - answer - data generator 463 

generates correct answer data indicating the location of a 
vehicle in the captured image on the basis of the location of 
the target object that is specified by the user . For example , 
correct answer data 555 of FIG . 10 that includes a boxed 
vehicle that is the target object in the captured image 551 is 
generated from the captured image 551. The correct - answer 
data generator 463 supplies the correct answer data to the 
training data generator 466 . 
[ 0154 ] The training data generator 466 generates training 
data that includes input data and correct answer data , the 
input data including four - channel image data that are an R 
image , a G image , a B image , and an estimated - location 
image . For example , training data is generated that includes 
input data and correct answer data , the input data including 
four - channel image data that are the R image 552R , the G 
image 552G , the B image 552B , and the estimated - location 
image 554. The training data generator 466 supplies the 
training data to the learning section 467 . 
[ 0155 ] In Step S52 , the learning section 467 causes the 
object recognition model 351 to perform learning . Specifi 
cally , the learning section 467 inputs the input data included 
in the training data to the object recognition model 351. The 
object recognition model 351 recognizes a target object in 
the captured image 551 on the basis of the R image , the G 
image , the B image , and the estimated - location image 
included in the input data , and generates recognition result 
data indicating a result of the recognition . For example , 
recognition result data 556 of FIG . 10 is generated . In the 
recognition result data 556 , a vehicle that is the recognized 
target object is boxed . 
[ 0156 ] The learning section 467 compares the recognition 
result data with the correct answer data , and adjusts , for 
example , a parameter of the object recognition model 351 on 
the basis of a result of the comparison . For example , the 
learning section 467 compares the recognition result data 
556 with the correct answer data 555 , and adjusts , for 
example , a parameter of the object recognition model 351 
such that the error is reduced . 
[ 0157 ] In Step S53 , the learning section 467 determines 
whether the learning is to be continuously performed . For 
example , when the learning performed by the object recog 
nition model 351 has not come to an end , the learning 
section 467 determines that the learning is to be continu 
ously performed , and the process returns to Step S51 . 
[ 0158 ] Thereafter , the processes of Steps S51 to S53 are 
repeatedly performed until it is determined , in Step S53 , that 
the learning is to be terminated . 
[ 0159 ] On the other hand , the learning section 467 deter 
mines , in Step S53 , that the learning performed by the object 
recognition model 351 is to be terminated when , for 
example , the learning has come to an end , and the learning 
processing performed on the object recognition model is 
terminated . 
[ 0160 ] As described above , the object recognition model 
351 that has performed learning is generated . 
[ 0161 ] < Target - Object Recognition Processing > 
[ 0162 ] Next , target - object recognition processing per 
formed by the vehicle 10 is described with reference to a 
flowchart of FIG . 11 . 
[ 0163 ] This processing is started when , for example , an 
operation for activating the vehicle 10 to start driving is 
performed , that is , when , for example , an ignition switch , a 
power switch , a start switch , or the like of the vehicle 10 is 
turned on . Further , this processing is terminated when , for 

a 

a 



US 2022/0058428 A1 Feb. 24 , 2022 
11 

a 

a 

example , an operation for terminating the driving of the 
vehicle 10 is performed , that is , when , for example , the 
ignition switch , the power switch , the start switch , or the like 
of the vehicle 10 is turned off . 
[ 0164 ] In Step S101 , the camera 201 and the millimeter 
wave radar 202 perform sensing with respect to a region 
situated ahead of the vehicle 10 . 
[ 0165 ) Specifically , the camera 201 captures an image of 
a region situated ahead of the vehicle 10 , and supplies the 
obtained captured image to the image processor 221 . 
[ 0166 ] The millimeter - wave radar 202 transmits a trans 
mission signal in a forward direction of the vehicle 10 , and 
receives , using a plurality of reception antennas , reception 
signals that are signals reflected off an object situated ahead 
of the vehicle 10. The millimeter - wave radar 202 supplies 
the signal processor 222 with millimeter - wave data that 
chronologically indicates the intensity of the reception sig 
nal received using each reception antenna . 
[ 0167 ] In Step S102 , the image processor 221 performs 
preprocessing on the captured image . Specifically , the image 
processor 221 performs processing similar to the processing 
performed by the image processor 462 in Step S51 of FIG . 
9 to generate an R image , a G image , and a B image on the 
basis of the captured image . The image processor 221 
supplies the R image , the G image , and the B image to the 
object recognition section 224 . 
[ 0168 ] In Step S103 , the signal processor 222 generates a 
millimeter - wave image . Specifically , the signal processor 
222 performs processing similar to the processing performed 
by the signal processor 413 in Step S1 of FIG . 7 to generate 
a millimeter - wave image on the basis of the millimeter - wave 
data . The signal processor 222 supplies the millimeter - wave 
image to the image processor 223 . 
[ 0169 ] In Step S104 , the image processor 223 generates an 
estimated - location image on the basis of the millimeter 
wave image . Specifically , the image processor 223 performs 
processing similar to the processing performed by the image 
processor 465 in Step S51 of FIG . 9 to generate an esti 
mated - location image on the basis of the millimeter - wave 
image . The image processor 223 supplies the estimated 
location image to the object recognition section 224 . 
[ 0170 ] In Step S105 , the object recognition section 224 
performs processing of recognizing a target object on the 
basis of the captured image and the estimated - location 
image . Specifically , the object recognition section 224 
inputs , to the object recognition model 351 , input data 
including four - channel image data that are the R image , the 
G image , the B image , and the estimated - location image . 
The object recognition model 351 performs processing of 
recognizing a target object situated ahead of the vehicle 10 
on the basis of the input data . 
[ 0171 ] The object recognition section 224 supplies data 
indicating a result of recognizing the target object to , for 
example , the self - location estimator 132 ; the map analyzer 
151 , the traffic - rule recognition section 152 , and the state 
recognition section 153 of the state analyzer 133 ; and the 
emergency event avoiding section 171 of the movement 
controller 135 . 
[ 0172 ] On the basis of , for example , the result of recog 
nizing the target object , the self - location estimator 132 
performs a process of estimating a location , a posture , and 
the like of the vehicle 10 . 
[ 0173 ] On the basis of , for example , the result of recog 
nizing the target object , the map analyzer 151 performs a 

process of analyzing various maps stored in the storage 111 , 
and constructs a map including information necessary for an 
automated driving process . 
[ 0174 ] On the basis of , for example , the result of recog 
nizing the target object , the traffic - rule recognition section 
152 performs a process of recognizing traffic rules around 
the vehicle 10 . 
[ 0175 ] On the basis of , for example , the result of recog 
nizing the target object , the state recognition section 153 
performs a process of recognizing a state of the surroundings 
of the vehicle 10 . 
[ 0176 ] When the emergency event avoiding section 171 
detects the occurrence of an emergency event on the basis of , 
for example , the result of recognizing the target object , the 
emergency event avoiding section 171 plans movement of 
the vehicle 10 such as a sudden stop or a quick turning for 
avoiding the emergency event . 
[ 0177 ] Thereafter , the process returns to Step S101 , and 
the processes of and after Step S101 are performed . 
[ 0178 ] The accuracy in recognizing a target object situated 
ahead of the vehicle 10 can be improved as described above . 
[ 0179 ] FIG . 12 is a radar chart of comparison in properties 
of recognizing a target object between the case of only using 
the camera 201 ( the image sensor 201A ) , the case of only 
using the millimeter - wave radar 202 , and the case of using 
both the camera 201 and the millimeter - wave radar 202. A 
chart 601 illustrates properties of recognition performed in 
the case of only using the camera 201. A chart 602 illustrates 
properties of recognition performed in the case of only using 
the millimeter - wave radar 202. A chart 603 illustrates prop 
erties of recognition performed in the case of using both the 
camera 201 and the millimeter - wave radar 202 . 
[ 0180 ] This radar chart is defined by six axes of distance 
accuracy , non - interference performance , independence from 
material , bad weather , nighttime driving , and horizontal 
angular resolution . 
[ 0181 ] The axis of the distance accuracy represents an 
accuracy in detecting a distance to an object . This axis 
exhibits a larger value if the degree of accuracy in detecting 
a distance to an object is higher , and exhibits a smaller value 
if the degree of accuracy in detecting a distance to an object 
is lower . 
[ 0182 ] The axis of a non - interference performance repre 
sents a state of being less susceptible to interference from 
other electromagnetic waves . This axis exhibits a larger 
value in a state of being less susceptible to interference from 
other electromagnetic waves , and exhibits a smaller value in 
a state of being more susceptible to the interference from 
other electromagnetic waves . 
[ 0183 ] The axis of an independence from material repre 
sents whether the accuracy in recognition is less affected by 
the type of material . This axis exhibits a larger value if the 
degree of accuracy in recognition is less affected by the type 
of material , and exhibits a smaller value if the degree of 
accuracy in recognition is more greatly affected by the type 
of material . 
[ 0184 ] The axis of bad weather represents the accuracy in 
recognizing an object during bad weather . This axis exhibits 
a larger value if the degree of accuracy in recognizing an 
object during bad weather is higher , and exhibits a smaller 
value if the degree of accuracy in recognizing an object 
during bad weather is lower . 
[ 0185 ] The axis of a nighttime driving represents the 
accuracy in recognizing an object during a nighttime driv 
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reflected off an object other than a target object situated 
ahead of the vehicle 10 ( that is , a component unnecessary to 
perform processing of recognizing the target object ) . Thus , 
the use of an estimated - location image results in improving 
the accuracy in recognizing a target object . 

a 2. Second Embodiment 

ing . This axis exhibits a larger value if the degree of accuracy in recognizing an object during a nighttime driving 
is higher , and exhibits a smaller value if the degree of 
accuracy in recognizing an object during a nighttime driving 
is lower . 
( 0186 ] The axis of a horizontal angular resolution repre 
sents a horizontal ( lateral ) angular resolution in a location of 
a recognized object . This axis exhibits a larger value if the 
horizontal angular resolution is higher , and exhibits a 
smaller value if the horizontal angular resolution is lower . 
[ 0187 ] The camera 201 is superior to the millimeter - wave 
radar 202 in the items of a non - interference performance , an 
independence from material , and a horizontal angular reso 
lution . On the other hand , the millimeter - wave radar 202 is 
superior to the camera 201 in the items of the distance 
accuracy , the accuracy in recognition during bad weather , 
and the accuracy in recognition during a nighttime driving . 
Thus , when both the camera 201 and the millimeter - wave 
radar 202 are used to fuse recognition results , this makes it 
possible to compensate for weaknesses of each other . This 
results in improving the accuracy in recognizing a target 
object . 
[ 0188 ] For example , A of FIG . 13 illustrates an example of 
a recognition result obtained when processing of recogniz 
ing a vehicle is performed only using the camera 201 , and 
B of FIG . 13 illustrates an example of a recognition result 
obtained when the processing of recognizing a vehicle is 
performed using both the camera 201 and the millimeter 
wave radar 202 . 
[ 0189 ] In both cases , vehicles 621 to 623 are recognized . 
When only the camera 201 is used , this results in failing in 
recognizing a vehicle 624 that is partially hidden behind the 
vehicles 622 and 623. On the other hand , when both the 
camera 201 and the millimeter - wave radar 202 are used , this 
results in successfully recognizing the vehicle 624 . 
[ 0190 ] For example , A of FIG . 14 illustrates an example of 
a recognition result obtained when processing of recogniz 
ing a vehicle is performed only using the camera 201 , and 
B of FIG . 14 illustrates an example of a recognition result 
obtained when the processing of recognizing a vehicle is 
performed using both the camera 201 and the millimeter 
wave radar 202 . 
[ 0191 ] In both cases , a vehicle 641 is recognized . When 
only the camera 201 is used , this results in failing in 
recognizing a vehicle 642 of a unique color that has a unique 
shape . On the other hand , when both the camera 201 and the 
millimeter - wave radar 202 are used , this results in success 
fully recognizing the vehicle 642 . 
[ 0192 ] Further , when processing of recognizing a target 
object is performed using an estimated - location image 
instead of a millimeter - wave image , this results in improving 
the accuracy in recognizing the target object . 
[ 0193 ] Specifically , a geometric transformation is per 
formed on a millimeter - wave image to obtain an estimated 
location image of which a coordinate system is matched to 
the coordinate system of a captured image , and the object 
recognition model 351 is caused to perform learning using 
the estimated - location image . This results in facilitating 
matching of each pixel of the captured image with a reflec 
tion point in the estimated - location image ( a point at which 
the intensity of a reception signal is high ) , and in improving 
the accuracy in learning . Further , in the estimated - location 
image , there is a reduction in a component of a reception 
signal that is included in the millimeter - wave image and 

[ 0194 ] Next , a second embodiment of the present technol 
ogy is described with reference to FIG . 15 . 
[ 0195 ] < Examples of Configurations of Data Acquisition 
Section 102B and Vehicle - Exterior - Information Detector 
141B > 
[ 0196 ] FIG . 15 illustrates examples of configurations of a 
data acquisition section 102B that is a second embodiment 
of the data acquisition section 102 in the vehicle control 
system 100 of FIG . 1 , and a vehicle - exterior - information 
detector 141B that is a second embodiment of the vehicle 
exterior - information detector 141 in the vehicle control 
system 100 of FIG . 1. Note that a portion in the figure that 
corresponds to a portion in FIG . 2 is denoted by the same 
reference numeral as FIG . 2 , and a description thereof is 
omitted as appropriate . 
[ 0197 ] The data acquisition section 102B is similar to the 
data acquisition section 102A in including the camera 201 
and the millimeter - wave radar 202 , and is different from the 
data acquisition section 102A in including LiDAR 701 . 
[ 0198 ] The vehicle - exterior - information detector 141B is 
different from the vehicle - exterior - information detector 
141A in including an information processor 711 instead of 
the information processor 211. The information processor 
711 is similar to the information processor 211 in including 
the image processor 221 , the signal processor 222 , and the 
image processor 223. On the other hand , the information 
processor 711 is different from the information processor 
211 in including an object recognition section 723 instead of 
the object recognition section 224 , and in that a signal 
processor 721 and an image processor 722 are added . 
[ 0199 ] The LiDAR 701 performs sensing with respect to 
a region situated ahead of the vehicle 10 , and sensing ranges 
of the LiDAR 701 and the camera 201 at least partially 
overlap . For example , the LiDAR 701 performs scanning 
with a laser pulse in the lateral direction and in the height 
direction with respect to the region situated ahead of the 
vehicle 10 , and receives reflected light that is a reflection of 
the laser pulse . The LiDAR 701 calculates a distance to an 
object situated ahead of the vehicle 10 on the basis of the 
time taken to receive the reflected light , and on the basis of 
a result of the calculation , the LiDAR 701 generates three 
dimensional group - of - points data ( point cloud ) that indi 
cates a shape and a location of the object situated ahead of 
the vehicle 10. The LiDAR 701 supplies the group - of - points 
data to the signal processor 721 . 
[ 0200 ] The signal processor 721 performs specified signal 
processing ( for example , interpolation processing or pro 
cessing of reduction in number ) with respect to the group 
of - points data , and supplies the image processor 722 with 
the group - of - points data on which the signal processing has 
been performed . 
[ 0201 ] The image processor 722 performs specified image 
processing on the group - of - points data to generate an esti 
mated - location image indicating an estimated location of a 
target object in a coordinate system identical to the coordi 
nate system of a captured image , as in the case of the image 
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processor 223. The image processor 722 supplies the esti 
mated - location image to the object recognition section 723 . 
[ 0202 ] Note that an image processing model similar to , for 
example , the image processing model 301 of FIG . 3 is used 
for the image processor 722 , although a detailed description 
thereof is omitted . The image processing model for the 
image processor 722 is caused to perform learning using 
training data that includes input data and correct answer 
data , the input data including group - of - points data , the 
correct answer data being generated on the basis of the 
captured image . 
[ 0203 ] Note that the estimated - location image generated 
by the image processor 223 on the basis of a millimeter 
wave image is referred to as a millimeter - wave - based esti 
mated - location image , and an estimated - location image gen 
erated by the image processor 722 on the basis of group 
of - points data is referred to as a group - of - points - based 
estimated - location image . 
[ 0204 ] The object recognition section 723 performs pro 
cessing of recognizing a target object situated ahead of the 
vehicle 10 on the basis of an R image , a G image , a B image , 
a millimeter - wave - based estimated - location image , and a 
group - of - points - based estimated - location image . The object 
recognition section 723 supplies data indicating a result of 
recognizing the target object to , for example , the self 
location estimator 132 ; the map analyzer 151 , the traffic - rule 
recognition section 152 , and the state recognition section 
153 of the state analyzer 133 ; and the emergency event 
avoiding section 171 of the movement controller 135 . 
[ 0205 ] Note that an object recognition model similar to , 
for example , the object recognition model 351 of FIG . 4 is 
used for the object recognition section 723 , although a 
detailed description thereof is omitted . The object recogni 
tion model for the object recognition section 723 is caused 
to perform learning using training data that includes input 
data and correct answer data , the input data including 
five - channel image data that are an R image , a G image , a 
B image , a millimeter - wave - based estimated - location 
image , and a group - of - points - based estimated - location 
image , the correct answer data being generated on the basis 
of a captured image . 
[ 0206 ] As described above , the addition of the LiDAR 701 
results in further improving the accuracy in recognizing a 
target object . 

[ 0210 ) The example of performing learning processing 
while generating training data has been described with 
reference to FIGS . 7 to 9. However , for example , learning 
processing may be performed after necessary training data is 
generated in advance . 
[ 0211 ] The example of recognizing a target object situated 
ahead of the vehicle 10 has been described above . However , 
the present technology is also applicable to the case of 
recognizing a target object situated around the vehicle 10 in 
another direction , as viewed from the vehicle 10 . 
[ 0212 ] Further , the present technology is also applicable to 
the case of recognizing a target object around a mobile 
object other than a vehicle . For example , it is conceivable 
that the present technology could be applied to a mobile 
object such as a motorcycle , a bicycle , personal mobility , an 
airplane , a ship , construction machinery , and agricultural 
machinery ( a tractor ) . Further , examples of the mobile object 
to which the present technology is applicable also include a 
mobile object , such as a drone and a robot , that is remotely 
operated by a user without the user getting on the mobile 
object . 
[ 0213 ] Furthermore , the present technology is also appli 
cable to the case of performing processing of recognizing a 
target object at a fixed place such as a monitoring system . 
[ 0214 ] Moreover , the image processing model 301 of FIG . 
3 and the object recognition model 351 of FIG . 4 are merely 
examples , and models other than the image processing 
model 301 and the object recognition model 351 that are 
generated by machine learning may also be used . 
[ 0215 ] Further , the present technology is also applicable to 
the case of performing processing of recognizing a target 
object by a camera ( an image sensor ) and LiDAR being used 
in combination . 
[ 0216 ] Furthermore , the present technology is also appli 
able to the case of using a sensor that detects an object and 
is other than a millimeter - wave radar and LiDAR . 
[ 0217 ] Further , the present technology is also applicable 
when a millimeter - wave radar has a resolving power in the 
height direction , that is , when a millimeter - wave radar is 
capable of detecting a location ( an angle ) in the height 
direction of an object . 
[ 0218 ] For example , when the resolving power of the 
millimeter - wave radar in the height direction is 6 , millime 
ter - wave images 801a to 801f corresponding to different 
heights are generated on the basis of millimeter - wave data , 
as illustrated in FIG . 16. In this case , for example , it is 
sufficient if the image processing model 301 may be caused 
to perform learning using training data that includes input 
data including six - channel image data 802 that are the 
millimeter - wave images 801a to 801f . 
[ 0219 ] Alternatively , for example , the millimeter - wave 
images 801a to 801f may be combined to generate a single 
millimeter - wave image , and the image processing model 
301 may be caused to perform learning using training data 
that includes input data including the generated millimeter 
wave image . 
[ 0220 ] Further , for example , a millimeter - wave image 822 
of B of FIG . 17 may be used instead of a millimeter - wave 
image 821 of A of FIG . 17 . 
[ 0221 ] In the millimeter - wave image 821 , an x - axis rep 
resents an angle of an object relative to the optical - axis 
direction of the millimeter - wave radar 202 , and a y - axis 
represents a distance to the object , as in the case of the 
millimeter - wave image 501 of FIG . 8 . 

3. Modifications 

[ 0207 ] Modifications of the embodiments of the present 
technology described above are described below . 
[ 0208 ] The example in which a vehicle is a recognition 
target has been primarily described above . However , as 
described above , any object other than a vehicle may be a 
recognition target . For example , it is sufficient if leaning 
processing is performed on the image processing model 301 
and the object recognition model 351 using training data that 
includes correct answer data indicating a location of a target object to be recognized . 
[ 0209 ] Further , the present technology is also applicable to 
the case of recognizing a plurality of types of objects . For 
example , it is sufficient if leaning processing is performed on 
the image processing model 301 and the object recognition 
model 351 using training data that includes correct answer 
data indicating a location and a label ( the type of target 
object ) of each target object . 
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[ 0222 ] On the other hand , in the millimeter - wave image 
822 , an x - axis represents the lateral direction ( the width 
direction of the vehicle 10 ) , and a y - axis represents the 
optical - axis direction of the millimeter - wave radar 202 ( the 
traveling direction of the vehicle 10 ) . In the millimeter - wave 
image 822 , a location of an object situated ahead of the 
vehicle 10 , and a distribution of the reflection intensity of 
each object , that is , a distribution of the intensity of a 
reception signal reflected off the object situated ahead of the 
vehicle 10 are given with a bird's - eye view . 
[ 0223 ] The millimeter - wave image 822 is generated on the 
basis of the millimeter - wave image 821 , and the use of the 
millimeter - wave image 822 makes it easier to visually grasp 
the location of an object situated ahead of the vehicle 10 , 
compared to when the millimeter - wave image 821 is used . 
However , a portion of information is lost when the milli 
meter - wave image 821 is transformed into the millimeter 
wave image 822. Thus , the degree of accuracy in recogniz 
ing a target object is higher when the millimeter - wave image 
821 is used without any change . 

4. Others 

provided via a wired or wireless transmission medium such 
as a local area network , the Internet , or digital satellite 
broadcasting 
[ 0232 ] In the computer 1000 , the program can be installed 
on the recording section 1008 via the input / output interface 
1005 by the removable medium 1011 being mounted on the 
drive 1010. Further , the program can be received by the 
communication section 1009 via the wired or wireless 
transmission medium to be installed on the recording section 
1008. Moreover , the program can be installed in advance on 
the ROM 1002 or the recording section 1008 . 
[ 0233 ] Note that the program executed by the computer 
may be a program in which processes are chronologically 
performed in the order of the description herein , or may be 
a program in which processes are performed in parallel or a 
process is performed at a necessary timing such as a timing 
of calling . 
[ 0234 ] Further , the system as used herein refers to a 
collection of a plurality of components ( such as apparatuses 
and modules ( parts ) ) and it does not matter whether all of the 
components are in a single housing . Thus , a plurality of 
apparatuses accommodated in separate housings and con 
nected to one another via a network , and a single apparatus 
in which a plurality of modules is accommodated in a single 
housing are both systems . 
[ 0235 ] Furthermore , the embodiment of the present tech 
nology is not limited to the examples described above , and 
various modifications may be made thereto without depart 
ing from the scope of the present technology . 
[ 0236 ] For example , the present technology may also have 
a configuration of cloud computing in which a single func 
tion is shared to be cooperatively processed by a plurality of 
apparatuses via a network . 
[ 0237 ] Further , the respective steps described using the 
flowcharts described above may be shared to be performed 
by a plurality of apparatuses , in addition to being performed 
by a single apparatus . 
[ 0238 ] Moreover , when a single step includes a plurality 
of processes , the plurality of processes included in the single 
step may be shared to be performed by a plurality of 
apparatuses , in addition to being performed by a single 
apparatus . 
[ 0239 ] < Example of Combination of Configurations > 
[ 0240 ] The present technology may also take the follow 
ing configurations . 
( 1 ) An information processing apparatus , including : 
[ 0241 ] an image processor that generates an estimated 
location image on the basis of a sensor image that indicates , 
in a first coordinate system , a sensing result of a sensor of 
which a sensing range at least partially overlaps a sensing 
range of an image sensor , the estimated - location image 
indicating an estimated location of a target object in a second 
coordinate system identical to a coordinate system of a 
captured image obtained by the image sensor ; and 
[ 0242 ] an object recognition section that performs pro 
cessing of recognizing the target object on the basis of the 
captured image and the estimated - location image . 
( 2 ) The information processing apparatus according to ( 1 ) , 
in which 
[ 0243 ] the image processor generates the estimated - loca 
tion image using an image processing model obtained by 
machine learning . 
( 3 ) The information processing apparatus according to ( 2 ) , 
in which 

[ 0224 ] < Example of Configuration of Computer > 
[ 0225 ] The series of processes described above can be 
performed using hardware or software . When the series of 
processes is performed using software , a program included 
in the software is installed on a computer . Here , examples of 
the computer include a computer incorporated into dedicated 
hardware , and a computer such as a general - purpose per 
sonal computer that is capable of performing various func 
tions by various programs being installed thereon . 
[ 0226 ] FIG . 18 is a block diagram of an example of a 
configuration of hardware of a computer that performs the 
series of processes described above using a program . 
[ 0227 ] In the computer 1000 , a central processing unit 
( CPU ) 1001 , a read only memory ( ROM ) 1002 , and a 
random access memory ( RAM ) 1003 are connected to one 
another through a bus 1004 . 
[ 0228 ] Further , an input / output interface 1005 is con 
nected to the bus 1004. An input section 1006 , an output 
section 1007 , a recording section 1008 , a communication 
section 1009 , and a drive 1010 are connected to the input / 
output interface 1005 . 
[ 0229 ] The input section 1006 includes , for example , an 
input switch , a button , a microphone , and an imaging 
element . The output section 1007 includes , for example , a 
display and a speaker . The recording section 1008 includes , 
for example , a hard disk and a nonvolatile memory . The 
communication section 1009 includes , for example , a net 
work interface . The drive 1010 drives a removable medium 
1011 such as a magnetic disk , an optical disk , a magneto 
optical disk , or a semiconductor memory . 
[ 0230 ] In the computer 1000 having the configuration 
described above , the series of processes described above is 
performed by the CPU 1001 loading , for example , a pro 
gram recorded in the recording section 1008 into the RAM 
1003 and executing the program via the input / output inter 
face 1005 and the bus 1004 . 
[ 0231 ] For example , the program executed by the com 
puter 1000 ( the CPU 1001 ) can be provided by being 
recorded in the removable medium 1011 serving as , for 
example , a package medium . Further , the program can be 
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[ 0244 ] the image processing model is caused to perform 
learning using training data that includes input data and 
correct answer data , the input data including the sensor 
image , the correct answer data indicating a location of the 
target object in the captured image . 
( 4 ) The information processing apparatus according to ( 3 ) , 
in which 
[ 0245 ] the correct answer data is a binary image that 
indicates a region , in the captured image , in which there 
exists the target object . 
( 5 ) The information processing apparatus according to ( 3 ) or 
( 4 ) , in which 
[ 0246 ] the image processing model is a model using a 
deep neural network . 
( 6 ) The information processing apparatus according to ( 5 ) , 
in which 
[ 0247 ] the image processing model includes 

[ 0248 ] a feature - amount extraction section that extracts 
a feature amount of the sensor image to generate a 
feature map indicating a distribution of the feature 
amount in the first coordinate system , 

[ 0249 ] a geometric transformation section that trans 
forms the feature map in the first coordinate system into 
the feature map in the second coordinate system , and 

[ 0250 ] a deconvolution section that deconvolves the 
feature map in the second coordinate system to gener 
ate the estimated - location image . 

( 7 ) The information processing apparatus according to any 
one of ( 1 ) to ( 6 ) , in which 
[ 0251 ] the objection recognition section performs the pro 
cessing of recognizing the target object using an objection 
recognition model obtained by machine learning . 
( 8 ) The information processing apparatus according to ( 7 ) , 
in which 
[ 0252 ] the object recognition model is caused to perform 
learning using training data that includes input data and 
correct answer data , the input data including the captured 
image and the estimated - location image , the correct answer 
data indicating a location of the target object in the captured 
image . 
( 9 ) The information processing apparatus according to ( 8 ) , 
in which 
[ 0253 ] the object recognition model is a model using a 
deep neural network . 
( 10 ) The information processing apparatus according to ( 9 ) , 
in which 
[ 0254 ] the object recognition model includes 

[ 0255 ] a first convolutional neural network that extracts 
feature amounts of the captured image and the esti 
mated - location image , and 

[ 0256 ] a second convolutional neural network that rec 
ognizes the target object on the basis of the feature 
amounts of the captured image and the estimated 
location image . 

( 11 ) The information processing apparatus according to any 
one of ( 1 ) to ( 10 ) , in which 
[ 0257 ] the image sensor and the sensor perform sensing 
with respect to surroundings of a mobile object , and 
[ 0258 ] the object recognition section performs the pro 
cessing of recognizing the target object in the surroundings 
of the mobile object . 

( 12 ) The information processing apparatus according to any 
one of ( 1 ) to ( 11 ) , in which 
[ 0259 ] the sensor includes a millimeter - wave radar , and 
[ 0260 ] the sensor image indicates a location of an object 
off which a transmission signal from the millimeter - wave 
radar is reflected . 
( 13 ) The information processing apparatus according to 
( 12 ) , in which 
[ 0261 ] the first coordinate system is defined by an axis that 
represents an angle to an optical - axis direction of the mil 
limeter - wave radar , and by an axis that represents a distance 
to the object . 
( 14 ) The information processing apparatus according to 
( 12 ) , in which 
[ 0262 ] the millimeter - wave radar has a resolving power in 
a height direction , and 
[ 0263 ] the image processor generates the estimated - loca 
tion image on the basis of a plurality of the sensor images 
corresponding to different heights . 
( 15 ) The information processing apparatus according to any 
one of ( 1 ) to ( 14 ) , in which 
[ 0264 ] the sensor includes light detection and ranging 
( LiDAR ) , and 
[ 0265 ] the sensor image is group - of - points data obtained 
by the LiDAR . 
( 16 ) An information processing method , including : 
[ 0266 ] generating , by an information processing appara 
tus , an estimated - location image on the basis of a sensor 
image that indicates , in a first coordinate system , a sensing 
result of a sensor of which a sensing range at least partially 
overlaps a sensing range of an image sensor , the estimated 
location image indicating an estimated location of a target 
object in a second coordinate system identical to a coordi 
nate system of a captured image obtained by the image 
sensor ; and 
[ 0267 ] performing , by the information processing appara 
tus , processing of recognizing the target object on the basis 
of the captured image and the estimated - location image . 
( 17 ) A program for causing a computer to perform a process 
including : 
[ 0268 ] generating an estimated - location image on the 
basis of a sensor image that indicates , in a first coordinate 
system , a sensing result of a sensor of which a sensing range 
at least partially overlaps a sensing range of an image sensor , 
the estimated - location image indicating an estimated loca 
tion of a target object in a second coordinate system identical 
to a coordinate system of a captured image obtained by the 
image sensor ; and 
[ 0269 ] performing processing of recognizing the target 
object on the basis of the captured image and the estimated 
location image . 
( 18 ) A mobile - object control apparatus , including : 
[ 0270 ] an image processor that generates an estimated 
location image on the basis of a sensor image that indicates , 
in a first coordinate system , a sensing result of a sensor of 
which a sensing range at least partially overlaps a sensing 
range of an image sensor that captures an image of sur 
roundings of a mobile object , the estimated - location image 
indicating an estimated location of a target object in a second 
coordinate system identical to a coordinate system of a 
captured image obtained by the image sensor ; 
[ 0271 ] an object recognition section that performs pro 
cessing of recognizing the target object on the basis of the 
captured image and the estimated - location image ; and 
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[ 0272 ] a movement controller that controls movement of 
the mobile object on the basis of a result of the recognition 
of the target object . 
( 19 ) A mobile object , including : 
[ 0273 ] an image sensor ; 
[ 0274 ] a sensor of which a sensing range at least partially 
overlaps a sensing range of the image sensor ; 
[ 0275 ] an image processor that generates an estimated 
location image on the basis of a sensor image that indicates 
a sensing result of the sensor in a first coordinate system , the 
estimated - location image indicating an estimated location of 
a target object in a second coordinate system identical to a 
coordinate system of a captured image obtained by the 
image sensor ; 
[ 0276 ] an object recognition section that performs pro 
cessing of recognizing the target object on the basis of the 
captured image and the estimated - location image ; and 
[ 0277 ] a movement controller that controls movement of 
the mobile object on the basis of a result of the recognition 
of the target object . 
[ 0278 ] Note that the effects described herein are not limi 
tative but are merely illustrative , and other effects may be 
provided . 

REFERENCE SIGNS LIST 

[ 0279 ] 10 vehicle 
[ 0280 ] 100 vehicle control system 
[ 0281 ] 102 , 102A , 102B data acquisition section 
[ 0282 ] 107 drivetrain controller 
[ 0283 ] 108 drivetrain system 
[ 0284 ] 135 movement controller 
[ 0285 ] 141 , 141A , 141B vehicle - exterior - information 

detector 
[ 0286 ] 201 camera 
[ 0287 ] 2014 image sensor 
[ 0288 ] 202 millimeter - wave radar 
[ 0289 ] 211 information processor 
[ 0290 ] 221 image processor 
[ 0291 ] 222 signal processor 
[ 0292 ] 223 image processor 
[ 0293 ] 224 object recognition section 
[ 0294 ] 301 image processing model 
[ 0295 ] 311 feature - amount extraction section 
[ 0296 ] 312 geometric transformation section 
[ 0297 ] 313 deconvolution section 
[ 0298 ] 351 object recognition model 
[ 0299 ] 361 feature - amount extraction section 
[ 0300 ] 362 recognition section 
[ 0301 ] 401 learning system 
[ 0302 ] 414 training data generator 
[ 0303 ] 415 learning section 
[ 0304 ] 451 learning system 
[ 0305 ] 466 training data generator 
[ 0306 ] 467 learning section 
[ 0307 ] 701 LiDAR 
[ 0308 ] 711 information processor 
[ 0309 ) 721 signal processor 
[ 0310 ] 722 image processor 
[ 0311 ] 723 object recognition section 

1. An information processing apparatus , comprising : 
an image processor that generates an estimated - location 

image on a basis of a sensor image that indicates , in a 
first coordinate system , a sensing result of a sensor of 
which a sensing range at least partially overlaps a 

sensing range of an image sensor , the estimated - loca 
tion image indicating an estimated location of a target 
object in a second coordinate system identical to a 
coordinate system of a captured image obtained by the 
image sensor ; and 

an object recognition section that performs processing of 
recognizing the target object on a basis of the captured 
image and the estimated - location image . 

2. The information processing apparatus according to 
claim 1 , wherein 

the image processor generates the estimated - location 
image using an image processing model obtained by 
machine learning . 

3. The information processing apparatus according to 
claim 2 , wherein 

the image processing model is caused to perform learning 
using training data that includes input data and correct 
answer data , the input data including the sensor image , 
the correct answer data indicating a location of the 
target object in the captured image . 

4. The information processing apparatus according to 
claim 3 , wherein 

the correct answer data is a binary image that indicates a 
region , in the captured image , in which there exists the 
target object . 

5. The information processing apparatus according to 
claim 3 , wherein 

the image processing model is a model using a deep 
neural network . 

6. The information processing apparatus according to 
claim 5 , wherein 

the image processing model includes 
a feature - amount extraction section that extracts a 

feature amount of the sensor image to generate a 
feature map indicating a distribution of the feature 
amount in the first coordinate system , 

a geometric transformation section that transforms the 
feature map in the first coordinate system into the 
feature map in the second coordinate system , and 

a deconvolution section that deconvolves the feature 
map in the second coordinate system to generate the 
estimated - location image . 

7. The information processing apparatus according to 
claim 1 , wherein 

the objection recognition section performs the processing 
of recognizing the target object using an objection 
recognition model obtained by machine learning . 

8. The information processing apparatus according to 
claim 7 , wherein 

the object recognition model is caused to perform learning 
using training data that includes input data and correct 
answer data , the input data including the captured 
image and the estimated - location image , the correct 
answer data indicating a location of the target object in 
the captured image . 

9. The information processing apparatus according to 
claim 8 , wherein 

the object recognition model is a model using a deep 
neural network . 
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10. The information processing apparatus according to 
claim 9 , wherein 

the object recognition model includes 
a first convolutional neural network that extracts fea 

ture amounts of the captured image and the esti 
mated - location image , and 

a second convolutional neural network that recognizes 
the target object on a basis of the feature amounts of 
the captured image and the estimated - location 
image . 

11. The information processing apparatus according to 
claim 1 , wherein 

the image sensor and the sensor perform sensing with 
respect to surroundings of a mobile object , and 

the object recognition section performs the processing of 
recognizing the target object in the surroundings of the 
mobile object . 

12. The information processing apparatus according to 
claim 1 , wherein 

the sensor includes a millimeter - wave radar , and 
the sensor image indicates a location of an object off 

which a transmission signal from the millimeter - wave 
radar is reflected . 

13. The information processing apparatus according to 
claim 12 , wherein 

the first coordinate system is defined by an axis that 
represents an angle to an optical - axis direction of the 
millimeter - wave radar , and by an axis that represents a 
distance to the object . 

14. The information processing apparatus according to 
claim 12 , wherein 

the millimeter - wave radar has a resolving power in a 
height direction , and 

the image processor generates the estimated - location 
image on a basis of a plurality of the sensor images 
corresponding to different heights . 

15. The information processing apparatus according to 
claim 1 , wherein 

the sensor includes light detection and ranging ( LiDAR ) , 
and 

the sensor image is group - of - points data obtained by the 
LiDAR . 

16. An information processing method , comprising : 
generating , by an information processing apparatus , an 

estimated - location image on a basis of a sensor image 
that indicates , in a first coordinate system , a sensing 
result of a sensor of which a sensing range at least 
partially overlaps a sensing range of an image sensor , 
the estimated - location image indicating an estimated 
location of a target object in a second coordinate system 
identical to a coordinate system of a captured image 
obtained by the image sensor ; and 

performing , by the information processing apparatus , 
processing of recognizing the target object on a basis of 
the captured image and the estimated - location image . 

17. A program for causing a computer to perform a 
process comprising : 

generating an estimated - location image on a basis of a 
sensor image that indicates , in a first coordinate system , 
a sensing result of a sensor of which a sensing range at 
least partially overlaps a sensing range of an image 
sensor , the estimated - location image indicating an esti 
mated location of a target object in a second coordinate 
system identical to a coordinate system of a captured 
image obtained by the image sensor ; and 

performing processing of recognizing the target object on 
a basis of the captured image and the estimated 
location image . 

18. A mobile - object control apparatus , comprising : 
an image processor that generates an estimated - location 

image on a basis of a sensor image that indicates , in a 
first coordinate system , a sensing result of a sensor of 
which a sensing range at least partially overlaps a 
sensing range of an image sensor that captures an 
image of surroundings of a mobile object , the esti 
mated - location image indicating an estimated location 
of a target object in a second coordinate system iden 
tical to a coordinate system of a captured image 
obtained by the image sensor ; 

an object recognition section that performs processing of 
recognizing the target object on a basis of the captured 
image and the estimated - location image ; and 

a movement controller that controls movement of the 
mobile object on a basis of a result of the recognition 
of the target object . 

19. A mobile object , comprising : 
an image sensor ; 
a sensor of which a sensing range at least partially 

overlaps a sensing range of the image sensor ; 
an image processor that generates an estimated - location 

image on a basis of a sensor image that indicates a 
sensing result of the sensor in a first coordinate system , 
the estimated - location image indicating an estimated 
location of a target object in a second coordinate system 
identical to a coordinate system of a captured image 
obtained by the image sensor ; 

an object recognition section that performs processing of 
recognizing the target object on a basis of the captured 
image and the estimated - location image ; and 

a movement controller that controls movement of the 
mobile object on a basis of a result of the recognition 
of the target object . 
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