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(54) Peer- �to-�peer network with paid uploaders

(57) A peer-�to- �peer network in which a respective up-
loaders is paid for uploading content in accordance with
a request for the content by a respective downloader.
More specifically, the respective uploader is paid an
amount determined in accordance with quality of service
factors committed to in advance of the uploading by the

respective uploader, quality of service factors actually
provided to the respective downloader by the respective
uploader or a quality of service requested by the respec-
tive downloader. A central system reconciles payment
from the respective uploader, to a respective downloader
and to a content rights holder.
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Description

BACKGROUND OF THE INVENTION

�[0001] Peer-�to-�peer (or P2P) networks are used to dis-
tribute files, such as audio, video or data files. A peer-�to-
peer networks primarily relies on the computer power
and bandwidth of the participants (or "peers") in the net-
work, rather than concentrating power and bandwidth in
a relatively low number of servers. For example, BIT
TORRENT is a company that provides peer-�to-�peer net-
work enabling technologies.
�[0002] Content rights holders need a way to distribute
their content. Therefore, some content rights holders are
interested in the use of a peer- �to-�peer network for this
purpose.
�[0003] However, content rights holders are concerned
about controlling their content in a world where perfect
digital copies can be made easily and then transmitted
around the world for free in seconds. Content rights hold-
ers fear that if consumers are given access to the content,
piracy will flourish and market share of the content rights
holders will be undermined. Therefore, content rights
holders are concerned about their content being availa-
ble in digital form. They may be especially concerned
when the content is available on a peer-�to-�peer network
where digital copies are easily made and distributed by
peers without control by, or compensation to, the content
rights holders.
�[0004] Therefore, to encourage distribution of content
on peer- �to-�peer networks, the interests of content rights
holders and peers should be more closely aligned. One
way to do this is to require peers that download content
to pay for it, and to also compensate peers for uploading
content. With this approach, uploading peers will have
an economic disincentive for distributing content for free
against the wishes of the content rights holders. Down-
loading peers will have an economic incentive to becom-
ing an uploading peer that gets compensated to distribute
the content that they previously downloaded.
�[0005] Peerlmpact.com is a peer- �to-�peer network with
compensates uploading peers and requires downloading
peers to pay for downloading content.
�[0006] However, there is a need for further refinement
of peer-�to-�peer networks to further align the interests of
the content rights holders and the peers, and to operate
the networks more efficiently.
�[0007] SUMMARY OF THE INVENTION
�[0008] Various embodiments of the present invention
provide, for example, a method for use with a peer-�to-
peer network connecting uploaders of content to down-
loaders of content, the method including paying a respec-
tive uploader for content uploaded by the respective up-
loader in accordance with a request for the content by a
respective downloader. The respective uploader is paid
an amount determined in accordance with quality of serv-
ice factors committed to in advance of the uploading by
the respective uploader, quality of service factors actually

provided to the respective downloader by the respective
uploader or a quality of service requested by the respec-
tive downloader.
�[0009] Various embodiments of the present invention
also provide, for example, a method for use with a peer-
to-�peer network connecting uploaders of content to
downloaders of content, the method including: (a) re-
questing content by a respective downloader; (b) upload-
ing content by a respective uploader in accordance with
the request by the respective downloader; (c) download-
ing the uploaded content by the respective downloader;
(d) communicating between a central system and the re-
spective uploader to provide the central system with in-
formation from the respective uploader relating to the up-
loading by the respective uploader; (e) communicating
between the central system and the respective down-
loader to provide the central system with information from
the respective downloader relating to the downloading
by the respective downloader; and (f) automatically rec-
onciling, by the central system, payment to the respective
uploader for the uploaded content, payment by the re-
spective downloader for the downloaded content and
payment to a content rights holder for the content up-
loaded by the respective uploader and downloaded by
the respective downloader, in accordance with the infor-
mation provided to the central system from the respective
uploader and the information provided to the central sys-
tem from the respective downloader, and thereby ensur-
ing that the payments are consistent with the actual up-
loading by the respective uploader and the actual down-
loading by the respective downloader. The payment to
the respective uploader is determined, for example, in
accordance with availability of the uploaded content on
the network in addition to quality of service factors com-
mitted to in advance of the uploading by the respective
uploader, quality of service factors actually provided to
the respective downloader by the respective uploader or
a quality of service requested by the respective down-
loader. Moreover, the availability of the uploaded content
is based, for example, on a number of copies of the up-
loaded content available on the network at a given time
and quality of service factors committed by the uploaders.
�[0010] Moreover, various embodiments of the present
invention provide, for example, a method for use with a
peer-�to-�peer network connecting uploaders of content to
downloaders of content, the method including requiring
a respective downloader to pay for content downloaded
by the respective downloader and provided by a respec-
tive uploader in accordance with a request for the content
by the respective downloader. The respective download-
er is required to pay an amount determined in accordance
with availability of the downloaded content on the network
and a quality of service requested by respective down-
loader in advance of the downloading. The availability of
the downloaded content is based, for example, on a
number of copies of the downloaded content available
on the network at a given time and quality of service fac-
tors committed by the uploaders.
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�[0011] Further, various embodiments of the present in-
vention provide, for example, a method for use with a
peer-�to-�peer network connecting uploaders of content
with downloaders of content, the method including (a)
obtaining commitments for quality of service factors from
the uploaders; and (b) communicating, by a central sys-
tem, with a respective downloader and a respective up-
loader in accordance with a request by the respective
downloader for content, to allow the respective uploader
to upload content and the respective downloader to
download content in accordance with the obtained com-
mitments to satisfy the request.
�[0012] In addition, embodiments of the present inven-
tion provide, for example, a method for use with a peer-
to-�peer network connecting uploaders of content with
downloaders of content, the method including (a) obtain-
ing commitments for quality of service factors from the
uploaders; (b) communicating, by a central system, with
a respective downloader and a respective uploader in
accordance with a request by the respective downloader
for streaming content at a quality of service selected by
the respective downloader, to allow the respective up-
loader to upload content and the respective downloader
to download content in accordance with the obtained
commitments to satisfy the request; (c) communicating
between a central system and the respective uploader
to provide the central system with information from the
respective uploader relating to the uploading by the re-
spective uploader; (d) communicating between the cen-
tral system and the respective downloader to provide the
central system with information from the respective
downloader relating to the downloading by the respective
downloader; and (e) reconciling, by the central system,
payment to the respective uploader for the uploaded con-
tent, payment by the respective downloader for the down-
loaded content and payment to a content rights holder
for the content uploaded by the respective uploader and
downloaded by the respective downloader, in accord-
ance with the information provided to the central system
from the respective uploader and the information provid-
ed to the central system from the respective downloader,
and thereby ensuring that the payments are consistent
with the actual uploading by the respective uploader and
the actual downloading by the respective downloader.
�[0013] Further, embodiments of the present invention
provide, for example, a method for use with a peer-�to-
peer network connecting uploaders of content to down-
loaders of content, the method comprising preseeding
uploaders with content.
�[0014] The above description is not intended to be ap-
plicable to every embodiment of the present invention.
Instead, the above description is intended as example
embodiments.
�[0015] BRIEF DESCRIPTION OF THE DRAWINGS
�[0016] Reference will now be made in detail to embod-
iments of the present invention, examples of which are
illustrated in the accompanying drawings.
�[0017] FIG. 1 is a diagram illustrating a process for

paying uploaders in a peer-�to-�peer network, according
to an embodiment of the present invention.
�[0018] FIG. 2 is a diagram illustrating a process for
paying uploaders in a peer-�to-�peer network, according
to an additional embodiment of the present invention.
�[0019] FIG. 3 is a diagram illustrating a process for
reconciling payments in a peer-�to- �peer network, accord-
ing to an embodiment of the present invention.
�[0020] FIG. 4 is a diagram illustrating a process for
reconciling payments in a peer-�to- �peer network, accord-
ing to an embodiment of the present invention.
�[0021] FIG. 5 is a diagram illustrating a more detailed
process for reconciling payments in a peer-�to-�peer net-
work, according to an additional embodiment of the
present invention.
�[0022] FIG. 6 is a diagram illustrating a process for
requiring a downloader to pay for a download, according
to an embodiment of the present invention.
�[0023] FIG. 7 is a diagram illustrating a process in
which commitments for quality of service factors are ob-
tained from uploaders in a peer- �to-�peer network, accord-
ing to an embodiment of the present invention.
�[0024] FIG. 8 is a diagram illustrating a process of in
which commitments for quality of service factors are ob-
tained from uploaders, and different offers are made to
downloaders, in a peer-�to-�peer network, according to an
additional embodiment of the present invention.
�[0025] FIG. 9 is a diagram illustrating preseeding in a
peer-�to-�peer network, according to an embodiment of the
present invention.
�[0026] FIG. 10 is a diagram illustrating the reconcilia-
tion of payments by a central system in a peer-�to-�peer
network, according to an embodiment of the present in-
vention.
�[0027] FIG. 11 is a diagram illustrating a process for
providing streaming video content via a peer-�to-�peer net-
work, according to an embodiment of the present inven-
tion.
�[0028] FIG. 12 is a specific example of the operation
of a peer-�to-�peer network, according to an embodiment
of the present invention.
�[0029] FIG. 13 is another specific example of the op-
eration of a peer- �to- �peer network, according to an em-
bodiment of the present invention.
�[0030] FIG. 14 is another specific example of the op-
eration of a peer- �to- �peer network, according to an em-
bodiment of the present invention.
�[0031] DETAILED DESCRIPTION OF THE PRE-
FERRED EMBODIMENTS
�[0032] FIG. 1 is a diagram illustrating a process for
paying uploaders in a peer-�to-�peer network, according
to an embodiment of the present invention. Referring now
to FIG. 1, in operation 30, uploaders of content are con-
nected to downloaders of content with a peer-�to-�peer net-
work. Here, "uploaders" are end users, or "peers", of the
peer-�to-�peer network who transmit the content, and
"downloaders" are end-�users, or "peers", of the peer-�to-
peer network who receives the content. The concepts of
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"uploaders", "downloaders" and "peers" in a peer- �to- �peer
network are known.
�[0033] Moreover, in various embodiments of the
present invention described herein, a respective upload-
er is described as uploading content requested by a re-
spective downloader. Depending on the requested con-
tent, one or more uploaders might be used to satisfy the
request. For example, a request for a large file (such as,
for example, a video file) might be satisfied by a plurality
of uploaders uploading segments or portions that togeth-
er satisfy the request. Therefore, although a respective
uploader may be described herein as satisfying a re-
quest, it should be understood that various embodiments
of the present invention as described herein are applica-
ble to situations in which a plurality of uploaders upload
content to satisfy a request for content by a downloader.
�[0034] Referring again to FIG. 1, from operation 30,
the process moves to operation 32, where a respective
uploader is paid for content uploaded by the respective
uploader in accordance with a request for the content by
a respective downloader. For example, the respective
uploader is paid an amount determined in accordance
with quality of service factors committed to in advance
of the uploading by the respective uploader. Or, the re-
spective uploader is paid in accordance with quality of
service factors actually provided to the respective down-
loader by the respective uploader. Alternatively, the re-
spective uploader is paid in accordance with a quality of
service requested by the respective downloader.
�[0035] As previously indicated, the downloaded con-
tent may be provided to the respective downloader by a
plurality of uploaders. For example, different uploaders
might upload different portions or segments of the con-
tent. The respective downloader downloads these differ-
ent portions or segments, and thereby obtains the entire
content. The above-�described ways of paying uploaders
applies to situations in which a single uploader uploads
content to satisfy a request by a downloader, or to situ-
ations in which a plurality of uploaders upload portions
or segments of the content to satisfy the request.
�[0036] Moreover, when a plurality of uploaders provide
content to satisfy a request, the payments to the respec-
tive uploaders might take into consideration an aggregate
quality of service actually received by the respective
downloader. For example, a respective uploader might
be paid in accordance with quality of service factors ac-
tually provided to the respective downloader by the re-
spective uploader, taking into consideration the aggre-
gate quality of service actually received by the respective
downloader. As an example, a respective uploader might
be paid a higher amount for provide specific quality of
service factors if the aggregate quality of service actually
provided to the respective downloader is high, as com-
pared to if the aggregate quality of service actually pro-
vided to the respective downloader is low. There are
many other ways to take into consider the aggregate
quality of service, and the present invention is not limited
to any particular way.

�[0037] Here, quality of service factors are factors which
affect the quality of service provided by an uploader or
received by a downloader. Quality of service factors in-
clude, for example, the amount of bandwidth provided
by the uploader, the amount of time that bandwidth is
provided by the uploader, the day that bandwidth is pro-
vided by the uploader, the time of day that bandwidth is
provided by the uploader, the amount of guaranteed up-
time by the uploader, etc. These are only examples of
quality of service factors. The present invention is not
limited to these examples.
�[0038] Therefore, as indicated above, the respective
uploader might be paid an amount determined in accord-
ance with quality of service factors committed to in ad-
vance of the uploading by the respective uploader. As
an example, the respective uploader might have guar-
anteed to provide a specific amount of bandwidth at a
specific time on a specific day. The respective uploader
might, for example, be compensated a higher amount if
the specific day is a day at which downloads are expected
to be higher than normal. The present invention is not
limited to any specific algorithm for determining compen-
sation based on the committed quality of service factors.
Many different algorithms can be used.
�[0039] Moreover, as indicated above, the respective
uploader might be paid in accordance with quality of serv-
ice factors actually provided to the respective downloader
by the respective uploader. The quality of service factors
actually provided might be different from those guaran-
teed in advance. For example, an uploader may actually
provide less bandwidth than originally guaranteed. In this
case, the payment to the uploader would reflect the qual-
ity of service factors that were actually provided. In some
embodiments, the uploader may be penalized if the qual-
ity of service factors actually provided were less than
committed. Such penalty might include, for example, a
reduction in payment for uploaded content or reductions
in future payments for future uploads. Therefore, the up-
loader is being paid in accordance with the extent to
which commitments for quality of service factors were
actually honored.
�[0040] In addition, as indicated above, the respective
uploader might be paid in accordance with a quality of
service requested by the respective downloader. For ex-
ample, a downloader might be offered the option of sev-
eral different bandwidths or times of day for downloading.
The uploader might be paid an amount determined in
accordance with an option selected by the downloader.
�[0041] In addition, as indicated in operation 32, a re-
spective uploader might also be paid in accordance with
other payment factors. Such other payment factors might
include, but are not limited to, for example, a membership
level or other marketing promotion, the geography of the
uploader and/or downloader, bandwidth availability for
content other than the specific content requested by the
respective downloader, age of the requested content, the
type of device on which the uploader and/or downloader
is operating (for example, whether the downloader is op-
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erating on a PDA or a PC), etc. There are many other
payment factors that can be used, and the present in-
vention is not limited to any specific payment factors.
Moreover, the use of such payment factors can be used
with other embodiments of the present invention de-
scribed herein.
�[0042] Therefore, generally, according to various em-
bodiments of the present invention, the uploader is paid
in accordance with factors other than those based solely
on what content was uploaded by the uploader or what
content was downloaded by the downloader.
�[0043] Therefore, as more specific examples, upload-
ers can be paid based on a variety of criterion including,
but not limited to: (1) the bandwidth with which they up-
load, (2) the time of day or week or month or year in which
their upload�(s) take place, (3) the amount of data which
they upload, (4) quality of service factors which they are
willing to commit, and the extend to which that commit-
ment is honored, (5) the amount that the downloader is
paying for the content, and (6) any combination of these
factors.
�[0044] As an example, if a respective uploader is will-
ing to commit to make a segment of a movie available
on short notice at high bandwidth during prime time and
delivers on this commitment, then that uploader might be
compensated more than another uploader who provides
just as much data but at a lower bandwidth or at a later
time, or even at the same bandwidth and time, but having
been unwilling to commit to doing so.
�[0045] In some embodiments of the present invention,
if a respective uploader fails to meet a commitment, then
penalties could be exacted. The failed commitment might
be based on service spread across some time period or
some number of uploads, segments or bits. Therefore,
as previously indicated, the uploader might be paid in
accordance with the extent to which commitments for
quality of service factors were actually honored.
�[0046] Uploaders might be paid (that is, compensat-
ed), for example, in the form of actual monies, or in the
form of credits that can be used for additional content or
other exchanges (in a manner similar to frequent flier
miles). There are many different types of consideration
that can be used to pay the uploader, and the present
invention is not limited to any specific type of considera-
tion. More specifically, the uploader is not limited to being
paid in money. Moreover, uploaders can be paid in a
different form than that paid by downloaders. For exam-
ple, downloaders may be required to pay in money,
whereas uploaders may be paid in credits.
�[0047] FIG. 2 is a diagram illustrating a process for
paying uploaders in a peer-�to-�peer network, according
to an additional embodiment of the present invention.
Referring now to FIG. 2, in operation 34, the payment to
the respective uploader is determined in accordance with
availability of the uploaded content on the network in ad-
dition to quality of service factors committed to in advance
of the uploading by the respective uploader, quality of
service factors actually provided to the respective down-

loader by the respective uploader or a quality of service
requested by the respective downloader. Moreover, as
with other embodiments of the present invention de-
scribed herein, the uploader can be also paid in accord-
ance with other payment factors as described with refer-
ence to operation 32 in FIG. 1.
�[0048] The availability of the uploaded content is
based, for example, on a number of copies of the upload-
ed content available on the network at a given time. The
availability of the uploaded content might also be based
on quality of service factors committed by the uploaders.
For example, availability might be based on the number
of copies available during a specific time period on a spe-
cific day, taking into consideration the amount of band-
width committed by the uploaders during that specific
time period on that specific day. However, there are other
ways to determine the availability of the uploaded con-
tent, and the present invention is not limited to any par-
ticular way.
�[0049] Therefore, according to embodiments of the
present invention, supply and demand on the network
can be effectively managed, and behavior of the upload-
ers and downloaders can be effectively managed, by
managing the compensation paid to the uploaders and
setting the required payments for downloads by the
downloaders. Embodiments of the present invention as
described herein are much more effective in such man-
agement as compared to simply paying a fixed amount
to uploaders for uploading content and setting a fixed
amount that downloaders are required to pay for down-
loading content.
�[0050] In a peer-�to-�peer network in which uploaders
are paid for uploading content, it is important to accurately
reconcile payments from downloaders, payments to up-
loaders, and payments to content rights holders.
�[0051] For example, FIG. 3 is a diagram illustrating a
process for reconciling payments in a peer-�to-�peer net-
work, according to an embodiment of the present inven-
tion. The process in FIG. 3 is similar to the process in
FIG. 1, but includes operation 36 of reconciling, by a cen-
tral system, payment to the respective uploader for the
uploaded content, payment by respective downloader for
the downloaded content, and payment to a content rights
holder for the content uploaded by the respective upload-
er and downloaded by the respective downloader. Op-
eration 36 ensures that the payments are consistent with
the actual uploading by the respective uploader and the
actual downloading by the respective downloader. More
specifically, operation 36 ensures that payments are con-
sistent with the actual transaction that occurred.
�[0052] For example, when uploaders A, B and C have
uploaded content that is downloaded by a downloader
D, each uploader A, B and C will send the central system
information about, for example, what content was up-
loaded by the respective uploader, when the content was
uploaded by the respective uploader, at what bandwidth
the content uploaded by the respective uploader, and
what was the distribution over time of the content upload-
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ed by the respective uploader. Uploaders A, B and C may
send a subset of this information, or some portion of this
information with additional information. Of course, these
are only examples of information sent to the central sys-
tem, and embodiments of the present invention are not
limited in any way to this particular information.
�[0053] Downloader D will also send analogous infor-
mation to the central system. The central system will then
compare the information from the uploaders A, B and C,
and from the downloader D, and then allocate payments
accordingly. Although information relating to commit-
ments for quality of service factors may be shared be-
tween uploaders A, B and C and the downloader D, in
some embodiments such information will only be ex-
changed between the central system and the uploaders.
�[0054] In addition, in various embodiments of the
present invention, the central system might receive pay-
ment for services provided by the central system.
�[0055] For example, FIG. 4 is a diagram illustrating a
process for reconciling payments in a peer-�to-�peer net-
work, according to an embodiment of the present inven-
tion. The process in FIG. 4 is similar to the process in
FIG. 3, but includes, in operation 38, reconciling, by a
central system, payment to the central system. This pay-
ment may come from the downloaders, from the upload-
ers and/or from the content providers. As an example,
the central system might receive a small percentage of
the amounts paid by downloaders. However, the present
invention is not limited to this example, and there are
many ways to compensate the central system.
�[0056] In various embodiments of the present inven-
tion, the central system can, for example, track many
factors and vary both the amount that uploaders are paid,
the amount that downloaders are required to pay, and
even potentially the amount that content rights holders
are paid. These factors, which can be used in any com-
bination, might include but are not limited to:
�[0057] �(1) The resolution (that is, "technical quality")
of the content. For example, a downloader may be re-
quired to pay more for higher resolution content. Pay-
ments to the uploader and the content rights holder might
be adjusted accordingly.
�[0058] �(2) The time of day, week, month or year in
which the uploading by the uploader and the downloading
by the downloader takes place. This is most applicable
to streaming video-�on- �demand (VOD). In this case, the
downloader might be required, for example, to pay more
to watch a movie streamed in "prime time" than at some
other time. Payments to the uploader and the content
rights holder might be adjusted accordingly.
�[0059] �(3) The supply/ �demand ratio of the content. For
example, a downloader might be required to pay more
for content that is in high demand, and less for content
that is in low demand. Payments to the uploader and the
content rights holder might be adjusted accordingly.
�[0060] �(4) The supply/ �demand ratio of bandwidth in the
network at the time a download request is made or the
content is delivered. For example, if the supply of band-

width is low, the uploader might be paid higher for up-
loading content as compared to when the supply of band-
width is high. Payments required by the downloader and
the content rights holder might be adjusted accordingly.
�[0061] �(5). The overall level of demand, independently
of the supply. For example, when demand for content is
high, a downloader might be required to pay more as
compared to when the demand for that content is low.
Payments to the uploader and the content rights holder
might be adjusted accordingly.
�[0062] �(6) The age of the content. The age might be
computed since, for example, its initial release. For ex-
ample, a downloader might be required to pay less for
older content. Payments to the uploader and the content
rights holder might be adjusted accordingly.
�[0063] �(7) The individual uploader and/or downloader,
or their demographic or geographic type. Payments to/
from other parties might be adjusted accordingly.
�[0064] �(8) The fraction and portion of the content de-
sired. For example, downloaders may only want specific
segments of a movie. These downloaders might be re-
quired to pay less for downloading only a specific seg-
ments as opposed to the entire content file. Payments to
the uploader and the content rights holder might be ad-
justed accordingly.
�[0065] �(9) The device onto which the content is being
loaded. For example, a downloader might be required to
pay different amounts based on whether the content is
downloaded to a TV or a handheld personal digital as-
sistant (PDA). Payments to the uploader and the content
rights holder might be adjusted accordingly. Of course,
embodiments of the present invention are not limited to
any particular device.
�[0066] �(10) The format of the data. For example, a
downloader might be required to pay different amounts,
and an uploader might be compensated different
amounts, for data in .wmv format verses .rm format. Pay-
ments to the content rights holder might be adjusted ac-
cordingly. Of course , embodiments of the present inven-
tion are not limited to any particular format.
�[0067] �(11) Whether additional components of the con-
tent data stream are provided, such as, but not limited
to, (a) subtitles, (b) 5.1 sound versus simple stereo, (c)
special features such as interviews, "making of" docu-
mentaries, etc., (d) content in editable format. Payments
to each of the parties might be adjusted accordingly.
�[0068] �(12) Usage and re-�usage rights. Payments to
each of the parties might be adjusted accordingly.
�[0069] Of course, embodiments of the present inven-
tion are not limited to the above-�described factors or ex-
amples. Moreover, each transaction for an upload and
corresponding download would typically involve an up-
loader, a downloader, a content rights holders and the
central system. The above-�described factors could be
applied to determine payments to/�from each of these par-
ties. For example, as indicated above, a downloader
might be required to pay more for content that is in high
demand, and less for content that is in low demand. Con-

9 10 



EP 1 898 599 A2

7

5

10

15

20

25

30

35

40

45

50

55

versely,� the uploader might be paid more to upload con-
tent that is in high demand, and less for content that is
in low demand. Similarly, the content rights holder might
be paid more for content that is in high demand, and less
for content that is in low demand. A percentage paid to
the central system might be higher for content that is in
high demand, and less for content that is in low demand.
These types of incentives can help balance supply and
demand on the network.
�[0070] Algorithms could easily be developed based on
the above- �described factors to determine payments from
the downloaders, payments to the uploaders, payments
to the content rights holders, and payments to the central
system. As a simple example of an algorithm, a down-
loader might be required to pay $5 to download a movie
on a Sunday, but only $4 to download the same movie
on a Monday. Of the paid amount, 90% might go to the
content rights holder, 8% might go to a single uploader
that uploaded the entire movie or be shared among all
uploaders that participated in uploading the move, and
2% might go to the central system. Of course, this is only
one example of an algorithm, and the present invention
is not intended to be limited in any way by this example.
�[0071] For example, there are various different ways
in which payment to the content rights holders can be
determined to encourage certain economic activity.
�[0072] The following are possible examples for use in
formulating algorithms which may be beneficial from the
point of view of content rights holders:
�[0073] �(1) The content rights holders receive a fixed
payment for each download of content.
�[0074] �(2) Implement an ASCAP model where the pop-
ularity/ �significance of a work would automatically credit
the content rights holder with higher/ �different rates of
payment.
�[0075] �(3) Implement models that leverage the central
control of the central system, to determine the amount
of payment required by a downloader and from which the
content rights holder receives payment. For example, the
downloader might be required to pay more during peak
hours (e.g., prime time), more for ad free content, more
for different resolutions, etc.
�[0076] �(4) Implement profit sharing for sampling. For
example, end users ("peers") could generate a collage
of content or generate original content using pieces of
existing content combined with original content (sam-
pling). Instead of having to pay onerous licensing fees,
the end users could take advantage of a licensing system
in which their revenues would be automatically shared
with the originator of the content segments. For example,
if someone used a clip from a specific movie in their work,
then $0.02 of every $1 they receive in revenue might go
to the owner of the intellectual property rights of the mov-
ie.
�[0077] The following are possible examples for use in
formulating algorithms which may be beneficial from the
point of view of uploaders:
�[0078] �(1) Share content and make money or made

credits (analogous to frequent flier miles) to be applied
to additional content acquisition. These credits can gen-
erate an entire secondary market.
�[0079] �(2) Some content holders have a strong agenda
and are more concerned about getting their content wide-
ly distributed than they are about generating revenue.
Such a content holder may be willing to pay uploaders a
greater portion of the downloaders payment in order to
get content on many machines for efficient and rapid
downloading. This will have a different set of performance
and economic characteristics than merely reducing the
price of a download. A related strategy would be to have
a low price for the first N downloads where N is an integer
larger enough to "seed" the community of uploaders. Fi-
nally, the price may be a function of the number of pre-
vious downloads and other factors (such as the date,
demand fluctuation, etc.) so that some optimization of
revenue can be realized.
�[0080] �(3) Uploaders may want to scour the Internet
with "bots" to find the best return on investment (ROI) for
content. An uploader can then determine what content
is likely to make the uploader the most money if the up-
loader provides it, independent of the uploader’s person-
al interest in that content, or weighed against the upload-
ers interest in that content. This will help dynamically bal-
ance out the supply with the demand. The next level in
this reasoning is to have the uploader’s bot present the
uploader with several things that the uploader could
downloader and decide which the uploader would be
most interested in viewing and then hosting.
�[0081] The following are possible examples for use in
formulating algorithms which may be beneficial from the
point of view of central system:
�[0082] �(1) The central system might receive small li-
cense fees from the content rights holders. The central
system might prefer to become as small and transparent
as possible. The central system might be seen as being
similar to an ASCAP or a BMI that pays for operating
costs.
�[0083] �(2) The central system might get paid to provide
some kind of ad insertion in, before, or after content.
�[0084] �(3) The central system might receive a small
cut of the proceeds paid by the downloaders. The central
system might charge content rights holders for participa-
tion and/or charge end users ("peers", such as uploaders
and/or downloaders) for participation. This might involve
taking some small portion of the payments to the upload-
ers (that is, the uploaders’ distribution fees).
�[0085] �(4) The central system might leverage the net-
work’s distribution capacity for grid computing applica-
tions that is then sold/�rented.
�[0086] �(5) The central system might use search and
retrieval services as a revenue generator, similar to
GOOGLE or YAHOO.
�[0087] �(6) The central system might place ads in pro-
gram guides. Basically this amounts to providing meta-
data and stuffing it with advertisements.
�[0088] �(7) The central system might charge extra if it
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provides enough connections to stream instead of just
downloading, or if it simply supports downloading at cer-
tain speeds.
�[0089] �(8) The central system might implement ad tar-
geting based upon user behavior.
�[0090] �(9) The central system might charge for place-
ment of content onto hard drives so that distribution can
be expedited. The central system can, for example, place
pieces of content on end-�user drives without end-�user
involvement. This can be done as a background task so
as not to interfere with the end-�users’ experience. This
placement will help ensure that there are enough copies
available for fast downloading or even streaming when
the content is made publicly available. A fee could be
legitimately charged (of the content rights holders) for
this distribution service.
�[0091] In some embodiments of the present invention,
only the uploaders or only the downloader need to com-
municate with the central system, to thereby reduce the
number of communications with the central system. The
other party�(s) information would typically be encrypted
in such a way that the central system could decrypt it.
For example, the encrypted information would be passed
from the party that does not communicate with the central
system to the party (or possibly more than one other par-
ty) that communicates with the central system, � to be re-
layed to the central system. While encryption may be
desirable, it is not necessary for information to be en-
crypted.
�[0092] Accordingly, uploaders and downloaders have
their provision and consumption corroborated by the oth-
er party. This corroboration is part of the reconciliation
process that then plays out in the compensation process.
�[0093] For example, FIG. 5 is a diagram illustrating a
more detailed process for reconciling payments in a peer-
to- �peer network, according to an additional embodiment
of the present invention.
�[0094] Referring now to FIG. 5, in operation 40, com-
munication is performed between a central system and
a respective uploader to provide the central system with
information from the respective uploader relating to the
uploading by the respective uploader. Such information
might include, for example, what specific content was
uploaded, what day the content was uploaded, what time
of the day the content was uploaded, what amount of
bandwidth was provided for the upload by the uploader,
etc. However, these are only examples of what informa-
tion might be provided to the central system from the
uploader, and the present invention is not limited to any
particular type of information.
�[0095] From operation 40, the process moves to op-
eration 42, where communication is performed between
the central system and the respective downloader to pro-
vide the central system with information from the respec-
tive downloader relating to the downloading by the re-
spective downloader. Such information might include, for
example, what specific content was downloaded, what
day the content was downloaded, what time of the day

the content was downloaded, what amount of bandwidth
was used by the downloader for the download, etc. How-
ever, these are only examples of what information might
be provided to the central system from the downloader,
and the present invention is not limited to any particular
type of information.
�[0096] Although operation 42 is shown after operation
42, the order of these operations may be reversed, or
the operations may be performed simultaneously.
�[0097] From operation 42, the process moves to op-
eration 44, where the central system reconciles payment
to the respective uploader for the uploaded content, pay-
ment by the respective downloader for the downloaded
content and payment to a content rights holder for the
content uploaded by the respective uploader and down-
loaded by the respective downloader. The reconciliation
is performed in accordance with the information provided
to the central system from the respective uploader and
the information provided to the central system from the
respective downloader. Such payments would typically
be made electronically by the central system. However,
the present invention is not limited to electronic payment
from or into accounts of the respective uploader, the re-
spective downloader and the content rights holder. More-
over, the present invention is not limited to electronic pay-
ment into separate accounts. Instead, there are many
ways to make payments, and the present invention is not
limited to any particular way.
�[0098] Therefore, in operation 44, the central system
ensures that the payments are consistent with the actual
uploading by the respective uploader and the actual
downloading by the respective downloader by checking
the information provided to the central system from the
uploader in operation 40 and from the downloader in op-
eration 42.
�[0099] As an example, the information provided to the
central system by the respective uploader might indicate
that 10 Mb of data was uploaded on August 1, 2006, at
approximately 10:�00 pm. The central system can then
check to determine whether the information provided to
the central system from the respective downloader is
consistent with that provided by the respective uploader.
If the information is consistent, the central system can
then make or authorize the appropriate payments.
�[0100] Reconciliation would typically be performed au-
tomatically by the central system. Throughout this appli-
cation, "automatically" indicates that a process is per-
formed in an automated manner by computers without
human intervention. For example, reconciliation would
typically be performed automatically by a central system.
However, in some embodiments, if there is a problem in
reconciling the payments, then human intervention may
be involved. As an example, if the information provided
to the central system from the downloader in operation
42 is not sufficiently consistent with the information pro-
vided to the central system from the uploader in operation
40, the central system may require human assistance to
resolve discrepancies. For example, the central system

13 14 



EP 1 898 599 A2

9

5

10

15

20

25

30

35

40

45

50

55

may send a notice to the downloader and/or the uploader
to telephone a customer assistance representative to re-
solve problems. However, there are many ways in which
humans can be involved in the reconciliation of pay-
ments, and the present invention is not limited to any
particular way.
�[0101] Various embodiments of the present invention
are described herein as relating to paying an uploader.
This uploader is only one party to a transaction. However,
each transaction has at least one other party, such as a
downloader, a content rights holder and/or a central serv-
er which must pay or be paid or make a payment. Al-
though all viewpoints of a transaction with respect to each
of these parties might not be explicitly described herein,
such viewpoints would be implicit in various embodi-
ments of the present invention.
�[0102] For example, whereas FIGS. 1-5 are generally
directed from the point of view of paying of an uploader,
FIG. 6 is a diagram illustrating a process for requiring a
downloader to pay for a download, according to an em-
bodiment of the present invention.
�[0103] Referring now to FIG. 6, in operation 50, up-
loaders of content are connected to downloaders of con-
tent via a peer-�to-�peer network.
�[0104] From operation 50, the process moves to op-
eration 52, where a respective downloader is required to
pay for content downloaded by the respective download-
er and provided by a respective uploader in accordance
with a request for the content by the respective down-
loader. As indicated in operation 54, the respective down-
loader is required to pay an amount determined, for ex-
ample, in accordance with availability of the downloaded
content on the network and a quality of service requested
by respective downloader in advance of the downloading.
The availability of the downloaded content is based, for
example, on a number of copies of the downloaded con-
tent available on the network at a given time and quality
of service factors committed by the uploaders.
�[0105] However, there are many different ways to de-
termine an amount a downloader is required to pay, and
the present invention is not limited to any particular way.
Moreover, there are many different ways to determine
availability of the downloaded content, and the present
invention are not limited to any particular way.
�[0106] Embodiments of the present invention can be
applied to peer-�to- �peer networks used to distribute any
types of files, including audio, video or data files. How-
ever, the distribution of video files poses especially diffi-
cult problems and challenges, due to the size of such
files.
�[0107] For example, many types of conventional peer-
to-�peer networks require a file to be entirely downloaded
before the file can be used. This makes real-�time viewing,
or "streaming", of video content (or even audio content)
impractical. This requirement of many types of conven-
tional peer- �to-�peer networks is due to limitations on reli-
able bandwidth and on the availability of segments of
content needed. Moreover, in some conventional peer-

to-�peer networks, files are downloaded based on avail-
ability, but not necessarily in the order in which they would
appear in the completed file. Such out-�of-�order down-
loading of files can cause problems with streaming video
content, especially with video-�on-�demand (VOD) stream-
ing video content.
�[0108] According to embodiments of the present in-
vention, these problems can be solved by obtaining com-
mitments for quality of service factors from uploaders
and/or offering downloaders different downloading op-
tions in accordance with the commitments, to thereby
effectively manage the uploading and downloading of
video content.
�[0109] For example, FIG. 7 is a diagram illustrating a
process in which commitments for quality of service fac-
tors are obtained from uploaders in a peer- �to- �peer net-
work, according to an embodiment of the present inven-
tion. Referring now to FIG. 7, in operation 56, uploaders
of video content are connected with downloaders of video
content via a peer-�to-�peer network.
�[0110] From operation 56, the process moves to op-
eration 58, where commitments for quality of service fac-
tors are obtained from the uploaders. For example, a
central system might obtain commitments from upload-
ers to, for example, provide specific content at a specific
bandwidth during a specific time on a specific day. Of
course, these are only examples of quality of service fac-
tors, and the present invention is not limited to any spe-
cific examples.
�[0111] Although operation 58 is shown after operation
56, the order of these operations can be reversed.
�[0112] From operation 58, the process moves to op-
eration 60, where the central system communicates with
a respective downloader and a respective uploader in
accordance with a request by the respective downloader
for video content, to allow the respective uploader to up-
load video content and the respective downloader to
download video content in accordance with the obtained
commitments to satisfy the request. For example, the
central system uses its knowledge to direct the respective
uploader to a respective downloader that can satisfy the
request, based on the obtained commitments.
�[0113] In various embodiments of the present inven-
tion, the central system will also know the demand for
specific content based, for example, on requests from
downloaders. Therefore, in various embodiments of the
present invention, the central system would have enough
information to sufficiently determine supply and demand
on the network. For example, the central system might
be able to determine the supply and demand conditions
for specific content during a specific time on a specific
day. As a more detailed example, the central system
could combine its knowledge of (1) how many segments
of a specific content are available, (2) the current demand
for each content segment, (3) the bandwidth available
for distributing each content segment, and (4) how far
from initiation of content utilization those segments would
be needed. For example, segments at the beginning of
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a movie might be needed right away in order to start
streaming the movie, whereas segments from later in the
movie could be received more slowly. Of course; this is
only an example of information which might be known to
a central system, and the present invention is not limited
to any specific example and any specific type of knowl-
edge.
�[0114] Based on the knowledge of the central system,
the central system can make appropriate offers to down-
loaders to balance supply and demand on the network.
�[0115] For example, FIG. 8 is a diagram illustrating a
process of in which commitments for quality of service
factors are obtained from uploaders, and different offers
are made to downloaders, in a peer- �to- �peer network, ac-
cording to an additional embodiment of the present in-
vention. Referring now to FIG. 8, in operation 62, upload-
ers of video content are connected with downloaders of
video content via a peer-�to-�peer network.
�[0116] From operation 62, the process moves to op-
eration 64, where commitments for quality of service fac-
tors are obtained from the uploaders by, for example, a
central system. Although operation 64 is shown after op-
eration 62, the order of these operations could be re-
versed.
�[0117] From operation 64, the process moves to op-
eration 66, where a respective downloader is offered dif-
ferent quality of service options for downloading video
content requested by the downloader. The offer is made,
for example, by the central system.
�[0118] For example, as indicated above, the central
system obtains commitments for quality of service factors
from the uploaders. The central system might also know,
for example, the demand for specific content, based on
requests from downloaders. Therefore, the central sys-
tem can obtain information to sufficiently determine sup-
ply and demand on the network.
�[0119] Based on this determination, the central system
might be able to determine, for example, if there is ade-
quate probability of successfully streaming requested
content to a respective downloader that the content could
be treated as VOD. If there is an adequate probability of
success, an offer for VOD service might be presented to
the respective downloader. For example, the respective
downloader might be provided with an offer of "CLICK
TO PAY AND START THE MOVIE".
�[0120] As an additional example, the central system
might be able to determine, for example, if the requested
content could be treated as VOD with some initial delay.
If the requested content could be treated as VOD with
some initial delay, an offer for this service might be pre-
sented to the respective downloader. For example, the
respective downloader might be provided with an offer
of "CLICK TO PAY, THEN WAIT 5 MINUTES AND THEN
YOU WILL BE ABLE TO SEE THE ENTIRE MOVE".
�[0121] As a further example, the central system might
be able to determine, for example, if the requested con-
tent can be considered as VOD with some probability
that it might have pauses in the body of the content and

have this probability exposed to the respective down-
loader. For example, the respective downloader might
be provided with an offer of "CLICK TO PAY, THEN YOU
WILL HAVE AN 85% CHANCE OF SEEING THE MOVIE
WITHOUT INTERRUPTION, OR WIAIT 1 MINUTE AND
YOU WILL HAVE A 90% CHANCE, OR WAIT 3 MIN-
UTES AND YOU WILL HAVE A 97% CHANCE, OR ...".
�[0122] Moreover, some combination of these determi-
nations and their associated interfaces presented to
downloaders could be used. For example, a respective
downloader might be presented with an offer of "CLICK
TO PAY: YOU CAN START THE MOVIE IMMEDIATELY
AND HAVE AN 85% CHANCE OF SEEING THE MOV-
ING WITHOUT INTERRUPTION, OR WAIT ONE (1)
MINUTE AND YOU WILL HAVE A 90% CHANCE OF
SEEING THE MOVIE WITHOUT INTERRUPTION, OR
WAIT THREE (3) MINUTES AND YOU WILL HAVE A
97% CHANCE OF SEEING THE MOVIE WITHOUT IN-
TERRUPTION."
�[0123] As an additional example, the interface present-
ed to the downloader might allow the downloader to enter
a desired quality of service factor which is then used by
the central system to finalize the offer. For example, the
downloader could be presented with the following inter-
face: "CLICK <fill in the blank> AND YOU WILL HAVE
A (90% ... 91% ... 92% -- determined by the central sys-
tem) OF SEEING THE MOVIE WITHOUT INTERRUP-
TION." The percentage is determined by the central sys-
tem, and increments upward as time passes. Conversely,
the probability of failure might increment downward as
time passes.
�[0124] In another scenario, the downloader might have
already agreed to pay, but had not yet selected a down-
loading option. In this case, the downloader might be
presented with an option such as "YOU CAN START
THE MOVIE IMMEDIATELY AND HAVE AN 85%
CHANCE OF SEEING THE MOVING WITHOUT INTER-
RUPTION, OR WAIT ONE (1) MINUTE AND YOU WILL
HAVE A 90% CHANCE OF SEEING THE MOVIE WITH-
OUT INTERRUPTION, OR WAIT THREE (3) MINUTES
AND YOU WILL HAVE A 97% CHANCE OF SEEING
THE MOVIE WITHOUT INTERRUPTION." The dis-
played information might then help the downloader de-
cide when to start watching the movie.
�[0125] If the downloader is provided with an option
which allows the downloaded content to be viewed im-
mediately (such as "CLICK TO PAY: YOU CAN START
THE MOVIE IMMEDIATELY"), then the uploaders may
be required to uploaded content, and the downloader
may be required to begin downloading, before a decision
to pay has been executed by the downloader. This can
be done, for example, by automatically deleting the
downloaded content if the downloader decides not to pay.
An alternatively would be to download the content but
not decrypt it unless the user pays. Moreover, to stream
the content, only enough content needs to be download-
ed to ensure the ability to stream the remainder of the
content. Therefore, if the downloader decides not to pay,
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the downloaded content may not have much value with-
out the remaining content.
�[0126] Of course, the determinations and offers made
to a downloader described above are only examples, and
the present invention is not limited to these determina-
tions and/or offers. Many different determinations and/or
offers, and variations thereof, can be made.
�[0127] Referring again to FIG. 8, from operation 66,
the process moves to operation 68, where a respective
offered quality of service option is selected by the respec-
tive downloader.
�[0128] From operation 68, the process moves to op-
eration 70, where the central system communicates with
the respective downloader and a respective uploader in
accordance with the request by the respective download-
er for video content, to allow the respective uploader to
upload video content and the respective downloader to
download video content in accordance with the obtained
commitments to satisfy the request at the selected quality
of service option.
�[0129] For example, based on the quality of service
option selected by the respective downloader, the central
server determines which respective uploader�(s) would
be appropriate for satisfying the selected option. The cen-
tral server then directs the respective downloader to com-
municate with the respective uploader�(s) to satisfy the
request.
�[0130] Accordingly, by obtaining commitments for
quality of service factors from uploaders and offering
downloaders different downloading options in accord-
ance with the commitments, the central system can ef-
fectively manage supply and demand in a video- �on-�de-
mand (VOD), streaming video, peer- �to-�peer network,
while closely aligning the interests of content rights hold-
ers, uploaders and downloaders. Therefore, with embod-
iments of the present invention, peer-�to-�peer networks
can effectively be used to distribute streaming VOD.
�[0131] According to various embodiments of the
present invention, in order to facilitate the rapid spread
of digital content in a peer- �to-�peer network, content can
be distributed in advance of its official release. For ex-
ample, if some number of end- �user machines (i.e., po-
tential uploaders) had the content "pre- �seeded" (that is,
pre-�loaded on their machines) before the public release
of the content, then when the release date arrived the
network could generate considerably more initial band-
width to meet the demand for the new content. For ex-
ample, if the content was a movie, the extend and geog-
raphy of preseeding could be managed, for example, in
accordance with marketing plans and expectations for
the movie.
�[0132] Therefore, the central system passes content
to one or more preseeders, and then manages the further
exchange of the content between peers until the content
is adequately distributed. Preseeders may be compen-
sated, for example, in part based on where they are in
this chain of distribution. In addition, systems may be put
in place, for example, to reward more reliable preseeders

and other uploaders by modifying their place in the hier-
archy.
�[0133] Of course, it is sometimes worrisome to distrib-
ute content before the actual release date, as such dis-
tribution could compromise the timing of the release. Ac-
cordingly, according to embodiments of the present in-
vention, the copies being distributed could be disabled
until the appropriate conditions are met for release. Such
appropriate conditions would typically be the’ date, but
might also be tied to real world events such as corporate
announcements, a birth or death, election result, natural
disaster, etc.
�[0134] This disabling could take many forms. These
might include:
�[0135] �(1) Encrypting part or all of the content with a
key (or, more generally, an algorithm) that is only made
available when the conditions for release are met. Be-
cause the distribution of a key can be done rapidly based
upon its small size such a system can still meet the needs
of a timely response.
�[0136] �(2) Encrypting each "sliver" of data with a dif-
ferent key or a different algorithm.
�[0137] �(3) Using incomplete distribution with some part
or parts of the data missing. The missing pieces could
be distributed when the conditions are met.
�[0138] �(4) Partially corrupting data to render it useless.
The corruption can be corrected, replaced or removed
with a relatively small data flow.
�[0139] �(5) The full data could be distributed into the
system but no individual would have a full set. By slicing
the data fine enough, no single preseed uploader would
have a useful dataset. In fact, having the data "sliced" up
in this way might facilitate distribution because everyone
would have to go online to get a complete set - thereby
forcing the preseeded uploaders to make their portions
of the content available even as they sought to collect
the pieces that they were missing.
�[0140] �(6) Combinations of the above items (1) through
(6) could also be used. For example, "slivers" of data that
had been distributed can be encrypted.
�[0141] An uploader that chooses (volunteers) to be a
preseeder is not necessarily also a user of the content.
Business models might exist in which peers might offer
space on their devices for preseeding in exchange for
uploading revenue or some other compensation without
any intent to actually use the content themselves. This
could be supported by a number of the disabling proc-
esses described above. For example, peers offering
space on their devices might never get the key/ �algorithm
or they never get the pieces that they are missing in order
to "enable" the content. For example, in some embodi-
ments, uploaders might be paid for preseeding even if
they never receive a complete or usable version of the
content. In this case, the preseeded uploaders truly be-
come distribution partners in the complete sense. That
is, they are distribution partners only, never consumers.
�[0142] Therefore, uploaders that are preceeded might
be paid for being preseeded.

19 20 



EP 1 898 599 A2

12

5

10

15

20

25

30

35

40

45

50

55

�[0143] In some embodiments of the present invention,
uploaders might also pay to be preseeders because, for
example, they may be guaranteed to have the movie
available immediately upon release. This is only an ex-
ample of a reason why uploaders might pay to be a
preseeder, and the present invention is not limited to any
specific reason.
�[0144] Moreover, the central system could be paid for
preseeding uploaders. For example, the central system
might charge the content rights holders based on the
nature and extent of the preseeding that is managed by
the central system. Charges might be based, for exam-
ple, on committed quality of service as well as the number
of uploaders.
�[0145] Preseeding does not necessarily require multi-
ple direct downloads from the central system. Instead,
the central system could pass along as few as one copy
of the content to a single "uploader". (In this case the
uploader would be downloading this initial copy from, for
example, the central system or the content rights holder.)
The central system could then manage the exchange of
the file between that initial uploader and others willing to
serve as preseeders.
�[0146] FIG. 9 is a diagram illustrating preseeding in a
peer-�to-�peer network, according to an embodiment of the
present invention. FIG. 9 is similar to FIG. 7, but includes
operations 72 and 74.
�[0147] In operation 72, video content is preseeded with
uploaders. There are many ways to preseed video con-
tent with uploaders, and the present invention is not lim-
ited to any particular way.
�[0148] In operation 74, the preseeded uploaders are
compensated for the preseeding. There are many ways
to compensate uploaders for preseeding, and the present
invention is not limited to any particular way.
�[0149] Operation 74 is shown after operation 72. How-
ever, the order of these operations may be reversed.
�[0150] FIG. 10 is a diagram illustrating the reconcilia-
tion of payments by a central system in a peer- �to-�peer
network, according to an embodiment of the present in-
vention. FIG. 10 is similar to FIG. 9, but includes opera-
tions 80, 82 and 84.
�[0151] In operation 80, communication between a cen-
tral system and the respective uploader provides the cen-
tral system with information from the respective uploader
relating to the uploading by the respective uploader.
�[0152] In operation 82, communication between the
central system and the respective downloader provides
the central system with information from the respective
downloader relating to’the downloading by the respective
downloader.
�[0153] Operation 82 is shown after operation 80, but
the order of these operations may be reversed or these
operations may occur simultaneously.
�[0154] In operation 84, the central system reconciles
payment to the respective uploader for the uploaded con-
tent and payment by the respective downloader for the
downloaded content, in accordance with the information

provided to the central system from the respective up-
loader and the information provided to the central system
from the respective downloader. In some embodiments
of the present invention, the central system might, for
example, also reconcile payment to a content rights hold-
er.
�[0155] FIG. 11 is a diagram illustrating a process for
providing streaming video content via a peer-�to-�peer net-
work, according to an embodiment of the present inven-
tion.
�[0156] Referring now to FIG. 11, in operation 86, up-
loaders of video content are connected with downloaders
of video content via a peer-�to-�peer network.
�[0157] From operation 86, the process moves to op-
eration 88, where commitments are obtained for quality
of service factors from the uploaders. Although operation
88 is shown after operation 86, the order of these oper-
ations may be reversed.
�[0158] From operation 88, the process moves to op-
eration 90, where a central system communicates with
a respective downloader and a respective uploader in
accordance with a request by the respective downloader
for streaming video content at a quality of service select-
ed by the respective downloader, to allow the respective
uploader to upload video content and the respective
downloader to download video content in accordance
with the obtained commitments to satisfy the request.
�[0159] From operation 90, the process moves to op-
eration 92, where communication between a central sys-
tem and the respective uploader provides the central sys-
tem with information from the respective uploader relat-
ing to the uploading by the respective uploader.
�[0160] From operation 92, the process moves to op-
eration 94, where communication between the central
system and the respective downloader provides the cen-
tral system with information from the respective down-
loader relating to the downloading by the respective
downloader.
�[0161] Although operation 94 is shown after operation
92, the order of these operations may be reversed or the
operations may occur simultaneously.
�[0162] From operation 94, the process moves to op-
eration 96, where the central system reconciles payment
to the respective uploader for the uploaded content, pay-
ment by the respective downloader for the downloaded
content and payment to a content rights holder for the
content uploaded by the respective uploader and down-
loaded by the respective downloader, in accordance with
the information provided to the central system from the
respective uploader and the information provided to the
central system from the respective downloader.
�[0163] Various processes with various operations are
described herein, with the operations in a specific order.
However, various of the operations can be performed in
a different order than that explicitly shown in the figures.
�[0164] Various type of peer-�to- �peer network architec-
tures can be used to implement embodiments of the
present invention, and the present invention is not limited
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to any particular type of architecture. However, embod-
iments of the present invention are easily implemented
on architectures in which a central system operates in
conjunction with a plurality of peers, each peer operating
as an uploader and/or a downloader.
�[0165] The present invention is not limited to the peers
being any particular type of device. Therefore, a peer
might be, for example, a desktop computer, a mobile
computer, a personal digital assistant (PDA), a television
(TV), a portable music or video device, a server, a wire-
less device and/or combinations of these, although a
peer is not limited to these devices.
�[0166] The following are examples of peer- �to-�peer net-
works implementing specific embodiments of the present
invention. These examples uses various aspects of var-
ious embodiments described herein, and the present in-
vention is not limited to these examples.
�[0167] For example, FIG. 12 is a specific example of
the operation of a peer-�to-�peer network, according to an
embodiment of the present invention. Referring now to
FIG. 12, the peer-�to-�peer network includes a content
rights holder 100, a central system 102, and peers 1, 2
and 3. FIG. 12 shows various communications 1 through
13.
�[0168] In communication 1, content rights holder 100
provides content to the network by, for example, provid-
ing the content to central system 102. This initial copy of
the content may reside on central system 102, although
it could reside elsewhere and simply be pointed to as
required. Moreover, instead of provide the content to cen-
tral system 102, content rights holder 100 might provide
content directly to a peer.
�[0169] In communication 2, an end user (labeled here
as "peer 2") requests a file. The request may be, for ex-
ample, in response to information about the availability
or pending availability of that file that is provided by cen-
tral system 102 in an information exchange not repre-
sented in this figure.
�[0170] In communication 3, central system 102 pro-
vides the file to peer 2.
�[0171] In communication 4, peer 1 requests the file.
�[0172] In communication 5, central system 100 pro-
vides information about payment options. This commu-
nication may be skipped in any of a variety of embodi-
ments that would include various types of subscriptions,
pre-�agreed upon terms and so on.
�[0173] In communication 6, peer 1 authorizes pay-
ment.
�[0174] In communication 7, central system 102 sends
peer 1 information about where this file can be found. In
this example, this involves a pointer to peer 2. Central
system 102 may also send information to peer 2 to expect
a request from peer 1, although this communication is
not represented in the figure. Moreover, communications
between central system 102 and peers 1 and 2 can be
used to ensure that only authorized exchanges take
place. For example, if the central system 102 provides a
transaction key to peers 1 and 2, then peer 1 (making

the request for content) might provide that key to peer 2
as proof that the transaction is authorized. This is a meth-
od to prevent spoofing.
�[0175] Simple variations might include having peer 2
pass the key given to it by peer 1 back to central system
102. Then central system 102 would check the validity
of the key to determine the legitimacy of the transaction.
If the transaction is deemed legitimate then central sys-
tem 102 would authorize the transaction by sending
some kind of approval to peer 2.
�[0176] In addition, all of these exchanges could be se-
cured by a variety of techniques including PKI, SSL, SSH,
etc.
�[0177] Moreover, the system can be reversed. More
specifically, central system 102 can send information
about peer 1 (the requestor) to peer 2 (the provider). Then
peer 1 would be called upon to initiate the peer- �to-�peer
exchange.
�[0178] In communication 8, peer 1 sends a request for
information to be downloaded to peer 2. Peer 1 uses the
pointer provided by central system 102 to know who to
communicate with in order to get the desired data. Some
of this information could be provided to peer 2 by central
system 102 in order to maintain better control over the
transaction.
�[0179] In communication 9, peer 2 provides handshak-
ing information, including what information it has received
and what has been dropped.
�[0180] In communication 10, peer 1 provides informa-
tion to central system 102 describing in detail the infor-
mation it received from peer 2 (such as the manner in
which it was sent, including timeliness and bandwidth
distribution over time).. Although this would typically take
place after the download has been completed, it could
happen at multiple times during the course of the down-
load. This would be especially useful as a protection
against dropped connections.
�[0181] In communication 11, peer 2 provides informa-
tion to central system 102 describing the information it
has provided to peer 1 (such as the manner in which it
was sent, including timeliness and bandwidth distribution
over time). However, this information may flow in a dif-
ferent manner. It may also flow encrypted from the recip-
ient (here, peer 1) to the provider (here, peer 2). This
encrypted data would then be sent to central system 102
along with data from the provider. This would reduce the
number of communications with central system 102 and
manage the incentive structure for transmission of data
to central system 102. Of course, the roles of provider
and recipient could also be reversed, with the provider
sending information to the recipient (encrypted) for for-
warding to central system 102.
�[0182] In communication 12, central system 102 rec-
onciles the information to make sure that the information
that peer 2 claims to have sent is consistent with the
information that peer 1 claims to have received. If the
claims made by each peer match, then central system
102 releases payment to peer 2. This payment may take
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a variety of forms. If the claims do not match, then some
alternative procedure is invoked to determine if and how
payment should be allocated. This alternative procedure
can be entirely automated, or could involve human inter-
vention.
�[0183] In communication 13, if the claims reconcile and
the file has been provided to peer 1, then central system
102 disperses payment to content rights holder 100.
�[0184] FIG. 13 is another specific example of the op-
eration of a peer- �to- �peer network, according to an em-
bodiment of the present invention.
�[0185] Referring now to FIG. 13, communication 1 rep-
resents the first half of an exchange between central sys-
tem 102 can peers 1 and 2.
�[0186] More specifically, central system 102 queries
peers 1 and 2 as to their availability for a data exchange
with some other requesting peer. Central system 102
may determine, for example, what content peers 1 and
2 have available to upload, what bandwidth they have
available, and what bandwidth they are prepared to al-
locate to any given data exchange or set of exchanges,
at what time and over what time period they are prepared
to make what commitments, and possibly other factors
such as, for example, their ping times to various locations
on the network.
�[0187] This may also be the first part of a negotiation
between central system 102 and peers 1 and 2. This
negotiation can involve, for example, levels of compen-
sation for bandwidth commitments at different times. This
is a negotiation over quality of service factors. This ne-
gotiation could also take the form of an auction for serv-
ices at different service levels.
�[0188] Communication 2 represents the other half of
the exchange described in communication 1. Of course,
there could be many more steps in this exchange than
actually shown.
�[0189] In communication 3, peer 3 requests some con-
tent from central system 102.
�[0190] In communication 4, central system 102 pro-
vides pricing information to peer 3.
�[0191] In communication 5, peer 3 agrees to pricing.
�[0192] In communication 6, central system 102 pro-
vides information to peer 3 describing where it can down-
load the requested data.
�[0193] In communication 7, peer 3 initiates a data ex-
change with peers 1 and 2. In some embodiments, the
data exchange may be initiated by peers 1 and 2.
�[0194] In communication 8, the other half of the ex-
change initiated in communication 7 is conducted.
�[0195] In communication 9, peers 1 and 2 provide in-
formation to central system 102 about the data they pro-
vided, the time course of that data provision, etc.
�[0196] In communication 10, peer 3 provides informa-
tion to central system 102 about the data it received.
Communication 10 might occur before, or simultaneously
with, communication 9.
�[0197] In communication 11, central system 102 rec-
onciles the assertions about data uploaded and data

downloaded.
�[0198] In communication 12, central system 102 pays
rights holder 100.
�[0199] FIG. 14 is another specific example of the op-
eration of a peer- �to- �peer network, according to an em-
bodiment of the present invention.
�[0200] Referring now to FIG. 14, in communication 1,
content is provided to central system 102 from content
rights holder 100.
�[0201] In communication 2, the content is preseeded
into peers 1 and 2. Commitments for quality of service
factors might also be obtained from peers 1 and 2 by
central system 102. In this example, each peer does not
necessarily have a complete and/or "working" version of
the content.
�[0202] In communication 3, peer 3 places a request
for content. Because the content has been preseeded
onto multiple peers, there will typically be more download
bandwidth available as compared to the example in FIG.
12.
�[0203] Remaining communications are similar to those
described, for example, in FIG. 13.
�[0204] FIGS. 12-14 are intended to be examples of
embodiments of the present invention. The present in-
vention is not limited to these specific examples. How-
ever, from these examples, it can be seen that the various
embodiments of the present invention described herein
can easily be implemented in a peer-�to-�peer network,
especially a peer-�to-�peer network having a central sys-
tem that communicates with peers and content holders.
�[0205] Embodiments of the present invention are de-
scribed herein as using a "central system". A "central
system" is a computer, or a plurality of computers, at a
conceptually central position with respect to the other
involved parties, and thereby performs management op-
erations with respect to the parties involved. For exam-
ple, as described above, a central system might perform
reconciliation of payments to/�from the various parties. In
addition to, or instead of, performing reconciliation, a cen-
tral system might have an index indicating what content
is stored on which peers, and would then perform file
management of files on the network in accordance with
the index. The present invention is not limited to any spe-
cific hardware/�software configuration of a central system.
Moreover, the term "central" does not imply a physically
central location with respect to the physical location of
any peers or other elements on the network. Therefore,
a central system is essentially a management system
that manages operations performed with respect to the
different peers and, in some embodiments, with respect
to content providers.
�[0206] Although a "central system" is described herein
as performing management of files on the network, and
performing reconciliation, it is not necessary that the
same central system perform both operations. For ex-
ample, one central system might be used for manage-
ment of files on the network, and a different central sys-
tem might be used for reconciliation.
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�[0207] The above-�described embodiments of the
present invention can be applied to any type of digital
content distribution. For example, embodiments of the
present invention can be applied to the distribution of
audio, video and/or data files, and any format. This in-
cludes, for example, software distribution.
�[0208] The above-�described embodiments of the
present invention can be used in conjunction with digital
rights management (DRM). For example, DRM can be
applied to content distributed on the peer-�to-�peer net-
work.
�[0209] Various embodiments of the present invention
are described individually herein, but are applicable in
combinations. For example, reconciliation is described
with respect to specific embodiments. However, recon-
ciliation is applicable to other embodiments of the present
invention described herein. As an additional example,
preseeding is described with respect to specific embod-
iments. However, preseeding is applicable to other em-
bodiments of the present invention described herein.
�[0210] Although a few preferred embodiments of the
present invention have been shown and described, it
would be appreciated by those skilled in the art that
changes may be made in these embodiments without
departing from the principles and spirit of the invention,
the scope of which is defined in the claims and their equiv-
alents.

Claims

1. A method for use with a peer-�to-�peer network con-
necting uploaders of content to downloaders of con-
tent, the method comprising:�

paying a respective uploader for content upload-
ed by the respective uploader in accordance
with a request for the content by a respective
downloader,

wherein the respective uploader is paid an amount
determined in accordance with quality of service fac-
tors committed to in advance of the uploading by the
respective uploader, quality of service factors actu-
ally provided to the respective downloader by the
respective uploader or a quality of service requested
by the respective downloader.

2. A method as in claim 1, wherein said paying further
comprises: �

paying the respective uploader in accordance
with availability of the uploaded content on the
network, wherein the availability of the uploaded
content is based on a number of copies of the
uploaded content available on the network at a
given time and quality of service factors com-
mitted by the uploaders.

3. A method as in claim 1, wherein
the respective uploader is paid in accordance with
quality of service factors actually provided to the re-
spective down loader by the respective uploader,
and
the provided quality of service factors include an
amount of bandwidth provided by the respective up-
loader to upload the content.

4. A method as in claim 1, wherein
the respective uploader is paid in accordance with
quality of service factors committed to in advance of
the uploading by the respective uploader and,�
the committed quality of service factors include a
time and bandwidth committed by the respective up-
loader.

5. A method as in claim 1, wherein the respective up-
loader is paid in accordance with a quality of service
requested by the respective downloader.

6. A method as in claim 1, further comprising:�

collecting payment from the respective down-
loader for the downloaded content; and
paying a content rights holder of the downloaded
content, and paying the respective uploader,
from the collected payment.

7. A method as in claim 6, wherein said collecting pay-
ment, said paying the content rights holder, and said
paying the respective downloader, are performed by
a central system.

8. A method as in claim 1, further comprising:�

reconciling payment to the respective uploader
for the uploaded content, and payment by the
respective downloader for the downloaded con-
tent, by a central system, and thereby ensuring
that the payments are consistent with the actual
uploading by the respective uploader and the
actual downloading by the respective download-
er.

9. A method as in claim 1, further comprising:�

communicating between a central system and
the respective uploader to provide the central
system with information from the respective up-
loader relating to the uploading by the respective
uploader;
communicating between the central system and
the respective downloader to provide the central
system with information from the respective
downloader relating to the downloading by the
respective downloader; and
reconciling, by the central system, payment to
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the respective uploader for the uploaded content
and payment by the respective downloader for
the downloaded content, in accordance with the
information provided to the central system from
the respective uploader and the information pro-
vided to the central system from the respective
downloader, and thereby ensuring that the pay-
ments are consistent with the actual uploading
by the respective uploader and the actual down-
loading by the respective downloader.

10. A method as in claim 1, wherein the information pro-
vided to the central system from the respective up-
loader includes quality of service factors provided by
the uploader, and the information provided to the
central system from the respective downloader in-
cludes quality of service received by the respective
downloader.

11. A method as in claim 1, further comprising:�

reconciling, by a central system, payment to the
respective uploader for the uploaded content,
payment by respective downloader for the
downloaded content, and payment to a content
rights holder for the content uploaded by the re-
spective uploader and downloaded by the re-
spective downloader, and thereby ensuring that
the payments are consistent with the actual up-
loading by the respective uploader and the ac-
tual downloading by the respective downloader.

12. A method as in claim 1, further comprising:�

communicating between a central system and
the respective uploader to provide the central
system with information from the respective up-
loader relating to the uploading by the respective
uploader;
communicating between the central system and
the respective downloader to provide the central
system with information from the respective
downloader relating to the downloading by the
respective downloader; and
reconciling, by the central system, payment to
the respective uploader for the uploaded con-
tent, payment by the respective downloader for
the downloaded content and payment to a con-
tent rights holder for the content uploaded by
the respective uploader and downloaded by the
respective downloader, in accordance with the
information provided to the central system from
the respective uploader and the information pro-
vided to the central system from the respective
downloader, and thereby ensuring that the pay-
ments are consistent with the actual uploading
by the respective uploader and the actual down-
loading by the respective downloader.

13. A method as in claim 1, wherein the peer-�to-�peer
network is a video on demand (VOD) peer-�to-�peer
network and the content is video content, the method
further comprising:�

obtaining, by a central system, commitments for
the committed quality of service factors from the
uploaders, wherein the committed the quality of
service factors include a committed time and a
committed bandwidth; and
communicating, by the central system, with the
respective uploader and the respective down-
loader to allow the respective uploader to upload
the content and the respective downloader to
download the content in accordance with the ob-
tained commitments.

14. A method as in claim 13, wherein said communicat-
ing allows the respective downloader to downloader
to download and view the content as streaming vid-
eo.

15. A method as in claim 1, wherein the respective up-
loader is paid in consideration other than money.

16. A method for use with a peer-�to-�peer network con-
necting uploaders of content to downloaders of con-
tent, the method comprising:�

requesting content by a respective downloader;
uploading content by a respective uploader in
accordance with the request by the respective
downloader;
downloading the uploaded content by the re-
spective downloader;
communicating between a central system and
the respective uploader to provide the central
system with information from the respective up-
loader relating to the uploading by the respective
uploader;
communicating between the central system and
the respective downloader to provide the central
system with information from the respective
down loader relating to the downloading by the
respective downloader; and
automatically reconciling, by the central system,
payment to the respective uploader for the up-
loaded content, payment by the respective
downloader for the downloaded content and
payment to a content rights holder for the con-
tent uploaded by the respective uploader and
downloaded by the respective downloader, in
accordance with the information provided to the
central system from the respective uploader and
the information provided to the central system
from the respective downloader, and thereby
ensuring that the payments are consistent with
the actual uploading by the respective uploader
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and the actual downloading by the respective
downloader, wherein

the payment to the respective uploader is
determined in accordance with availability
of the uploaded content on the network in
addition to quality of service factors com-
mitted to in advance of the uploading by the
respective uploader, quality of service fac-
tors actually provided to the respective
downloader by the respective uploader or a
quality of service requested by the respec-
tive downloader, and
the availability of the uploaded content is
based on a number of copies of the upload-
ed content available on the network at a giv-
en time and quality of service factors com-
mitted by the uploaders.

17. A method for use with a peer-�to-�peer network con-
necting uploaders of content to downloaders of con-
tent, the method comprising:�

requiring a respective downloader to pay for
content downloaded by the respective down-
loader and provided by a respective uploader in
accordance with a request for the content by the
respective downloader, wherein
the respective downloader is required to pay an
amount determined in accordance with availa-
bility of the downloaded content on the network
and a quality of service requested by respective
downloader in advance of the downloading, and
the availability of the downloaded content is
based on a number of copies of the downloaded
content available on the network at a given time
and quality of service factors committed by the
uploaders.

18. A method for use with a peer-�to-�peer network con-
necting uploaders of content with downloaders of
content, the method comprising:�

obtaining commitments for quality of service fac-
tors from the uploaders; and
communicating, by a central system, with a re-
spective downloader and a respective uploader
in accordance with a request by the respective
downloader for content, to allow the respective
uploader to upload content and the respective
downloader to download content in accordance
with the obtained commitments to satisfy the re-
quest.

19. A method as in claim 18, wherein said communicat-
ing allows the respective downloader to download
and view the downloaded content as streaming con-
tent.

20. A method as in claim 18, wherein the committed qual-
ity of service factors include at least one of a com-
mitted time duration, a committed bandwidth, a com-
mitted time of day and a committed day.

21. A method as in claim 18, further comprising: �

offering the respective downloader different
quality of service options for downloading the
requested content; and
selecting a respective offered quality of service
option by the respective downloader,

wherein said communicating communicates with the
respective downloader and the respective uploader
to allow the respective uploader to upload content
and the respective downloader to download content
in accordance with the obtained commitments to sat-
isfy the request at the selected quality of service op-
tion.

22. A method as in claim 19, further comprising: �

offering the respective downloader different
quality of service options for downloading the
requested content; and
selecting a respective offered quality of service
option by the respective downloader,

wherein said communicating communicates with the
respective downloader and the respective uploader
to allow the respective uploader to upload content
and the respective downloader to download content
in accordance with the obtained commitments to sat-
isfy the request at the selected quality of service op-
tion.

23. A method as in claim 18, further comprising: �

preseeding content with the uploaders.

24. A method as in claim 23, further comprising: �

compensating the preseeded uploaders for the
preseeding.

25. A method as in claim 18, further comprising: �

reconciling payment to the respective uploader
for the uploaded content, and payment by the
respective downloader for the downloaded con-
tent, by a central system, and thereby ensuring
that the payments are consistent with the actual
uploading by the respective uploader and the
actual downloading by the respective download-
er.

26. A method as in claim 18, further comprising: �
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communicating between a central system and
the respective uploader to provide the central
system with information from the respective up-
loader relating to the uploading by the respective
uploader;
communicating between the central system and
the respective downloader to provide the central
system with information from the respective
downloader relating to the downloading by the
respective downloader; and
reconciling, by the central system, payment to
the respective uploader for the uploaded content
and payment by the respective downloader for
the downloaded content, in accordance with the
information provided to the central system from
the respective uploader and the information pro-
vided to the central system from the respective
downloader, and thereby ensuring that the pay-
ments are consistent with the actual uploading
by the respective uploader and the actual down-
loading by the respective downloader.

27. A method as in claim 18, further comprising: �

communicating between a central system and
the respective uploader to provide the central
system with information from the respective up-
loader relating to the uploading by the respective
uploader;
communicating between the central system and
the respective downloader to provide the central
system with information from the respective
downloader relating to the downloading by the
respective downloader; and
reconciling, by the central system, payment to
the respective uploader for the uploaded con-
tent, payment by the respective downloader for
the downloaded content and payment to a con-
tent rights holder for the content uploaded by
the respective uploader and downloaded by the
respective downloader, in accordance with the
information provided to the central system from
the respective uploader and the information pro-
vided to the central system from the respective
downloader, and thereby ensuring that the pay-
ments are consistent with the actual uploading
by the respective uploader and the actual down-
loading by the respective downloader.

28. A method as in claim 18, wherein the content is video
content.

29. A method as in claim 19, wherein the content is video
content.

30. A method for use with a peer-�to-�peer network con-
necting uploaders of content with downloaders of
content, the method comprising:�

obtaining commitments for quality of service fac-
tors from the uploaders;
communicating, by a central system, with a re-
spective downloader and a respective uploader
in accordance with a request by the respective
downloader for streaming content at a quality of
service selected by the respective downloader,
to allow the respective uploader to upload con-
tent and the respective downloader to download
content in accordance with the obtained com-
mitments to satisfy the request;
communicating between a central system and
the respective uploader to provide the central
system with information from the respective up-
loader relating to the uploading by the respective
uploader;
communicating between the central system and
the respective downloader to provide the central
system with information from the respective
downloader relating to the downloading by the
respective downloader; and
reconciling, by the central system, payment to
the respective uploader for the uploaded con-
tent, payment by the respective downloader for
the downloaded content and payment to a con-
tent rights holder for the content uploaded by
the respective uploader and downloaded by the
respective downloader, in accordance with the
information provided to the central system from
the respective uploader and the information pro-
vided to the central system from the respective
downloader, and thereby ensuring that the pay-
ments are consistent with the actual uploading
by the respective uploader and the actual down-
loading by the respective downloader.

31. A method as in claim 30, wherein the content is video
content.

32. A method for use with a peer-�to-�peer network con-
necting uploaders of content to downloaders of con-
tent, the method comprising:�

preseeding uploaders with content.

33. A method as in claim 32, further comprising: �

compensating the preseeded uploaders for the
preseeding.

34. A method as in claim 32, wherein the preseeded con-
tent is disabled, the method further comprising:�

enabling the disabled preseeded content when
a condition is met.
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