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1. 

MAXIMUM LIKELIHOOD A POSTERIOR 
PROBABILITY DETECTOR 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention generally relates to communication 

systems and in particular to receivers used in communication 
systems. 

2. Description of the Related Art 
As communication technology evolves, communication 

systems are able to convey (i.e., transmit and/or receive) 
information at higher rates. In wireless communication sys 
tems, the bandwidth for the system has been set by standards 
bodies and government organizations. In order to achieve 
higher data throughput for third generation wireless systems, 
Multiple Input Multiple Output (MIMO) antenna systems are 
being considered. MIMO systems for high data bandwidth 
are based on the BLAST (Bell Laboratories Layered Space 
Time) concept which uses multiple transmit antennas to 
transmit different transmit streams in the same spectrum, and 
takes advantage of multipath channels with an array of 
receiver antennas to recover the independent streams. One 
emerging standard for high speed 3G (Third Generation) 
wireless communications for data is the 3GPP (Third Gen 
eration Partnership Program) High Speed Downlink Packet 
Access (HSDPA) standard. Wireless 3GPP systems have 
downlinks that convey information to subscribers at relatively 
high rates. In MIMO antenna Systems, information is trans 
mitted and received independently and simultaneously by 
more than one antenna thus allowing for relatively high sys 
tem throughput. MIMO is one proposal being considered for 
achieving the high data rates for HSDPA. System throughput 
is typically defined as the total amount of information that is 
transmitted and received in a system for a defined period of 
time. 

One of the first methods developed for detecting MIMO 
transmitted symbols was the V-BLAST receiver (Vertical 
BLAST). In order to receive multiple signals using multiple 
antennas, the V-BLAST receiver decorrelates multiple 
streams of information. In VBLAST, the decorrelation of 
multiple streams of information symbols is essentially an 
iterative cancellation method whereby the stream having the 
greatest amount of energy is identified and then is cancelled. 
This cancellation is done repeatedly until all of the streams 
have been identified and can thus be properly decoded using 
well known decoding techniques. The V-BLAST detector is 
used in BLAST systems containing relatively large number of 
antennas. For example, V-BLAST is used in a BLAST system 
having 16 antennas. Although V-BLAST is used for systems 
with a relatively large number of antennas, it is not an “opti 
mal' receiver because other types of receivers have better 
performance. 
A maximum likelihood (ML) detector looks at all possible 

combinations of data that can be transmitted for a time inter 
val, and then selects the data set which has the highest prob 
ability of being transmitted given the observation of received 
symbols at the receiver. In a typical wireless communication 
system that uses digital modulation, the information is trans 
mitted as symbols representing digital information. For 
example, in a wireless communication system that uses 
QPSK (Quadrature Phase Shift Keying) a symbol represents 
two bits of information which can be mapped in a complex 
constellation plane represented by the I (in-phase) and Q 
(quadrature phase) channels. The in-phase and quadrature 
phase channels are orthogonal to each other. 
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2 
Referring to FIG. 1, three different complex constellation 

planes for three different digital modulation schemes are 
shown. As stated earlier, for QPSK, each symbol represents 
two bits of information and each symbol has an in-phase 
component and a quadrature-phase component. Further, each 
symbol has a complex amplitude that not only describes the 
magnitude of the symbol but the phase of the symbol with 
respect to other symbols. For 8-phase Phase Shift Keying 
(8PSK) each symbol has a complex amplitude and represents 
three bits of information. For 16 Quadrature Amplitude 
Modulation (16-QAM), each symbol represents four bits of 
information and each Such symbol also has a complex ampli 
tude. For a BLAST system that uses 4 transmit antennas with 
QPSK modulation, the system transmits a total of eight bits 
simultaneously over a symbol period. The symbol period is 
the amount of time elapsed during the transmission of a 
symbol. The relatively large gain in capacity of a MIMO 
system is that it is transmitting multiple constellation points 
from multiple constellations simultaneously in the same 
bandwidth whereas a single transmit antenna can only send 
one constellation point. 

In order for an ML detector to compute the highest prob 
ability symbol, it must have an estimate of the wireless chan 
nel in which the symbols were transmitted. In the case of a 
MIMO system, the estimate of the channel is a matrix that 
represents the channels for all possible paths between every 
transmit and every receive antenna. For example, a 4 transmit 
by 4 receive MIMO system has 16 individual channel esti 
mations in the matrix. The channel matrix is a matrix con 
taining values that mathematically characterize the commu 
nication channel through which the symbols propagate. In 
many wireless communication systems, a pilot signal or some 
other reference signal is periodically transmitted over the 
various communication channels of the system. The pilot 
signal is either transmitted over its own channel or it can be 
transmitted over traffic channels used by subscribers of a 
communication system. The pilot signal’s parameters such as 
amplitude, phase, frequency characteristics are known prior 
to transmission. After the pilot signal is transmitted and 
received, its parameters are measured and any modification of 
any of its parameters is attributed to the communication chan 
nel. Thus a channel matrix representing the characteristics of 
the channel for all of the possible paths of signals transmitted 
from 4 transmit antennas to 4 receive antennas is generated. 

Typically, the assumptions that the communication chan 
nel is flat-fading and relatively stable are made because for 
many communication channels such assumptions are not 
only reasonable, but are relatively accurate. A flat-fading 
channel is a communication channel that has no memory; that 
is, when a signal is transmitted, the signal is eventually 
received and there exists no delayed replica of the signal. 
Even in the presence of frequency selective channels with 
memory, there are techniques to convert the received signal So 
that the input to the ML detector looks like a flat fading 
channel. A stable channel is a communication channel whose 
characteristics change relatively slowly so that the channel 
matrix is updated at the same relatively slow rate. 

It is well known in communication theory that when a 
signal X (where X is a vector of one or more symbols repre 
senting a grouping of bits) is transmitted through a commu 
nication channel having a channel matrix H, the resulting 
symbol received is HX. In the 4-transmit/receive antenna case 
where each symbol represents two bits of information (QPSK 
modulation), the receiver receives symbols representing 8 
bits from the 4 transmit antennas. An ML detector generates 
all possible candidates Hx for all possible values of X. Thus, 
when X represents an 8-bit grouping, there exists 256 (or 2) 
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possible HX candidates assuming that H does not change 
during the symbol time period; i.e., each of the 256 X group 
ings is multiplied to H. The ML detector generates the 256 HX 
values and compares each Such value to the actual symbol 
received, sayr. The difference between HX and r is referred to 
as a cost function, J where J-|r-Hx' and the HX that gener 
ates the lowest J from the 256 comparisons is selected as the 
best candidate. Thus, a cost function is generated as a result of 
the ML detection process. The cost function is typically the 
difference between an actual symbol received and an esti 
mated symbol generated from the channel matrix. The can 
didate with the lowest cost function is typically selected as the 
best candidate. 
A further refinement of the ML detector is to provide a 

measure of the confidence in the selection of the highest 
probability path. This can significantly improve the perfor 
mance of Soft-input forward error correcting codes that are 
typically used after a detector. The devices that perform the 
Soft input forward error correcting codes use Soft information 
in the processing of received information. In general, soft 
information is probability data on received information where 
Such data give an indication of the confidence that is to be 
attributed to the value of the received information. The error 
correction coding and other channel coding techniques are 
well known coding schemes used in communication systems 
in which bits are added to a block of information or informa 
tion grouping to be transmitted over the communication chan 
nels of the communication system. The added bits introduce 
redundancy to the transmitted bit groupings thus enabling a 
receiver to better decode the received information and error 
correct the received information. In many cases, certain bit 
values are changed when the error correcting coding and the 
channel coding are performed in light of the soft information. 
The ML detector provides A Posteriori Probability (APP) 
information on each received bit. For example, if the cost 
function for the next closest ML candidate is high, the detec 
tor is highly confident in its decision. However, if the next 
closest candidate is close to the cost function for the winning 
candidate, then the detector is not very confident of its deci 
sion. The soft-input forward error code detector can use the 
information to help reverse bit decisions on low confidence 
data if they are found to be probabilistically incorrect. Thus, 
in general an ML-APP detector is a receiver that selects a 
symbol candidate as the best candidate from a set of all 
possible candidates and generates soft information for each of 
the received symbols. 

Because the ML detector is typically implemented with 
Software and because a relatively large number of compari 
Sons (comparing generated candidates to received symbols) is 
made during a symbol period, the use of an ML detector 
becomes virtually impractical for relatively high information 
rate systems such as communication systems that comply 
with the 3GPP standard. The difficulty in the practical use of 
an ML detector is further compounded in MIMO systems 
where the number of candidates used to perform the ML 
detection increases at an exponential rate. Even for the 
4-transmit/receive antenna case using QPSK, the Software 
implementation of the ML detector may not be able to per 
form the 256 comparisons sufficiently quickly to meet the 
processing speed requirements of the communication system. 
In particular, in wireless communication systems complying 
with the 3GPP standard, the increased rate at which informa 
tion is conveyed in Such systems makes the use of Software 
implemented ML-APP detectors even more impractical. For 
higher information rates, more symbols are conveyed during 
a defined period of time and thus the amount of time available 
to process a symbol is reduced accordingly. Software imple 
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4 
mented ML-APP detectors process information at speeds 
which are functions of a processor speed and processing 
speeds of the programming language used to program the 
processor. 

SUMMARY OF THE INVENTION 

The present invention relates to a communication device 
comprising a detector coupled to a plurality of antennas. In 
one embodiment the detector is an ML-APP detector. The 
ML-APP detector comprises at least one HX unit coupled to at 
least one LLR (Log Likelihood Ratio) unit. The at least one 
HX unit is configured to generate a special portion of the set of 
all possible symbol candidates that can be received by a 
multiple antenna system which is a part of a communication 
system. The at least one LLR unit performs a cost function 
analysis whereby it compares each of the symbol candidates 
generated by the at least one Hx unit to a symbol received 
from a communication channel of the communication sys 
tem. When the HX unit has generated a special portion of all 
the possible candidates, the at least one LLR unit is able to 
generate the remainder of the possible candidates by perform 
ing a conversion operation on the currently generated symbol 
candidate; in this manner, the at least one LLR is able to 
perform a comparison operation on all of the possible symbol 
candidates for the particular modulation scheme. The at least 
one LLR unit selects the candidate yielding the Smallest cost 
function as the best candidate. The amount of time used to 
perform all of the comparison operations for selecting the 
best candidate is referred to as the calculation period. There 
fore, when the at least one HX unit generates a special portion 
of the set of all possible symbol candidates, the at least one 
LLR unit is able to perform a conversion operation on the 
generated symbol candidates to generate the remainder of the 
set of all possible symbol candidates allowing the ML-APP 
detector of the present invention to decode a received symbol 
within a defined period of time that is less than or equal to a 
symbol period. In this manner, the ML-APP detector of the 
present invention is able to detect received symbols at a rela 
tively much higher rate. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 depicts various types signal constellations for dif 
ferent digital modulation schemes. 

FIG. 2 depicts the architecture of the ML-APP detector of 
the present invention. 

DETAILED DESCRIPTION 

The present invention is a communication device compris 
ing a detector coupled to at least two antennas. The at least 
two antennas or plurality of antennas can be implemented, for 
example, with a MIMO system. The detector is any receiver 
that receives symbols (i.e., information) and decodes the 
receives symbols. In one embodiment the detector is an ML 
APP detector. The ML-APP detector comprises at least one 
Hx unit coupled to at least one LLR (Log Likelihood Ratio) 
unit. The at least one HX unit is configured to generate a 
special portion of the set of all possible symbol candidates 
that can be received by a multiple antenna system which is a 
part of a communication system. The special portion is any 
subset of all the possible candidates (for a particular modu 
lation scheme) from which the remainder of the possible 
candidates can be generated with the use of a conversion 
operation. The conversion operation is an operation that 
transforms a generated symbol candidate to another symbol 
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candidate that has not been generated. Theat least one HX unit 
has access to a channel matrix, H, that characterizes the 
communication channels of the communication system 
through which the received symbols are conveyed. The at 
least one HX unit can generate all or a special portion of all the 5 
possible symbol candidates by multiplying certain individual 
information patterns (e.g., bit patterns defined by a signal 
constellation) to the channel matrix. The at least one Hx unit 
can then broadcast the generated symbols to one or more LLR 
units. The output of the at least one Hx unit is independent of 
the received symbols and can be used to process multiple 
received symbols. That is, the at least one HX unit is generat 
ing a repeating block of symbol candidates as the symbols are 
received by the LLR units. The LLR units have access to the 
at least one HX unit and can start comparing their received 15 
symbols to a symbol candidate generated by the at least one 
HX unitat any point in the generation of the repeating block of 
symbols. Eventually each LLR unit will have compared its 
received symbol to all of the possible symbol candidates that 
can be generated by the at least one HXunit for the modulation 
scheme being used. 
The at least one LLR unit performs a cost function analysis 

whereby it compares one received symbol to all of the sym 
bols candidates of the special portion generated and broadcast 
by the at least one HX unit. Further, when the at least one HX 
unit has generated a special portion of the set of all possible 
candidates, the at least one LLR unit is able to generate the 
remainder of the possible candidates by performing a conver 
sion operation on the currently generated symbol candidate; 
in this manner, the at least one LLR is able to perform a 
comparison operation on all of the possible symbol candi 
dates. The received symbol is designated as rand the possible 
candidates are designated as HX where H is the channel 
matrix and X is a vector of particular information symbols 
transmitted from each transmit antenna. The vector is a con 
catenation of constellations points for each transmit antenna, 
where the constellation points are selected from the bit pat 
terns. The comparison can be done in various manners. In one 
embodiment, the comparison is implemented by performing 
a Mean Squared Error (MSE) operation between the received 
symbol and the generated symbol, i.e., |r-Hx||. The result of 
the comparison operation is designated as cost function.J.; that 
is J-|r-Hx. After all of the possible symbol candidates have 
been compared to the received symbol, the at least one LLR 
unit selects the candidate yielding the Smallest cost function 45 
as the best candidate. The at least one LLR unit also generates 
Soft information about the selected candidate and passes that 
information along with the selected candidate to an APP 
decoder. The amount of time used to performall of the com 
parison operations for selecting the best candidate and for 50 
generating the Soft information is referred to as the calcula 
tion period. The selected candidate is then further decoded 
using well known channel decoding and error correction 
decoding techniques. Therefore, because the at least one HX 
unit is able to generate a special portion of the set of all 55 
possible symbol candidates, the at least one LLR unit is able 
to perform a conversion operation on the generated symbol 
candidates to generate the remainder of the set of all possible 
symbol candidates allowing the ML-APP detector of the 
present invention to detect a received symbol within a defined 60 
period of time that is less than or equal to a symbol period. If 
more than one LLR unit is used in the detector, the decoding 
for each LLR unit can be set at a multiple of a symbol period 
(i.e. 2 LLR units each decoding at two times the symbol 
period). The defined time period is established as the period of 65 
a clock used in the ML-APP detector of the present invention. 
In this manner, the ML-APP detector of the present invention 
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6 
is able to detect received symbols at a relatively much higher 
rate. The defined time period is established as the period of a 
clock or a multiple of the period of the clock used in the 
ML-APP detector of the present invention. 

Referring to FIG.2, there is shown the ML-APP detector of 
the present invention. It should be noted that the ML-APP 
detector of the present invention will be described in the 
context of a wireless communication system using a 4x4 
MIMO antenna system that conveys information using QPSK 
modulation over communication channels of a communica 
tion system that complies with the proposed 3GPP HSDPA 
standard. However, it will be well understood that the use of 
the ML-APP detector of the present invention is certainly not 
limited to a particular communication system with a particu 
lar digital modulation scheme and is not limited to any par 
ticular clock frequency. The clock frequency used for the 
particular ML detector shown is 122.88 MHz. The clock 
signal (not shown) is applied to the various devices of the 
ML-APP detector of the present invention shown in FIG. 2. 
Further, the ML-APP detector of the present invention can be 
used in Systems with any multiple number of transmit and/or 
receive antennas. The wireless communication system in 
which the ML-APP detector of the present invention is used 
can be a Code Division Multiple Access (CDMA) system, a 
Frequency Division Multiple Access (FDMA) system, a Time 
Division Multiple Access (TDMA) system, Orthogonal Fre 
quency Domain Multiplexing (OFDM) or any other type of 
wireless communication system including systems formed 
from various combinations of these different types of wireless 
communication systems. Further, the ML-APP detector of 
the present invention can be used in wireline communication 
Systems. 
The ML-APP detector of the present invention is coupled 

to a 4-antenna MIMO system (not shown) that is used to 
receive symbols transmitted by another 4-antenna MIMO 
system. Because there are 4 transmit antennas transmitting 
information to 4 receive antennas, each receive antenna can 
receive symbols from one or all 4 transmit antennas. Thus, 
there are 16 possible paths of transmission between the 4 
transmit antennas and the 4 receive antennas. The 16 possible 
paths are characterized by a 4x4 channel matrix, H, whose 
values are stored in device 100. In general, the at least one Hx 
unit has access to an MXN channel matrix that characterizes 
L possible communication paths of a wireless communica 
tion system which uses a digital modulation scheme to convey 
symbols where M, N and L are integers equal to 2 or greater 
and L is the arithmetic product of M and N. In the example 
given above, M=N=4, L=16, the communication system is 
3GPP compliant and the digital modulation scheme is QPSK. 

Device 100 can be, for example, a database, or a block of 
memory implemented with any well known medium (e.g., 
magnetic disk, optical memory, semiconductor memory). 
The values of the channel matrix, H, are obtained by measur 
ing various parameters of a reference signal Such as a pilot 
signal. After a defined time period has elapsed, the channel 
matrix is updated; the time period used to update the channel 
matrix can be established at a Sufficient rate to track changes 
in the channel. HX unit 102 has access to the channel matrix 
values via path 118. It should be noted that one Hx unit is 
shown here; however, the ML-APP Detector of the present 
invention can have a plurality of HX units whereby Q Hx units 
are used where Q is an integer equal to 1 or greater. In the case 
where there are Q Hx units, each HX unit is coupled to all of 
the LLR units; the HX units are thus coupled in parallel 
fashion to the LLR units. HX unit 102 also has access to 
information patterns that represent all possible permutations 
of information patterns that can be transmitted; this is repre 
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sented by the QPSK constellation shown in FIG. 1. For a 4x4 
case, four signal constellations are transmitted simulta 
neously resulting in an 8-bit vector b-since each antenna can 
transmit 2 bits at a time where all the possibilities of those two 
bits are represented by the QPSK signal constellation in FIG. 
1. In other words, because there are 4 transmit antennas and 
each of the 4 antennas can transmit 2 bits of information 
during a symbol period with QPSK modulation, a total of 8 
bits can be received during a symbol period. Thus, there are 
256 (i.e., 2) possible combinations for 8bits. Hx unit 102 can 
use the 256 transmit bit patterns to multiply each pattern to the 
channel matrix, H. In particular, each 8-bit pattern is repre 
sented as a 4x1 transmit vector of complex numbers. The 4x1 
symbol candidate vector is generated by multiplying the 4x4 
channel matrix by the 4x1 transmit vector. Each generated 
symbol candidate is broadcast to K LLR units where K is an 
integer equal to 1 or greater and K can be equal to Qbut is not 
necessarily equal to Q. The generated symbol candidates are 
broadcast over path 120 via path 112 and HX register 130 
which is a temporary memory that holds one or more gener 
ated symbol candidate(s) until Such candidate(s) are to be 
transferred to an LLR unit that is ready to process the candi 
date. 

Using counter 128 Hx unit 102 can generate all or a special 
portion of all the possible symbol candidates for the 4x4 
antenna System conveying information using QPSK digital 
modulation. Counter 128 is an M bit counter—where M is 
equal to 8 or less (i.e., in general, M is an integer equal to or 
less than the total number of bits in the transmit vector)—that 
generates the transmit bit patterns or a Subset of the transmit 
bit patterns. HX unit 102 has access to the generated bit 
patterns via path 110. When all of the possible 256 patterns 
are not being generated by counter 128, counter 128, which is 
one example of a transmit bit pattern generator, generates a 
special portion of the transmit bit patterns. Other well known 
bit pattern generator circuits can be used instead of counter 
128. HX 102 multiplies each generated bit pattern to the 
matrix to generate a special portion of the symbol candidates 
and broadcasts them to LLR1 through LLR K. Counter 128 
also provides the generated bit patterns to the LLR units (via 
path 126) to allow the LLR units to determine which particu 
lar symbol is being generated by Hx unit 102. The special 
portion is a subset of all the possible permutations of an M-bit 
(for M=8, 256 permutations or 2) grouping from which the 
remainder of the permutations can be obtained through a 
conversion operation by an LLR unit. For example, for M=8, 
a special portion containing 128 symbol candidates can be 
generated by Hx unit 102. The conversion operation can be a 
negation of the 128 generated symbol candidates. When 
counter 128 is programmed to generate a Subset of all the 
possible patterns, HX unit 102 generates a special portion of 
the symbol candidates. The special portion, for example, can 
represent some of the points in the QPSK constellation where 
the remainder points can be obtained by rotating 180° from 
the generated points; in Such a case, the conversion operation 
would be the negation operation. Thus, if a symbol candidate 
is HX, where X is a bit pattern from a special portion 128 
candidate set, then a second symbol candidate HX, can be 
calculated where HX-HX, i.e., X-Xo. Therefore, an HX 
unit can use the first 128 groupings of 8 bits to generate the 
remainder 128 symbol candidates from Such a grouping; the 
first 128 symbol candidates represent the special portion. 
Therefore, after each generated symbol candidate is trans 
ferred to an LLR unit, the LLR unit can generate the comple 
ment (e.g., negation of the candidate) to create another sym 
bol candidate; in this manner only 128 of the 256 symbol 
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8 
candidates need be generated by an HX unit; this results in an 
increase in the speed of operation of the ML-APP detector. 
The negation operation is one example of a conversion 

operation; other conversion operations can be used to gener 
ate symbol candidates from a special portion of all possible 
symbol candidates. Because each of the bit patterns generated 
by counter 128 is made available to the LLR units, the LLR 
units can use Such patterns to assist in performing a conver 
sion operation Such as negation. To further increase the speed 
of operation of the ML-APP detector of the present invention, 
the at least one HX unit can broadcast more than one symbol 
candidate simultaneously. In Such a case, the partition of the 
256 symbol candidates into 128 positive candidates and 128 
negative candidates is performed once more so that the 128 
positive candidates become 2 groups of 64 positive candi 
dates and the 128 negative candidates become 2 groups of 64 
negative candidates. The at least one HX unit can then broad 
cast 2 symbol candidates simultaneously from the positive set 
and the LLR unit therefore can generate two additional sym 
bol candidates by negating the two received positive symbol 
candidates. 

LLR units 104, through 104 compare received symbol, r, 
to the generated symbol candidate to calculate a cost. The 
comparison can be done in any one several manners. For 
example the cost, J., can be the MSE between the received 
symbol, r, and a generated symbol, i.e., Jr-Hx. The cost 
can also be calculated using the Mean Absolute Error (MAE) 
between the received symbol and a generated symbol. When 
MAE is used, the cost function is J--Hx. LLR units 104, 
through 104 compare a received symbol, r, to generated 
symbol candidates transferred from Hx unit 102 and also 
compare the received symbol to symbol candidates generated 
from performing a conversion operation on the symbol can 
didates transferred from Hx unit 102. Thus, when the special 
portion comprises 128 symbol candidates, the LLR units 
perform two comparisons per symbol candidate transferred 
from an HX unit. When 2 symbol candidates are transmitted 
from the Hx unit simultaneously, the LLR units perform 4 
comparisons per 2 symbol candidates received from the Hx 
unit. 

Each received symbol, r, is transferred to a register 106 
through 106 that is associated with an LLR unit that is ready 
to process Such received symbol. The registers temporarily 
store the received symbol and at the proper time (to be dis 
cussed infra) transfer the received symbol to its associated 
LLR unit 104 via path 122. Registers 106, through 106 can 
be implemented as a temporary storage locations or memory 
locations. A register 106 transfers the received symbol, r, to its 
associated LLR unit when the LLR unit is available. Each 
LLR unit has four modes: (1) available; (2) running; (3) done 
and (4) unavailable. The available mode means that the LLR 
unit is ready to accept a received symbol from receive anten 
nas and start comparing that received symbol with the symbol 
candidates streaming from the HX unit. The running mode 
means that the LLR unit has stored a received symbol, r, and 
is in the process of calculating one or more costs for all of the 
possible candidates out of the HX unit. In the running mode, 
an LLR unit does not accept any more received symbols. The 
running mode continues until the LLR unit has observed all 
possible symbol candidates. The done mode means that a 
running LLR unit has finished its calculations and trans 
ferred the selected candidate and all bit probabilities out to 
buffer 108. Buffer 108 is a temporary storage device which 
transfers the soft information and the selected candidates to 
an APP decoder via path 116. The unavailable mode is 
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where the LLR unit has finished all its observations of symbol 
candidates, but has yet to transfer the bit probabilities to 
buffer 108. 

LLR units 104, through 104 have a plurality of storage 
locations within which overall minimum cost for each bit 
position in the received word (both 0 and 1 combinations 
for each bit) is stored. For example, with a 4x4 system using 
QPSK modulation, the LLR unit would store 16 costs-8 costs 
representing a minimum cost for each of the 8 bit positions 
when the symbol candidate bits are a “0”, and 8 costs repre 
senting a minimum cost for each of the 8 bit positions when 
the symbol candidates bits are a '1'. In order to assign the log 
likelihood output for each bit, the LLR unit subtracts the 
minimum cost for a particular bit 0 from the minimum cost 
for that bit 1 and reports that value as the log-likelihood 
results; this log likelihood result is the soft information that is 
used in the Subsequent decoding process. This process is 
repeated for each bit in the possible received vector (i.e., 8 
times for 4x4 QPSK). The selected symbol candidates and 
their associated log likelihood values (i.e., soft information) 
are transferred from the LLR units to buffer 108 via paths 
124 through 124. Thus, an LLR unit not only selects the 
symbol candidate the lowest cost but generates soft informa 
tion associated with the selected candidate. During the trans 
fer, an LLR unit is unavailable meaning that the LLR unit 
cannot receive a symbol candidate or a received symbol, r, 
during that time. Once the transfer is completed, buffer 108 
transmits reset signals via paths 124, through 124 to set the 
mode of the LLR units to available. It should be noted that 
the processing performed by the LLR units can be staggered; 
thus all of the LLR units need not complete or begin their 
processing at the same time. The channel decoding and the 
error correction decoding is performed with the help of soft 
information-about the selected candidate generated by the 
LLR units during their comparison operations. 
The operations performed by Hx unit 102, LLR units 104, 

through 104 received symbol registers 106, through 106, 
counter 128, HX register 130, channel estimation device 100 
and buffer 108 are in synchronization with the clock signal 
(not shown). The clock signal is usually generated from an 
oscillating circuit (not shown) that generates a periodic signal 
of a certain frequency. A received symbol is transferred from 
a register 106 during a clock cycle, but—as previously dis 
cussed the ML-APP detector of the present invention can 
increase its processing speed if two symbol candidates (or 
more) are transferred to the at least one LLR unit in one clock 
period thus doubling the processing speed. For the case dis 
cussed above in which QPSK modulation is being used two 
LLR units can be used in staggered fashion whereby the 
ML-APP detector receives symbols every 32 clock cycles 
whereby it takes an LLR unit 64 clock cycles to process 4 
symbol candidates in parallel. When the two LLR units are 
used in parallel, the MLAPP detector can still produce bit 
probabilities for each incoming set of symbols every 32 clock 
cycles. In general, there can be at least WJ LLR units oper 
ating in staggered fashion where W is an integer and is equal 
tO 

where V represents the number of clock cycles that elapses 
during a conversion operation by the LLR units and U is an 
integer equal to the number of clock cycles that elapses 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

10 
between reception of symbols by the LLR units. Therefore, 
for the example given above, V-64, U-32 and W=2. 

In another embodiment of the ML-APP detector of the 
present invention, only one HX unit can be used to provide 
symbol candidates to multiple LLR units. When more than 
one symbol candidate is generated per clock cycle (such as 4 
symbol candidate per clock cycle) by an Hx unit, the LLR 
units can use a 5-way comparison circuit to calculate a mini 
mum cost based on the minimum stored cost for previous 
symbol candidates and the costs for the 4 received symbol 
candidates from the HX unit. In another embodiment of the 
present invention, the LLR units can be configured to use the 
soft information that they have generated to report hard deci 
sion values for each of the bit positions of the selected symbol 
candidate. The hard decision value is a concluded value (ei 
ther a “0” or a “1” bit) determined with reasonable certainty 
and based on the soft information. In yet another embodiment 
of the present invention, the at least one Hx unit calculates the 
symbol candidates and stores one or more of the possible 
symbol candidates in HX register 130. Subsequently, the val 
ues from Hx register 130 is provided to the LLR units as long 
as the H matrix does not change. Therefore, there is no need 
to calculate symbol candidates (i.e., HX values) as long as the 
H matrix does not change. 

Therefore, to summarize the method of the present inven 
tion as performed by the ML-APP detector described supra, 
the first step is receiving a symbol conveyed (i.e., transmit 
and/or received) over a communication channel of a commu 
nication system. The received symbol is stored in a received 
symbol register (e.g., register 106, through 106). A special 
portion of the set of all possible symbol candidates is then 
generated by the HX unit. It should be noted here that the 
special portion set of symbol candidates can be generated 
before or after the symbol is received. The special portion set 
of symbol candidates temporarily stored in HX register 130 
along with the received symbol are transferred to an LLR unit 
that is available. The LLR unit performs a conversion opera 
tion on the symbol candidates from the special portion set to 
generate the remaining symbol candidates. At this point, with 
a full set of all possible symbol candidates (for a particular 
modulation scheme), the LLR unit performs a comparison 
operation between the received symbol and the generated 
symbol candidates to calculate a cost for each symbol candi 
date. The LLR unit then selects the symbol candidate yielding 
the lowest cost as the detected symbol. 

Table 1 below shows the number of LLR units required to 
maintain the throughput for a proposed HSDPA using a clock 
frequency of 122.88 MHz and a symbol throughput of 2.4 
Msymbols/sec. per antenna. It is important to note that with 
the number of parallel HX units equal to 4, only 2 LLR units 
are needed to maintain the overall required throughput for all 
cases except 8PSK and 16 QAM with 4 transmit antennas. An 
8PSK system with 4 transmit antennas increases the number 
of LLR units up to 20 and 16 QAM with 4 antennas further 
increases the number of LLR units to 320. 

TABLE 1 

Number of LLR units required for desired throughput 

Number of Number of LLR units Number of LLR units 
Parallel Hx 2-transmit antennas 4 transmit antennas 

units QPSK 8PSK 16QAM QPSK 8PSK 16QAM 

2 O16 O.62 2.5 2.5 40 640 
4 O.08 O.31 1.25 1.25 2O 320 
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It will be readily understood by one skilled in the art to 
which this invention belongs that the ML-APP detector of the 
present invention can be implemented with digital logic cir 
cuitry and/or analog circuitry using semiconductor, optical or 
electro optic technology. 

I claim: 
1. A communication device comprising: 
a maximum likelihood a posteriori probability (ML-APP) 

detector for generating at least a Subset of symbol can 
didates, at least one log likelihood ratio (LLR) unit con 
figured to perform a conversion operation on symbol 
candidates from the Subset of symbol candidates togen 
erate additional ones of the symbol candidates and cal 
culate a cost by comparing a received symbol to all of the 
generated symbol candidates; and 

at least two antennas coupled to the detector. 
2. The communication device of claim 1 where the ML 

APP detector comprises at least one Hx unit that is coupled to 
the at least one LLR unit and where the at least one HX unit is 
configured to generate all of the symbol candidates. 

3. The communication device of claim 2 where the symbol 
candidates to be converted by the at least one LLR unit are 
obtained from an HX register coupled to the Hx unit, wherein 
the HX register stores the generated symbol candidates cre 
ated from an H matrix and a transmit bit pattern generator 
coupled to the HX unit, wherein the HX register is updated 
when the H matrix has changed. 

4. The communication device of claim 1 where the at least 
one LLR unit has four modes of operation comprising an 
available mode, a running mode, an unavailable mode and a 
done mode. 

5. The communication device of claim 1 comprising a 
register coupled to the at least one LLR unit and wherein the 
received symbol is temporarily stored within the register. 

6. The communication device of claim 1 having at least W 
LLR units operating in staggered fashion where W is an 
integer and is equal to V/U where V represents the number of 
clock cycles that elapses during a conversion operation by an 
LLR unit and U is an integer equal to the number of clock 
cycles that elapses between reception of symbols by the LLR 
units. 

7. The communication device of claim 6 where V=64 clock 
cycles, U-32 clock cycles thereby having a total of 2 LLR 
units and comprising an HX unit that generates 4 symbols per 
clock cycle. 

8. The communication device of claim 1 where the at least 
one LLR unit determines hard decision values for each bit 
position of a selected symbol candidate, the hard decision 
values are based on soft information associated with the 
selected symbol candidate, and the soft information is gener 
ated by the at least one LLR unit. 

9. The communication device of claim 1 where the ML 
APP detector comprises at least one HX unit coupled to the at 
least one LLR unit and where the at least one HX unit is 
configured to generate at least the Subset of symbol candi 
dates. 

10. The communication device of claim 9 where the at least 
one HX unit and the at least one LLR unit operate in Synchro 
nization with a clock. 

11. The communication device of claim 9 where the at least 
one HX unit has access to a channel matrix that characterizes 
communication channels of a communication system 
through which the received symbol is conveyed to the ML 
APP detector. 

12. The communication device of claim 9 where the at least 
one HX unit has access to a MXN channel matrix that charac 
terizes L possible communication paths of a wireless com 
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12 
munication system which uses a digital modulation scheme to 
convey symbols where M, N and L are integers equal to 2 or 
greater and L is the arithmetic product of M and N. 

13. The communication device of claim 12 where M=N=4, 
L is 16and the digital modulation scheme is quadrature phase 
shift keying. 

14. The communication device of claim 1, wherein the 
detector comprises a HX unit that generates the Subset of 
symbol candidates by multiplying a bit pattern by a channel 
matrix corresponding to a channel over which the received 
symbol is received by the detector. 

15. The communication device of claim 14, wherein the HX 
unit provides the subset of symbol candidates to the LLR unit 
and the LLR unit generates a remainder of all possible symbol 
candidates. 

16. The communication device of claim 15, wherein the 
conversion operation comprises rotating at least some of the 
symbols in the subset provided to the LLR by 180 degrees. 

17. A communication device comprising: 
a maximum likelihood a posteriori probability (ML-APP) 

detector for generating at least a Subset of symbol can 
didates, at least W log likelihood ratio (LLR) units con 
figured to perform a conversion operation on candidates 
from the Subset of symbol candidates to generate addi 
tional symbol candidates and calculate a cost by com 
paring a received symbol to all of the generated symbol 
candidates, wherein the at least W LLR units operate in 
staggered fashion, where W is an integer equal to V/U 
where V represents the number of clock cycles that 
elapses during a conversion operation by an LLR unit 
and U is an integer equal to the number of clock cycles 
that elapses between reception of symbols by the LLR 
units; and 

at least two antennas coupled to the detector. 
18. A communication device comprising: 
a maximum likelihood a posteriori probability (ML-APP) 

detector for generating at least a Subset of symbol can 
didates, at least one LLR unit configured to perform a 
conversion operation on candidates from the Subset of 
symbol candidates to generate additional symbol candi 
dates and calculate a cost by comparing a received sym 
bol to all of the generated symbol candidates, the at least 
one LLR unit determines hard decision values for each 
bit position of a selected symbol candidate, the hard 
decision values are based on Soft information associated 
with the selected symbol candidate, the soft information 
is generated by the at least one LLR unit; and 

at least two antennas coupled to the detector. 
19. A communication device comprising: 
a maximum likelihood a posteriori probability (ML-APP) 

detector for generating at least a Subset of symbol can 
didates, at least one LLR unit configured to perform a 
conversion operation on candidates from the Subset of 
symbol candidates to generate additional symbol candi 
dates and calculate a cost by comparing a received sym 
bol to all of the generated symbol candidates, wherein 
the ML-APP detector comprises at least one Hx unit 
coupled to the at least one LLR unit, the at least one Hx 
unit is configured to generate at least the Subset of sym 
bol candidates, the at least one HX unit and the at least 
one LLR unit operate in synchronization with a clock; 
and 

at least two antennas coupled to the detector. 
20. A communication device comprising: 
a maximum likelihood a posteriori probability (ML-APP) 

detector for generating at least a Subset of symbol can 
didates, at least one LLR unit configured to perform a 
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conversion operation on candidates from the Subset of symbol candidates created from an H matrix and a trans 
symbol candidates to generate additional symbol candi- mit bit pattern generator coupled to the HX unit, and the 
dates and calculate a cost by comparing a received sym- HX register is updated when the H matrix has changed; 
bol to all of the generated symbol candidates, wherein and 
the subset of symbol candidates to be converted by the at 5 at least two antennas coupled to the detector. 
least one LLR unit are obtained from an HX register 
coupled to a HX unit, the HX register stores the generated k . . . . 
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