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(57) ABSTRACT 

A modelling System is provided in which a model generation 
computer (3) stores within a model database (17) a plurality 
of principle component analysis models (18-1-18n) for 
modelling individuals. The principle component analysis 
models (18-1-18-n) are generated from data sets of indi 
viduals sharing identifying characteristics e.g. the same 
gender/ethnicity/age etc. When a new image is to be mod 
elled using the System, characterising data for the new 
individual is received together with an image of that indi 
vidual. The characterising data is used to Select from the 
model database (17) a principle component analysis model 
(18-1-18-n) where the principle component analysis model 
Selected comprises a model generated utilising images of 
individuals sharing the identifying characteristics corre 
sponding to the characterisation data for the individual to be 
modelled. 

S4-1 

S4-2 

S4-3 

S4-4 

    

  

    

  

    

  



Patent Application Publication Apr. 3, 2003 Sheet 1 of 9 US 2003/0063778A1 

5 5 

o S 

  

  

  

  

  

  

  



Patent Application Publication Apr. 3, 2003 Sheet 2 of 9 US 2003/0063778A1 

FIG 2 
22-1 

MODEL EGEN VECTOR 1 

: 18 

MODE 1 EIGEN VECTOR m 

MODE 2 EGEN VECTOR 1 

22 18-2 
21 a 22-m 

MODEL 2 EIGEN VECTOR m 

22 

MODEL n. EGEN VECTOR 

21 18-n 

MODELE GEN VECTOR m 

22-m 

  



Patent Application Publication Apr. 3, 2003 Sheet 3 of 9 US 2003/0063778A1 

S3-1 
DENTIFY FEATURE 

POINTS INALL IMAGES 

OVIDE IMAGES INTO S3-2 
MAGE TYPES 

FOREACH GROUP S3-3 
DETERMINEAVERAGE 

FACE AND OFFSETS FOR 
EACH MAGE IN GROUP 

PROCESS OFFSETS S3-4 
TO DENTIFYN MOST 
SIGNIFICANTEGEN 

VECTORS 

FIG. 3 

  



RECEIVE TYPE DATA 
AND IMAGE DATA 

SELECT FACE MODEL 
CORRESPONDING TO 

TYPE DATA 

DETERMINE EIGEN 
VALUES TO REPRESENT 
RECEIVED IMAGE USING 
SELECTED FACE MODEL 

OUTPUTE GEN VALUES AND 
DATASET IDENTIFIER 

Patent Application Publication Apr. 3, 2003 Sheet 4 of 9 US 2003/0063778A1 

S4-1 

S4-2 

S4-3 

S4-4 

FIG. 4 

  



Patent Application Publication 

DENTIFY FEATURE 
POINTS IN IMAGE 

DETERMINE COLOUR 
DATA FOR SELECTED 
PONTS IN MAGE 

CALCULATE DIFFERENCE 
VECTOR FOR IMAGE 

DETERMINE EIGEN VALUES 
FOR SELECTED MODEL TO 
REPRESENT ANIMAGE 

Apr. 3, 2003. Sheet 5 of 9 US 2003/0063778A1 

S5-1 

S5-2 

S5-3 

S5-4 

FIG. 5 

  



Patent Application Publication Apr. 3, 2003 Sheet 6 of 9 US 2003/0063778A1 

9 : 
SCREEN / 1 

30 13 : 

MODEL IMAGE 
DATABASE GENERATION LOUDSPEAKER 

: 28 
TOf FROM 

COMMUNICATION 
PROCESSING TRANSMITTER, : NETWORK 

MEMORY UNIT RECEIVER : 

MCROPHONE KEYBOARD CAMERA 

iro. FIG. 6 

  



Patent Application Publication Apr. 3, 2003 Sheet 7 of 9 US 2003/0063778A1 

40 

LOOK UP TABLE 

42 

AVERAGEFACE 
44-1 

44-p 

EIGEN VECTOR p 

FIG. 7 

  



Patent Application Publication 

RECQUEST USER 
DETALS 

TRANSMIT USER 
DEALS AND 
CAMERAMAGE 

RECEIVE AND STORE 
DATASET DENTFER 
AND EGEN VALUES 

TRANSMT STORED 
DATASET, 

DENTIFER AND 
EGEN VALUES 

REPLY 
RECEIVED? 

PROCESS RECEIVED 
DATASET DENTIFIER 
AND EGEN VALUES 
AND DISPLAY MAGE 

Apr. 3, 2003. Sheet 8 of 9 

CALL 
RECEIVED? 

PROCESS RECEIVED 
DATASE DENTFER 
AND EGEN VALUES 
AND DISPLAY MAGE 

DISPATCH SORED 
DATASET IDENTFER 
AND EGEN VALUES 

TRANSMTAUDO AND 
OUTPUT RECEIVED 

AUDIO 

FIG. 8 

US 2003/0063778A1 

  



Patent Application Publication Apr. 3, 2003 Sheet 9 of 9 

60 

TYPE DATA 

SELECTION UNIT MODELDATABASE 

FACE MODEL 1 

FACE MODEL in 
WEIGHT 

GENERATION UNIT 

US 2003/0063778 A1 

18-1 

18-n 

FIG. 9 

  

  

  

  

  

  

  



US 2003/0063778A1 

METHOD AND APPARATUS FOR GENERATING 
MODELS OF INDIVIDUALS 

0001. The present application relates to methods and 
apparatus for generating models of individuals. In particular, 
embodiments of the present application relates to methods 
and apparatus for modelling individuals using principle 
component analysis. 

0002 There are many applications for computer systems 
that are able to generate recognisable images of individuals. 
These applications range from Systems for displaying the 
face of a caller on a telephone through to computer graphics 
generated within computer games. Although model-based 
methods for representing faces exist, existing methods typi 
cally require a relatively large number of parameters in order 
to deal with the variation that exists in human faces. 

0003. One known method of modelling human faces is 
using principle component analysis. In order to generate a 
model of the way in which faces vary, a large data Set of 
different faces is first obtained. Feature points on the faces 
are then identified So that an average face can be determined. 
The manner in which each individual face used to generate 
the model varies from this average face can then be identi 
fied and the results Subjected to principle component analy 
sis to determine the most significant ways in which faces 
within the data set vary. 

0004. By generating a model of an individual face using 
a limited number of the most significant variations, a rea 
Sonable approximation of a specific individual face can be 
generated. 

0005 Although a computer model derived from principle 
component analysis of a large number of faces can be used 
to form a relatively compact representation of a particular 
perSon, it is desirable to provide a System in which a high 
quality model of an individual face can be represented in as 
few parameters as possible. Further it is desirable that a 
model of an individual face can be generated quickly and 
easily. 

0006. In accordance with one aspect of the present inven 
tion there is provided a method of generating a model of an 
individual face comprising the Steps of: 

0007 obtaining a data set comprising face data 
representative of a plurality of different faces, 

0008 for each item of face data in said data set 
asSociating each item of face data with type data, 
Said type data identifying one or more characteristics 
of the individual represented by an item of face data; 

0009 generating a plurality of principle component 
analysis models, wherein each of Said principle 
component analysis models is associated with dif 
ferent type data and principle component analysis 
models associated with particular type data are gen 
erated utilising face data in Said data Set associated 
with Said particular type data; 

0010 associating face data for an individual with 
type data for Said individual; and 

0011 generating a model representation of the face 
of Said individual by modelling Said face of Said 
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individual utilising the principle component analysis 
model associated with the type data associated with 
said individual. 

0012 Further aspects of the present invention will 
become apparent with reference to the accompanying draw 
ings in which: 
0013 FIG. 1 is a schematic block diagram of commu 
nications network including a model generation computer in 
accordance with a first embodiment of the present invention; 
0014 FIG. 2 is a schematic block diagram of model data 
within the model database of the model generation computer 
of FIG. 1; 
0015 FIG. 3 is a flow diagram of the generation of model 
data of FIG. 2; 
0016 FIG. 4 is a flow diagram of the processing of the 
model generation computer of FIG. 1; 
0017 FIG. 5 is a flow diagram of the detailed processing 
of the model generation computer of FIG. 1 to generate a 
model of an individual face; 

0018 FIG. 6 is a schematic block diagram of a mobile 
phone of the communications network of FIG. 1; 
0019 FIG. 7 is a schematic block diagram of the model 
database of the mobile phone of FIG. 6; 
0020 FIG. 8 is a flow diagram of the processing of data 
by the mobile phone of FIG. 6; and 
0021 FIG. 9 is a schematic block diagram of a second 
embodiment of the present invention. 
0022 First Embodiment 
0023 FIG. 1 is a schematic block diagram of a commu 
nications System incorporating a face modelling System in 
accordance with the present invention. The communications 
system comprises a plurality of mobile telephones 1-1-1-N 
that are connected to each other and to a model generation 
computer 3 via a communications network 5. Each of the 
mobile phones 1-1; 1-N is adapted to enable an image of a 
caller to be displayed and comprises a camera 7 for taking 
pictures of the user of the phone 1-1; 1-N; a screen 9 for 
displaying an image of the face of an individual calling the 
mobile phone 1-1; 1-N, a keyboard 11, a loudspeaker 13 and 
a microphone 14. 
0024. The model generation computer 3 in accordance 
with this embodiment of the present invention is arranged to 
convert image data of faces received from the mobile phones 
1-1; 1-Ninto highly compact models of representation of the 
received faces. This is achieved by the model generation 
computer 3 including a Selection unit 15 and a model 
database 17 storing a number of different face models 
18-1-18-in, where the stored models have been generated 
using image data of faces grouped by gender and ethnicity. 
0025 Specifically, in use, when an individual acquires 
one of the mobile telephones 1-1; 1-N, the individual first 
takes a picture of themselves using the camera 7 of the 
mobile phone 1-1; 1-N. The individual then sends a copy of 
the obtained image to the model generation computer 3 via 
the communications network 5 together with type data 
entered using the keyboard 11 which identifies the individu 
als gender and ethnicity. 
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0026. When this data is received by the model generation 
computer 3 the Selection unit 15 processes the received type 
data and selects from within the model database 17, a 
principle component analysis face model generated using 
images of faces of individuals Sharing the gender and 
ethnicity combination identified by the type data. 
0027. Once the selection unit 15 has selected from the 
model database 17 a face model 18-1; corresponding to the 
received type data, a matching unit 20 provided within the 
model generation computer 3 processes the received image 
data of an individual using the Selected face model to obtain 
a set of weighting values for modelling the received image. 
The Set of weighting values are then returned to the indi 
vidual’s mobile phone 1-1; 1-N together with data identi 
fying the face model 18-1; 18-in used to generate the 
weighting values. 
0028 Subsequently, when the individual uses their 
mobile phone 1-1; 1-N to make a telephone call 18-1-18-in, 
these weighting values and data identifying the face model 
used to obtain the weighting values are transmitted to a 
receiver's telephone 1-1; 1-N where the weighting values 
and data identifying the face model are processed So that an 
image of the caller can be displayed on the Screen 9 of the 
recipient's telephone. 
0029. The model generation computer 3 of the present 
embodiment provides a modelling System that is efficient 
and enables an image of an individual face to be represented 
using a limited number of parameters. The inventors have 
appreciated that much of the apparent variability in human 
faces can be accounted for often by identifying the basic 
characteristics of an individual Such as age, Sex and ethnicity 
etc. 

0030) Furthermore, the inventors have appreciated that 
certain variations in human faces only exist within Sub 
groups identified by age, Sex and ethnicity etc. Thus, for 
example, although beard growth causes Significant facial 
differences to arise between men who have facial hair and 
men who do not, this variation is not of great importance 
when modelling the faces of women. Similarly, although 
apparent Skin tone in an image of a face can vary Signifi 
cantly in an image due to variations in lighting, variation in 
skin tone is much more limited between individuals sharing 
the same ethnicity. 
0031. This appreciation gave rise to the realisation that by 
providing a modelling System in which faces sharing the 
Same characteristics were processed Separately would give 
rise to advantages in two areas. 
0.032 Firstly, the total number of parameters necessary to 
model a reasonable approximation of an individual face is 
reduced. This is because as the individual face is modelled 
using data for a Specific type, parameters for modelling 
non-existent variations in within individuals of that type are 
ignored. This reduction in the total number of parameters 
necessary for making a reasonable approximation of an 
individual face reduces the bandwidth requirements for 
transmitting models of imageS via the communications 
networks. 

0033. The modelling of faces using different models for 
different face types also gives rise to advantages when 
processing an individual received face. This is for two 
reasons. Firstly, as a received image is processed against 
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model data for a specific gender and ethnicity combination, 
no modelling of variations in faces which do not arise within 
that model will be necessary and hence processing is 
reduced. Secondly, as in general faces Sharing the same 
gender and ethnicity and hence the same type data are 
Similar, when processing an image to determine a Set of 
weighting values, the initial Starting point for modelling an 
image is likely to be closer to a starting point for a more 
general model and hence leSS processing will be required. 
0034. Additionally, the quality of modelling achieved 
with a limited number of parameters is improved by pro 
cessing images for different types Separately. The improve 
ment in image quality arises because the initial first approxi 
mation of a face based upon the Selected type conveys a 
Significant amount of information as to how a particular face 
is to be modelled as well as information about which types 
of facial variation are likely to be possible or not present. 
0035) Prior to describing the processing of the model 
generation computer 3 of FIG. 1 in detail, an exemplary data 
structure for face models 18-1-18-in in the model database 17 
of the model generation computer 3 and a method for 
generating face models 18-1-18-in associated with different 
gender/ethnicity combinations will first be described in 
detail with reference to FIGS. 2 and 3. 

0036 FIG. 2 is a schematic block diagram of a face 
model 18-1; 18-in stored within the model database 17 of the 
model generation computer 3 of FIG.1. In this embodiment, 
the model database 17 Stores six face models comprising 
face models for white females, white males, black females, 
black males, oriental females and oriental males. Each of the 
models comprises an average face 21 and m eigenvectors 
22-1-22-m, comprising vectors identifying the most signifi 
cant ways in which faces of the gender and ethnicity of the 
model vary in terms of shape and appearance. 
0037 For each model, the average face is represented by 
data indicative of an average face of the type of individual 
being modelled in terms of an average colour image and, an 
average 3-D wire mesh model of the face of individuals 
Sharing that type and a set of 2-D coordinates for fifty feature 
points on the average face image. The eigenvectors for a 
model in this embodiment comprise twenty five eigenvec 
tors which identify the twenty-five most Significant ways in 
which the location of the fifty feature points vary across 
individuals of the model type together with data identifying 
together with the manner in which the colour data for pixels 
at positions on the face located relative to the feature points 
vary in hue. 
0038 FIG. 3 is a flow diagram of the processing to 
generate the face model data 18-1; 18-in in the model 
database 17 of the model generation computer 3 of FIG. 1. 
0039. Initially, a library of data is obtained for a large 
number of individuals varying in SeX and ethnicity. This 
database comprises for each individual an image of the face 
of the individual and a three-dimensional wire mesh model 
of the shape of the individual's face. Data for the three 
dimensional wire mesh model may be obtained in any 
Suitable way Such as, for example, laser Stripe Scanning the 
individual's face. 

0040. Once a library of data of faces and corresponding 
3-D models has been obtained, feature points in the images 
and wire mesh models are then identified (S3-1). These 
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feature points in this embodiment comprise points outlining 
the edge of the shape of an individual's face, and points 
outlining the edge of an individual’s eyes, eyebrows, lips 
and nose. Points running along the bridge of an individual’s 
nose are also identified. In total, in this embodiment, fifty 
feature points are identified in each face image together with 
corresponding positions on the three-dimensional wire mesh 
model of those faces also being identified. 
0041 After the images and models have been marked up 
with the location of feature points being identified, each of 
the faces is then assigned a model type depending upon the 
gender and ethnicity of individuals appearing on images 
corresponding to the different face models which are to be 
generated. The marked up images and three-dimensional 
wire mesh models of faces assigned different types are then 
(S3-3) processed separately. 
0.042 Specifically for all of the images and wire mesh 
models of each distinct gender/ethnicity combination, the 
average position of each of the marked up feature points is 
first determined. The difference of the position of feature 
points for individual faces in the group relative to this 
average position is then determined. Using conventional 
modelling techniqueS Such as those described in "Active 
Appearance Models, Cootes et al., Proceedings European 
Conference on Computer Vision 1998, Volume 2, pp484 
498, Springer, 1998”, the average shape and appearance of 
faces associated with a particular gender/ethnicity combi 
nation is then determined by morphing the images of the 
faces sharing that gender/ethnicity combination So that the 
position of the feature points in the morphed images corre 
spond to the average position of those features for the 
images in the group and then obtaining an average image 
from the morphed images. A vector representation of the 
manner in which each of the three-dimensional wire mesh 
models and images varies relative to an average wire mesh 
model and image for the group of images for that gender/ 
ethnicity combination is then determined. 
0043. In this embodiment, each of these offset vectors 
comprises the offset of the three-dimensional coordinates of 
each of the feature points of the image relative to the 
corresponding average position for those feature points for 
the images in the group and colour data indicating the 
manner in which the colour of pixels on the morphed image 
for a particular face vary from corresponding pixels in the 
average face for that group. 
0044. Once an average wire mesh model for a particular 
group of faces for a particular gender/ethnicity combination 
and an accompanying colour image for the average face for 
that gender/ethnicity has been determined and offset vectors 
indicative of the manner in which individual faces in the 
group vary from that average face in terms of offsets of 
feature points and differences in colour data have been 
obtained, the offset vectors for the individual faces are then 
processed (S3-4) utilising conventional principle component 
analysis techniques to establish the correlations between the 
manner in which the shape offsets and colour offsets vary. 
The eigenvectors which are generated as a result of the 
principle component analysis processing are then ordered to 
establish which of the variations account for the majority of 
the variations between the different faces in the group. The 
top m vectors are then Stored as part of the model for that 
type of face. In this embodiment twenty-five vectors are 
Stored for each model. 
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0045 By processing the available three-dimensional 
models and images of the faces of different ethnicities and 
genderS Separately, individual models for each classification 
are generated. By treating each group Separately, a means is 
provided to ensure that the eigenvectors for each model 
represent variations that actually exist within each identifi 
able group. Thus, for example, the variation of colouring 
that arises due to the presence of facial hair will be modelled 
by the eigenvectors and associated with the male faces but 
will not be present in the models for female faces. In this 
way, by modelling the different categories of face indepen 
dently of one another, Storing data which models variations 
which do not actually occur is avoided and thereby the 
realistic modelling of individual faces can be achieved using 
fewer vectors. 

0046) The processing of image data and type data 
received from a mobile phone 1-1; 1-N via the communi 
cations network 5 by the model generation computer 3 will 
now be described in detail with reference to FIGS. 4 and 5. 

0047 FIG. 4 is a flow diagram of the processing of image 
data and type data received by the model generation com 
puter 3. 

0048 When image data and type data is initially received 
(S4-1) by the model generation computer 3, the type data 
identifying the ethnicity and gender of the individual appear 
ing in the received image is passed to the Selection unit 15. 
0049. The selection unit 15 then selects (S4-2) from the 
model database 17 a face model 18-1; 18-in that matches the 
received type data. Thus, for example, in the case of a white 
male, the face model 18-1; 18-in generated from images and 
wire mesh models of white males will be selected by the 
Selection unit 15 from the model database 17. 

0050. Once a specific face model 18-1; 18-n has been 
Selected, the matching unit 20 then proceeds to process the 
received image data using the Selected face model 18-1; 
18-n. The processing by the matching unit (S4-3) will now 
be described in detail with reference to FIG. 5 which is a 
flow diagram of the processing of the matching unit 20. 

0051. Initially, after a model has been selected using the 
type data, the matching unit 20 first processes (S5-1) the 
received image to identify feature points on the image. 
These feature points corresponding to the outlines of the 
face, eyes, eyebrows, noise and mouth and the brow of the 
nose which are the same as the feature points identified in 
images used to generate the face models 18-1-18-n in the 
model generation computer 3, are identified in the received 
image using conventional feature detection techniques. 

0.052 The position of these feature points is then (S5-2) 
used to calculate a morphing function to distort the received 
image data So that the position of the feature points corre 
spond to the average position for feature points as Stored 
within the model 18-1; 18-in being used to process the 
perceived image. Colour data for the received image is then 
generated by determining colour pixel values for pixels in 
the morphed image and comparing those colour pixel values 
with corresponding colour pixel values in the average face 
image for that face type. 

0053. After the manner in which feature points in the 
received image differ in position from feature points in the 
average face for the face type being processed and colour 
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data for pixels in the morphed image have been obtained, 
this data is combined in a vector (S5-3) and then the 
combination of eigenvectorS 22 for the Selected model 
which most closely models the determined vector is then 
calculated (S5-4) using conventional techniques to establish 
the relative weighting of eigenvectors which most closely 
models the received image. 
0.054 Returning to FIG. 4, these calculated weighting 
values of eigenvalues are then output by the model genera 
tion computer 3 back to the mobile phone 1-1; 1-N from 
which the image and type data was originally received 
together with data identifying the face model 18-1; 18-in 
used to process the received image. These eigenvalues and 
a data set identifier identifying the face model 18-1; 18-in 
used to process the image together comprise Sufficient data 
to enable an image of the caller using the mobile phone to 
be generated and appear on the Screen 9 of a receiver's 
telephone as will now be described in detail with reference 
to FIGS. 6, 7 and 8. 

0055 FIG. 6 is a schematic block diagram of a mobile 
phone with a communication network of FIG. 1 in accor 
dance with this embodiment of the present invention. 

0056. In this embodiment, each of the mobile phones 
1-1-1-N comprises a processing unit 25 which is connected 
to the keyboard 11, the camera 7, the loudspeaker 13 and 
microphone 14 of the phone 1. In addition the processing 
unit 25 is also connected to a transmitter/receiver 27 and a 
memory 28 for Storing weighting values for modelling 
images of individuals. The processing unit 25 is also con 
nected to the Screen 9 of the phone 1 via an image generation 
module 30. The image generation module 30 is itself con 
nected to a model database 32. Together the image genera 
tion module 30 and model database 32 interact to enable 
model images of individuals to be generated utilising 
weighting data and data identifying a model type received 
by the phone 1 via the transmitter/receiver 27. 

0057 FIG. 7 is a schematic block diagram of the model 
database32 of FIG. 6, which illustrates in greater detail data 
stored within the model database 32. 

0058. In this embodiment the model database 32 is 
arranged to Store a lookup table 40 and a principle compo 
nent analysis model for modelling faces 41 of any gender or 
ethnicity. The principle component analysis model 41 itself 
comprises average face data 42 and a number of eigenvec 
tors 44-1-44-p for modelling the variations between indi 
viduals faces. The average face data 42 and eigenvectors 
44-1-44-p in this embodiment comprise a principle compo 
nent analysis model generated utilising the entire available 
library of faces used to generate the different face models 
18-1-18-in stored within the model generation computer 3. 

0059. In this embodiment, the lookup table 40 comprises 
data associating each eigenvector 22 of each of the face 
models 18-1-18-in with a set of p weights (one for each of the 
eigenvectors 44-1-44-p of the model stored within the model 
database 32). These weights comprise data identifying the 
relative weights necessary to enable the eigenvectors 44-1- 
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44-p of the model stored on the phone 1 to model the 
variations identified by the eigenvectors 22 of the individual 
models stored within the model database 17 of the model 
generation computer 3. 

0060. The processing of data by the processing unit 25 
and image generation module 30 of a mobile phone in 
accordance with this embodiment of the present invention 
will now be described in detail with reference to FIG. 8. 

0061 The processing unit 25 initially (s8-1) determines 
whether any data has been input via the keyboard 11 
indicating that the user of the phone 1 wishes to generate a 
new face model for storage within the memory 28 of the 
phone 1. 

0062) If this is the case, the processing unit 25 then (s8-2) 
causes a prompt to appear on the Screen 9 of the phone 1 
requesting the user input data identifying their gender and 
ethnic type as well as requesting the user to take a photo 
graph of themselves using the camera 7 of the phone 1. 

0063. When data has been entered and an image obtained 
using the camera 7 the data and image is then (S8-3) 
transmitted via the transmitter/receiver 27 and the commu 
nications network 5 to the model generation computer 3 
where it is then processed. As a result of the processing of 
the image data and data identifying gender and ethnicity by 
model generation computer 3, the model generation com 
puter 3 outputs a Set of weighting values and a data Set 
identifier identifying the face model 18-1; 18-in used to 
generate the model. The model data and data set identifier 
are then transmitted back via the communication network 5 
to the phone 1. When these weighting values and the data Set 
identifier are received (S8-4) they are passed by the process 
ing unit 25 to the memory 28 where they are stored. 

0064. If the processing unit 26 determines (s8-1) that a 
request for Storing a new set of face modelling data has not 
been entered, the processing unit 25 then (s8-5) determines 
whether a telephone number has been entered using the 
keyboard 11. If this is the case, the mobile phone then 
connects to the phone identified by the telephone number via 
the communications network 5 in a conventional manner. 
The mobile phone 1 then transmits (s8-6) via the commu 
nication network 5 the data Set identifier identifying a face 
model 18-1-18-n and weighting values currently stored in 
the memory 28. 

0065. The processing unit 25 then waits (s8-7) until a 
reply is received from the telephone being called via the 
communication network 5 and the transmitter/receiver 27. 
When a reply is received the reply will include a data set 
identifier and a set of weighting values. The processing unit 
25 then passes the data Set identifier the weighting values to 
the image generation module 30 which then processes them 
using the data stored within the model database 32 to 
generate an image of the receiver of the call which is 
displayed on the screen 9. 
0066 Specifically weights for modelling the image of the 
perSon being called are determined by multiplying each of 
the items of weight data stored within the lookup table 40 for 
the vectors associated with the model type identified by 
received type data by the weighting values received with the 
type data and then Summing the results to obtain values for 
multiplying eigenvectors. 
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0067 Thus for example, if the following data was 
received 

Model type: White female 

Weights W(1) 
W(2) 

0068 And the following weight data was stored 

White female (1): wif (1)... wif(p) 
White female (2): wif, (1)... wif(p) 

White female (n): wif, (1)... wif, (p) 

0069. The following p values would be obtained 

e(1) = w(1) X w.f. (1) + ... w(n) X w.f. (1) 
e(2) = w(1)X w.f. (2) + ... w(n)X w.f. (2) 

0070 to achieve a final set of p values, one for each of the 
p eigenvectors 44-1-44-p used to model faces on the phone 
1. 

0071 An image is then generated by altering the average 
face 42 of the model 41 stored within the model database 32 
altered by the p eigenvectors 44-1-44-p weighted by these 
calculated eigenvalues. The calculated image is then dis 
played on the screen 9 of the phone 1. 

0072. Once an image of a caller has been calculated and 
displayed on the screen 9 of the phone 1, the phone 1 then 
proceeds to transmit audio data received via the microphone 
14 and output received audio data received via the trans 
mitter/receiver 27 out through the loudspeaker 13 in a 
conventional manner. 

0073) If the processing unit determines (s8-5) that no call 
has been made using the keyboard 11, the processing unit 25 
then determines whether data indicating a call has been 
received has been received by the transmitter/receiver 27. If 
this is not the case the processing unit 25 then once again 
checks (s8-1) whether data indicating that a new face is to 
be stored within the memory 28 being input via the keyboard 
11. 

0074) If the processing unit determines (s8-10) that a call 
has been received via the transmitter/receiver 27, the data 
received will include weighting values and a data Set iden 
tifier. The processing unit 25 then (s8-11) processes received 
weighting values and data Set identifier received via the 
communication network 5 and the transmitter/receiver 27 by 
passing this data to the image generation module 30 which 
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generates an image of the caller in the same way as previ 
ously being described in relation to generating the image of 
an individual being called (s8-8). 
0075 Once an image of the individual calling has been 
calculated and displayed on the Screen 9, the processing unit 
25 (S8-12) then causes the weighting values and data set 
identifier stored within the memory 28 of the phone 1 to be 
dispatched via the transmitter/receiver 27 and the commu 
nications network 5 to the phone 1 from which a call has 
been received. The processing unit 25 then causes audio data 
received by the microphone 14 to be transmitted via the 
transmitter/receiver 27 and an audio data received by the 
transmitter/receiver 27 to be output by the loudspeaker 13 in 
a conventional manner (s8-9). 
0076) Second Embodiment 
0077. A second embodiment of the present invention will 
now be described. FIG. 9 is a schematic block diagram of 
a model generation unit 60 in accordance with a Second 
embodiment of the present invention. The model generation 
unit 60 is identical to the model generation computer 3 of the 
first embodiment except the matching unit 20 is replaced by 
a weight generation unit 65. The model generation unit 60 in 
this embodiment is utilised to generate random models of 
faces of individuals having a specific known gender and 
ethnicity. 

0078. In use the model generation unit 60 receives data 
identifying the gender and ethnicity of a face which is to be 
generated. This data is then passed to the Selection unit 15. 
The selection unit then selects from the model database 17 
a face model 18-1-18-in which is to be utilised to generate a 
model face. The selected model is then used by the model 
generation unit 60 to generate a model face of an individual 
of the gender and ethnicity of the type identified by the type 
data. This is achieved by the weight generation unit 65 
randomly assigning a set of weights to the eigenvectors of 
the Selected model. The eigenvectors are then Summed 
weighted by the Sets of the weights associated generated by 
the weight generation unit 65 and an average face for the 
Selected model is modified utilising these Summed vectors. 
The result is then output as a model of a random individual 
of the gender and ethnicity indicated by the type data. 

0079. By providing a database of models of different 
individuals of different genders and ethnic types in the 
manner previously described in relation to FIG. 3 a means 
is provided by which receipt of type data can be utilised to 
generate a random face of an individual having that gender/ 
ethnicity combination. The models generated by the model 
generation unit 60 may be utilised in for example the 
computer game. 

0080) Further Embodiments and Modifications 
0081 Although in the embodiments models have been 
described generated for individual of different genders and 
ethnic types, it will be appreciated that other factors could be 
used to Separate individuals into different groups. Thus for 
example models could be generated for individuals of dif 
ferent age ranges or by the presence in images of distin 
guishing features for example beards or glasses etc. 
0082 It will be appreciated that although in the first 
embodiment the weighting values obtained for modelling an 
image using a model associated with a specific type then 
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converted to weights for a modelling System for modelling 
any facial type, in an alternative embodiment, a Set of 
models could be stored on a phone and the weighting values 
could be used directly to generate an image of a caller. 
0.083 Although in the above described embodiments, the 
number of eigenvectors used to model variations within 
groups of individuals is described as being the same, it will 
be appreciated that variation in different groups could be 
modelled using different numbers of vectors. 
0084. Although in the first embodiment data identifying 
user characteristics Such as gender and ethnicity are 
described as being entered using a keyboard 11 other meth 
ods could be utilised. Thus for example, the average faceS21 
for different groups could be displayed on the screen 9 of a 
phone 1 and a user prompted to Select the face most closely 
corresponding to their own face before Sending out data for 
generating a model. Alternatively, type data for a user could 
be pre-stored in for example the SIM card for a phone 1 with 
data being obtained from a user when the phone is initially 
purchased. A further alternative would be for the model 
generation computer 3 to Store a database of users and to 
Select and appropriate face model 18-1 based upon the 
identification of a phone 1 contacting the model generation 
computer 3. 

0085. In further embodiments, any entry of data indicat 
ing for example gender or ethnicity might be avoided. This 
could be achieved by the model generation computer 3 
processing a received image to identify the gender or 
ethnicity etc of an individual pictured. Such a System would 
also have the advantage that the most appropriate classifi 
cation would be most likely to be used. 
0.086. It will be appreciated that although in the above 
embodiments three dimensional colour models of faces are 
described, the present invention is equally applicable to grey 
Scale images and two dimensional models. 
0.087 Although the embodiments of the invention 
described with reference to the drawings comprise computer 
apparatus and processes performed in computer apparatus, 
the invention also extends to computer programs, particu 
larly computer programs on or in a carrier, adapted for 
putting the invention into practice. The program may be in 
the form of Source or object code or in any other form 
Suitable for use in the implementation of the processes 
according to the invention. The carrier be any entity or 
device capable of carrying the program. 
0088 For example, the carrier may comprise a storage 
medium, such as a ROM, for example a CD ROM or a 
Semiconductor ROM, or a magnetic recording medium, for 
example a floppy disc or hard disk. Further, the carrier may 
be a transmissible carrier Such as an electrical or optical 
Signal which may be conveyed via electrical or optical cable 
or by radio or other means. 
0089. When a program is embodied in a signal which 
may be conveyed directly by a cable or other device or 
means, the carrier may be constituted by Such cable or other 
device or means. 

0090 Alternatively, the carrier may be an integrated 
circuit in which the program is embedded, the integrated 
circuit being adapted for performing, or for use in the 
performance of, the relevant processes. 
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0091 Although in the above embodiments, systems for 
modelling faces have been described, it will be appreciated 
that the present invention is more generally applicable. 
Specifically, the present invention may be utilised to model 
for example whole heads rather than only faces or alterna 
tively larger portions of an individual (e.g. head and shoul 
ders) or even for generating full body models. 

1. A method of generating a model of an individual 
comprising: 

generating a plurality of principle component analysis 
models utilising images of individuals, the individuals 
utilised to generate each principle component analysis 
model sharing at least one identifying characteristic, 

identifying at least one identifying characteristic of a 
target individual; and 

generating a model for Said target individual utilising a 
Selected principle component analysis model, wherein 
Said Selected model comprises a Said principle compo 
nent analysis model generated utilising individuals 
sharing Said at least one identifying characteristic with 
Said target individual. 

2. A method in accordance with claim 1, wherein Said at 
least one identifying characteristic comprises the gender of 
an individual. 

3. A method in accordance with claim 1, wherein Said at 
least one identifying characteristic comprises the ethnicity of 
an individual. 

4. A method in accordance with claim 1, wherein Said at 
least one identifying characteristic comprises the age of an 
individual. 

5. A method in accordance with claim 1, wherein Said at 
least one identifying characteristic comprises the presence or 
absence of facial hair. 

6. A method in accordance with claim 1, wherein Said at 
least one identifying characteristic comprises the presence or 
absence of glasses. 

7. A method in accordance with claim 1, wherein Said 
identifying Step comprises receiving user input identifying 
Said at least one identifying characteristic of a target indi 
vidual. 

8. A method in accordance with claim 7, wherein said user 
input comprises Selection of an image associated with at 
least one identifying characteristic and Said Selected prin 
ciple component analysis model comprises a said principle 
component analysis model generated utilising individuals 
Sharing at least one identifying characteristic with Said 
Selected image. 

9. A method in accordance with claim 1, wherein said 
identifying Step comprises receiving an image of Said target 
individual and identifying at least one identifying charac 
teristic present in Said image. 

10. A method in accordance with claim 1, further com 
prising the Step of 

generating an image of Said target individual utilising Said 
generated model for Said target individual. 

11. Data processing apparatus for generating models of 
individuals, Said apparatus comprising: 

a database Storing a plurality of principle components 
analysis models generated utilising images of individu 
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als, the individuals utilised to generate each principle 
component analysis model Sharing at least one identi 
fying characteristic, 

a Selector responsive to receipt of data identifying at least 
one identifying characteristic of a target individual to 
Select from Said database a principle component analy 
sis model generated utilising individuals sharing Said at 
least one identifying characteristic with Said target 
individual; and 

a processing unit operable to generate a model of Said 
target individual utilising a Selected principle compo 
nent analysis model Selected by Said Selector. 

12. An apparatus in accordance with claim 11, wherein at 
least one of Said principle component analysis models Stored 
in Said database comprises a principle component analysis 
model generated utilising images only of individuals of the 
Same gender. 

13. An apparatus in accordance with claim 11, wherein at 
least one of Said principle component analysis models Stored 
in Said database comprises a principle component analysis 
model generated utilising images only of individuals sharing 
the same ethnic type. 

14. An apparatus in accordance with claim 11, wherein at 
least one of Said principle component analysis models Stored 
in Said database comprises a principle component analysis 
model generated utilising images only of individuals with 
ages falling within the same age range. 

15. An apparatus in accordance with claim 11, wherein at 
least one of Said principle component analysis models Stored 
in said database comprises a principle component analysis 
model generated utilising images only of individuals with or 
without facial hair. 

16. An apparatus in accordance with claim 11, wherein at 
least one of Said principle component analysis models Stored 
in Said database comprises a principle component analysis 
model generated utilising images only of individuals wear 
ing or not Wearing glasses. 

17. An apparatus in accordance with claim 11, wherein 
Said Selector is operable to receive an image of Said target 
individual and utilise Said image to generate data identifying 
at least one identifying characteristic of Said target indi 
vidual. 

18. An apparatus in accordance with claim 11, wherein 
Said processing unit is operable to generate a model of a 
target individual by matching an image of Said target indi 
vidual utilising Said Selected principle component analysis 
model. 

19. An apparatus in accordance with claim 11, wherein 
Said processing unit is operable to generate a model of a 
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target individual by randomly assigning weights to principle 
component vectors of Said principle component analysis 
model. 

20. An apparatus in accordance with claim 11, further 
comprising an image output unit for outputting an image 
utilising a model generated by Said processing unit. 

21. An apparatus in accordance with claim 11, further 
comprising an output unit operable to output model data for 
a model of a target individual, Said model data comprising: 
weights assigned to principle component vectors of Said 
Selected principle component analysis model identifying 
Said model of Said target individual generated Said appara 
tuS. 

22. A communications System comprising: 
data processing apparatus for generating models of indi 

viduals in accordance with claim 21; and 
a plurality of user terminals each of Said user terminals 

comprising: 
a data Store for Storing model data output by Said 

apparatus together with data identifying Said Selected 
principle component analysis model; 

a transmitter operable to transmit model data Stored in 
Said data Store and data identifying Said Selected 
principle component analysis model to another of 
Said user terminals, and 

an image generation unit operable upon receipt of 
model data and data identifying a Selected principle 
component analysis model to generate an image of 
an individual represented by said model data and 
Selected principle component analysis model. 

23. A user terminal for use in a communications System in 
accordance with claim 22. 

24. A user terminal in accordance with claim 23 compris 
ing a mobile phone. 

25. A data carrier Storing computer implementable pro 
ceSS Steps for performing a method of generating a model of 
a target individual in accordance with any of claims 1 to 10 
or for generating within a programmable computer data 
processing apparatus in accordance with any of claims 11 to 
21. 

26. A data carrier in accordance with claim 25 comprising 
a computer disk. 

27. A data carrier in accordance with claim 25 comprising 
an electric Signal transferred via the Internet. 

28. A computer disk in accordance with claim 26, wherein 
Said computer disk comprises an optical, magneto-optical or 
magnetic disk. 


