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METHOD AND SYSTEM FOR MANAGING
DELIVERY OF ANALYTICS ASSETS TO
USERS OF ORGANIZATIONS USING
OPERATING SYSTEM CONTAINERS

TECHNICAL FIELD

[0001] The presently disclosed embodiments are related,
in general, to operating system (OS) containers (e.g.,
Docker). More particularly, the presently disclosed embodi-
ments are related to the method and system for managing
delivery of analytics assets to a user of an organization,
using the OS containers.

BACKGROUND

[0002] In recent years, with advancements in the field of
virtualization, virtually stored software is being increasingly
implemented to carry out various tasks on a computing
device. This trend is in response to the increasing number of
global organizations and high demand for resources that is
compelling resource planners to implement various strate-
gies to effectively manage their organization’s resources.
[0003] Further, to remain competitive in the market, orga-
nizations are increasingly seeking on-demand real-time
insights (to provide analytics). Although virtual machine
technology provides near real-time insights, these insights
may result in various losses in organizational decisions.
Further, isolation of different users within an organization
remains an issue.

[0004] In certain scenarios, unauthorized use of non-iso-
lated resources for application delivery may result in misuse
of assets, or other costs and inefficiencies. The misuse of
assets may also result in violation of organizational policies.
Thus, it would be desirable for a system in the organization
to incorporate a user-based, isolated asset delivery platform,
based on the usage pattern of the authorized user. It would
also be desirable to provide the isolated asset delivery
platform to multiple users having an interest in the asset
ready access in a real-time scenario and historical usage
based distribution of the assets in the resource pool for cost
optimization. Thus, there is a need for a method and system
to provide real-time asset management and a delivery plat-
form, so that the use of resources in the global pool can be
optimized and customized on demand and user-based ana-
Iytics applications can be delivered to the user in real-time.
[0005] Further limitations and disadvantages of conven-
tional and traditional approaches will become apparent to a
person having ordinary skill in the art, through a comparison
of described systems with some aspects of the present
disclosure, as set forth in the remainder of the present
application and with reference to the drawings.

SUMMARY

[0006] According to embodiments illustrated herein, there
may be provided a method to manage analytics assets
associated with at least one computer accessible to an
organization. The method may comprise receiving, by one or
more transceivers, a request from a user-computing device.
The received request corresponds to processing of a task on
the user computing device. The method may further com-
prise selecting, by one or more processors, a set of analytics
assets from a first category based on the received request.
The one or more analytics assets, extracted from a database
server, are categorized into the first category and a second
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category based on at least one of a role of the user in the
organization and a historical usage of the one or more
analytics assets by the user. Further, the one or more
analytics assets that correspond to the second category are
included in an operating system (OS) container image
associated with the user. The method may further comprise
updating, by one or more processors, the OS container
image associated with the user based on at least the selection
of the set of analytics assets from the first category. The
method may further comprise rendering, by one or more
processors, the selected set of analytics assets through the
updated OS container image on the user computing device
of the user.

[0007] According to embodiments illustrated herein, there
may be provided a system to manage analytics assets
associated with at least one computer accessible to an
organization. The system comprises one or more transceiver
that are configured to receive a request from a user-com-
puting device. The received request corresponds to process-
ing of a task on the user computing device. The system may
further comprise one or more processors that are configured
to select a set of analytics assets from a first category based
on the received request. The one or more analytics assets,
extracted from a database server, are categorized into the
first category and a second category based on at least one of
a role of the user in the organization and a historical usage
of the one or more analytics assets by the user. Further, the
one or more analytics assets that correspond to the second
category are included in an operating system (OS) container
image associated with the user. The one or more processors
may further be configured to update the OS container image
associated with the user based on at least the selection of
said set of analytics assets from said first category. The one
or more processors may further be configured to render the
selected set of analytics assets through the updated OS
container image on the user computing device of the user.

[0008] According to embodiments illustrated herein, there
is provided a computer program product for use with a
computing device. The computer program product com-
prises a non-transitory computer readable medium storing a
computer program code for managing analytics assets asso-
ciated with at least one computer accessible to an organi-
zation. The computer program code is executable by one or
more processors to receive a request from a user computing
device associated with a user. The received request corre-
sponds to processing of a task on the user computing device.
The computer program code is further executable by the one
or more processors to select a set of analytics assets from a
first category based on the received request. The one or more
analytics assets, extracted from a database server, are cat-
egorized into the first category and a second category based
on at least one of a role of the user in the organization and
a historical usage of the one or more analytics assets by the
user. Further, the one or more analytics assets that corre-
spond to the second category are included in an operating
system (OS) container image associated with the user. The
computer program code is further executable by the one or
more processors to update the OS container image of the
user based on at least said selection of the set of analytics
assets from the first category. The computer program code is
further executable by the one or more processors to render
the selected set of analytics assets through the updated OS
container image on the user computing device of the user.
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BRIEF DESCRIPTION OF DRAWINGS

[0009] The accompanying drawings illustrate the various
embodiments of systems, methods, and other aspects of the
disclosure. A person having ordinary skill in the art will
appreciate that the illustrated element boundaries (e.g.,
boxes, groups of boxes, or other shapes) in the figures
represent one example of the boundaries. In some examples,
one element may be designed as multiple elements, or
multiple elements may be designed as one element. In some
examples, an element shown as an internal component of
one element may be implemented as an external component
in another, and vice versa. Further, the elements may not be
drawn to scale.

[0010] Various embodiments will hereinafter be described
in accordance with the appended drawings, which are pro-
vided to illustrate and not limit the scope in any manner,
wherein similar designations denote similar elements, and in
which:

[0011] FIG. 1 is a block diagram that illustrates a system
environment in which various embodiments of a method and
a system may be implemented;

[0012] FIG. 2 is a block diagram that illustrates a com-
puting server configured to manage delivery of analytics
assets in an organization, in accordance with at least one
embodiment;

[0013] FIG. 3 is a flowchart that illustrates a method to
manage analytics assets in an organization, in accordance
with at least one embodiment;

[0014] FIG. 4 is a block diagram that illustrates an over-
view of analytics assets management in an organization, in
accordance with at least one embodiment;

[0015] FIG. 5 is a block diagram that illustrates an exem-
plary flow of analytics assets management in an organiza-
tion, in accordance with at least one embodiment;

[0016] FIG. 6A is an exemplary first topology of operating
modes, in accordance with at least one embodiment;
[0017] FIG. 6B is an exemplary second topology of oper-
ating modes, in accordance with at least one embodiment;
and

[0018] FIG. 6C is an exemplary third topology of operat-
ing modes, in accordance with at least one embodiment.

DETAILED DESCRIPTION

[0019] The present disclosure may be best understood
with reference to the detailed figures and description set
forth herein. Various embodiments are discussed below with
reference to the figures. However, those skilled in the art will
readily appreciate that the detailed descriptions given herein
with respect to the figures are simply for explanatory pur-
poses, as the methods and systems may extend beyond the
described embodiments. For example, the teachings pre-
sented and the needs of a particular application may yield
multiple alternative and suitable approaches to implement
the functionality of any detail described herein. Therefore,
any approach may extend beyond the particular implemen-
tation choices in the following embodiments described and
shown.

[0020] References to “one embodiment,” “at least one
embodiment,” “an embodiment,” “one example,” “an
example,” “for example,” and so on indicate that the
embodiment(s) or example(s) may include a particular fea-
ture, structure, characteristic, property, element, or limita-
tion but that not every embodiment or example necessarily
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includes that particular feature, structure, characteristic,
property, element, or limitation. Further, repeated use of the
phrase “in an embodiment” does not necessarily refer to the
same embodiment.

Definitions

[0021] The following terms shall have, for the purposes of
this application, the respective meanings set forth below.
[0022] An “analytics asset” refers to a tool, a statistical
package, and a library that may be required to show data
insights on a dashboard. Based on a type of visualization
seen by a user on the dashboard, one or more analytics assets
may be used to build descriptive, prescriptive, and predictive
analytics from one or more data sources. Examples of the
one or more analytics assets include, but are not limited to,
statistical packages (e.g., R), licensed or open-source data
mining packages (e.g., SAS Enterprise Miner, Weka), search
tools (e.g., Lucene), process mining tools (e.g., ProM)
and/or the like. Further, in an embodiment, the analytics
asset may cater to the needs of a user in an organization.
[0023] An “application” refers to a software, a task, or a
workload that a user may want to execute on a computing
device. The applications may vary in their resource require-
ments. For example, some applications may be memory-
intensive (may require large memory space to be executed),
while other applications may be CPU-intensive. In an
embodiment, a type of the application may correspond to
one or more of, but not limited to, a web based application,
a gaming application, an analytical application, a mobile
application, and/or the like.

[0024] An “operating system” refers to a collection of one
or more software modules that are installed on a computing
device and thereafter, are operable to manage one or more
applications on the computing device or one or more other
computing devices to process one or more requests of a task
on the computing device or the one or more other computing
devices. For example, operating systems including, but not
limited to, “UNIX,” “DOS,” “Android,” “Symbian,” and
“Linux.”

[0025] An “operating system (OS) container” refers to a
virtual environment that groups and isolates a set of pro-
cesses and resources, such as central processing unit (CPU)
memory, disk, and/or the like, from a host and/or other OS
container. Such isolation ensures that the processes inside
the OS container cannot see the processes outside the OS
container. More specifically, the OS container is the virtual
environment that shares the kernel of a host operating
system but facilitates user space isolation.

[0026] A “container image” refers to a read-only template
from which one or more OS containers are initiated. Further,
an image can be an OS instance with one or more applica-
tions installed. In an embodiment, the container image can
be updated when an analytics asset is moved from one asset
category to other category, which is based on a usage of the
analytics asset.

[0027] A “container instance” refers to an execution envi-
ronment created from a container image. In an embodiment,
the container image is updated when an analytics asset is
transferred from a local category to a global category, or vice
versa. Based on such transfer of the analytics asset, the
container image gets updated. When a container is instan-
tiated from the updated image, the running container
instance also contains all the updates.
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[0028] A “first category” refers to a category that includes
one or more analytics assets (e.g., one or more packages,
software, libraries, and/or the like) that are shared with one
or more users across one or more roles in an organization. In
an embodiment, the one or more analytics assets are kept
under a global analytics pool (i.e., a common shared storage
unit) for easy access by the one or more users.

[0029] A “second category” refers to a category that
includes one or more analytics assets (e.g., one or more
packages, software, libraries, and/or the like) that are used
by a specific user of an organization. In an embodiment, the
one or more analytics assets that correspond to the second
category are shared with a user associated with a specific
role in an organization and are kept under a local analytics
pool of the corresponding user.

[0030] A “user” refers to an individual who is responsible
for performing one or more tasks based on one or more
associated roles of the individual in an organization. Further,
in an embodiment, each user may be associated with an OS
container instance based on the one or more associated roles
that include one or more analytics assets. The user may
utilize the one or more analytics assets to process the one or
more tasks.

[0031] A “role” refers to a designation in an organization
associated with a set of responsibilities that a user may have
to perform. For example, a role may correspond to at least
one of, but is not limited to, a senior vice president (SVP),
a vice president (VP), a business manager (BM), an opera-
tions manager (OM), a team Lead (TL), and/or the like.
[0032] A “decision engine” refers to a computing device
that intercepts one or more requests received from a user
computing device. In an embodiment, the decision engine
may further be operable to decide whether one or more
analytics assets, associated with the one or more requests,
are required to be used from a local analytics assets or a
global analytics assets.

[0033] “REST” stands for representational state transfer,
which is an architectural style for networked hypermedia
applications. It may be utilized to build web services that are
lightweight, maintainable, and scalable. A service based on
REST may be referred to as a RESTful service. REST may
not depend on any protocol, but almost every RESTful
service may use HTTP as its protocol.

[0034] FIG. 1 is a block diagram that illustrates a system
environment 100 in which various embodiments of a method
and a system may be implemented. The system environment
100 may include a user-computing device 102, a database
server 104, an application server 106, and a communication
network 108. The user-computing device 102, the database
server 104, and the application server 106 may be commu-
nicatively coupled with each other over the communication
network 108.

[0035] In an embodiment, the user-computing device 102
refers to a computing device that may be used by a user to
perform one or more operations in an organization. The
user-computing device 102 may comprise one or more
processors and one or more memory units. The one or more
memory units may include one or more sets of computer
readable codes, instructions, programs, or algorithms that
may be executable by the one or more processors to perform
the one or more operations. For example, a user may utilize
the user-computing device 102 to transmit one or more
requests to a computing server, such as the database server
104 or the application server 106, over the communication
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network 108. The one or more requests may correspond to
processing of one or more tasks on the user-computing
device 102. The one or more requests may further include a
requirement of one or more analytics assets that may be
utilized by the user to process the one or more tasks on the
user-computing device 102. The one or more requests may
further include additional information, such as a role of the
user in the organization, a purpose of the requirement of the
one or more analytics assets, an associated project, time
duration for which the one or more analytics assets, and/or
the like, are required. The user may further utilize the
user-computing device 102 to view and accept or reject the
one or more analytics assets recommended by the applica-
tion server 106. Examples of the user-computing device 102
may include, but are not limited to, a desktop computer, a
laptop, a personal digital assistant (PDA), a mobile device,
a smartphone, a tablet (e.g., iPad® and Samsung Galaxy
Tab®), or any other computing device.

[0036] The database server 104 may refer to a computing
server or a storage device that may be configured to perform
one or more database operations. The one or more database
operations may include one or more of, but are not limited
to, storing, and processing one or more queries, requests,
data, or content. Such one or more queries, requests, data, or
content may be received from or transmitted to one or more
computing devices. For example, the database server 104
may be configured to store one or more analytics assets. In
addition to the one or more analytics assets, the database
server 104 may be configured to store one or more requests
received from a user-computing device 102.

[0037] In an embodiment, the database server 104 may
further be configured to store a container instance for each
user in the organization based on a role of each user. The
container instance may include at least a pool of local
analytics assets that may be required by each user to perform
the one or more tasks on the user-computing device 102, for
example, on a regular basis. The one or more analytics assets
in the pool of local analytics assets may be determined based
on the role of each user in the organization. The one or more
analytics assets may include one of one or more statistical
packages, one or more applications and related tools, one or
more process mining tools, one or more open-source or
licensed data mining packages. In an embodiment, the
database server 104 may further be configured to store a pool
of global analytics assets that may be required by each user
to perform the one or more tasks on the user-computing
device 102, for example, on a project demand basis. In an
embodiment, the database server 104 may further be con-
figured to store one or more cost topologies. The one or more
cost topologies may be representative of one or more cost
plans that may be required to capture charges that each user
may incur based on an utilization of the one or more
analytics assets that correspond to the pool of local analytics
assets and/or the pool of global analytics assets. Hereinafter,
the pool of global analytics assets has been referred to as a
first category and the pool of local analytics assets has been
referred to as a second category.

[0038] Further, in an embodiment, the database server 104
may store one or more sets of instructions, codes, scripts, or
programs that may be retrieved by the application server 106
to perform one or more operations. For querying the data-
base server 104, one or more querying languages may be
utilized, such as, but not limited to, SQL, QUEL, and DMX.
In an embodiment, the database server 104 may be realized
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through various technologies, such as, but not limited to,
Microsoft® SQL Server, Oracle®, IBM DB2®, Microsoft
Access®, PostgreSQL®, MySQL® and SQLite®, and the
like.

[0039] A person having ordinary skill in the art will
understand that the scope of the disclosure is not limited to
the database server 104 as a separate entity. In an embodi-
ment, the functionalities of the database server 104 may be
integrated into the application server 106, or vice versa,
without limiting the scope of the disclosure.

[0040] The application server 106 may refer to a comput-
ing device or a software framework hosting an application or
a software service. In an embodiment, the application server
106 may be implemented to execute procedures, such as, but
not limited to, the one or more sets of programs, instructions,
codes, routines, or scripts stored in one or more memories
for supporting the hosted application or the software service.
In an embodiment, the hosted application or the software
service may be configured to perform one or more pre-
defined operations. Prior to performing the one or more
pre-defined operations, the application server 106 may be
operable to receive the one or more requests, pertaining to
the requirement of the one or more analytics assets, from the
user-computing device 102 or the database server 104 over
the communication network 108.

[0041] After receiving the one or more requests, the appli-
cation server 106 may be operable to perform the one or
more pre-defined operations. For example, the one or more
pre-defined operations may include one or more of, but are
not limited to, processing the one or more requests to
determine whether the required one or more analytics assets
corresponds to the first category and/or the second category,
and transmitting one or more queries to the database server
104 to extract the required one or more analytics assets
based on the determination. Thereafter, the application
server 106 may be operable to update the second category in
the container instance of the user, when the required one or
more analytics assets are extracted from the first category.
Thereafter, the application server 106 may be operable to
deliver the extracted one or more analytics to the user-
computing device 102 over the communication network
108. Further, the application server 106 may be operable to
perform a check on the usage of the one or more analytics
assets in the second category. In case the application server
106 determines that the utilization of the one or more of the
one or more analytics assets in the second category is below
athreshold value, the application server 106 may transfer the
underutilized one or more analytics assets from the second
category to the first category. The management of the one or
more analytics assets has been explained in detail in con-
junction with FIG. 3.

[0042] The application server 106 may be realized through
various types of application servers such as, but are not
limited to, a Java application server, a .NET framework
application server, a Base4 application server, a PHP frame-
work application server, or any other application server
framework.

[0043] A person having ordinary skill in the art will
appreciate that the scope of the disclosure is not limited to
realizing the application server 106 and the user-computing
device 102 as separate entities. In an embodiment, the
application server 106 may be realized as an application
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program installed on and/or running on the user-computing
device 102 without departing from the scope of the disclo-
sure.

[0044] In an embodiment, the communication network
108 may correspond to a communication medium through
which the user-computing device 102, the database server
104, and the application server 106 may communicate with
each other. Such a communication may be performed in
accordance with various wired and wireless communication
protocols. Examples of such wired and wireless communi-
cation protocols include, but are not limited to, Transmission
Control Protocol and Internet Protocol (TCP/IP), User Data-
gram Protocol (UDP), Hypertext Transfer Protocol (HTTP),
File Transfer Protocol (FTP), ZigBee, EDGE, infrared (IR),
IEEE 802.11, 802.16, 2G, 3G, 4G cellular communication
protocols, and/or Bluetooth (BT) communication protocols.
The communication network 108 may include, but is not
limited to, the Internet, a cloud network, a Wireless Fidelity
(Wi-Fi) network, a Wireless Local Area Network (WLAN),
a Local Area Network (LAN), a telephone line (POTS),
and/or a Metropolitan Area Network (MAN).

[0045] FIG. 2 is a block diagram that illustrates a com-
puting server configured to manage one or more analytics
assets in an organization, in accordance with at least one
embodiment. With reference to FIG. 2, the computing server
has been referred to as the application server 106 that has
been explained in conjunction with the elements from FIG.
1. In an embodiment, the application server 106 may include
one or more processors, such as a processor 202, one or
more memories, such as a memory 204, one or more
transceivers, such as a transceiver 206, one or more con-
trollers, such as a controller 208, and one or more input/
output (I/O) units, such as an 1/O unit 210.

[0046] The processor 202 comprises suitable logic, cir-
cuitries, interfaces, and/or codes that may be configured to
execute one or more set of instructions, programs, or algo-
rithms stored in the memory 204. The processor 202 may be
communicatively coupled to the memory 204, the trans-
ceiver 206, the controller 208, and the I/O unit 210. The
transceiver 206 may be communicatively coupled to the
communication network 108. The processor 202 may be
implemented based on a number of processor technologies
known in the art. The processor 202 may work in coordi-
nation with the transceiver 206, the controller 208, and the
1/0O unit 210 to manage one or more analytics assets in one
or more organizations. Examples of the processor 202
include, but is not limited to, an X86-based processor, a
Reduced Instruction Set Computing (RISC) processor, an
Application-Specific Integrated Circuit (ASIC) processor, a
Complex Instruction Set Computing (CISC) processor, and/
or other processor.

[0047] The memory 204 comprises suitable logic, circuit-
ries, interfaces, and/or codes that may be configured to store
the one or more set of instructions, programs, or algorithms,
which are executed by the processor 202 to perform the one
or more predetermined operations. In an embodiment, the
memory 204 may be configured to store one or more
programs, routines, or scripts that may be executed in
coordination with the processor 202. The memory 204 may
be implemented based on a Random Access Memory
(RAM), a Read-Only Memory (ROM), a Hard Disk Drive
(HDD), a storage server, and/or a Secure Digital (SD) card.
It will be apparent to a person having ordinary skill in the art
that the one or more sets of instructions, codes, scripts, and
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programs stored in the memory 204 may enable the hard-
ware of the system to perform the one or more predeter-
mined operations.

[0048] The transceiver 206 comprises suitable logic, cir-
cuitries, interfaces, and/or codes that may be configured to
receive/transmit the one or more queries, requests, data,
content, or other information from/to one or more comput-
ing devices (e.g., the database server 104 or the user-
computing device 102) over the communication network
108. The transceiver 206 may implement one or more
known technologies to support wired or wireless commu-
nication with the communication network 108. In an
embodiment, the transceiver 206 may include, but is not
limited to, an antenna, a radio frequency (RF) transceiver,
one or more amplifiers, a tuner, one or more oscillators, a
digital signal processor, a Universal Serial Bus (USB)
device, a coder-decoder (CODEC) chipset, a subscriber
identity module (SIM) card, and/or a local buffer. The
transceiver 206 may communicate via wireless communi-
cation with networks, such as the Internet, an Intranet and/or
a wireless network, such as a cellular telephone network, a
wireless local area network (LAN) and/or a metropolitan
area network (MAN). The wireless communication may use
any of a plurality of communication standards, protocols and
technologies, such as: Global System for Mobile Commu-
nications (GSM), Enhanced Data GSM Environment
(EDGE), wideband code division multiple access
(W-CDMA), code division multiple access (CDMA), time
division multiple access (TDMA), Bluetooth, Wireless
Fidelity (Wi-Fi) (e.g., IEEE 802.11a, IEEE 802.11b, IEEE
802.11g and/or IEEE 802.11n), voice over Internet Protocol
(VoIP), Wi-MAX, a protocol for email, instant messaging,
and/or Short Message Service (SMS).

[0049] The controller 208 comprises suitable logic, cir-
cuitries, interfaces, and/or codes that may be configured to
manage the one or more analytics assets based on the one or
more requests. The controller 208 may be communicatively
coupled to the processor 202, the memory 204, the trans-
ceiver 206, and the I/O unit 210. The controller 208 may be
a plug-in board, a single integrated circuit on the mother-
board, or an external device. Examples of the controller may
208 include, but are not limited to, graphics controller, SCSI
controller, network interface controller, memory controller,
programmable interrupt controller, terminal access control-
ler, and/or the like.

[0050] The I/O unit 210 may comprise suitable logic,
circuitries, interfaces, and/or codes that may be operable to
receive one or more requests or queries from the user-
computing device 102. Further, the I/O unit 210 in conjunc-
tion with the transceiver 206 may be configured to transmit
one or more responses pertaining to the one or more requests
or queries to the database server 104 or the user-computing
device 102, via the communication network 108. The 1/O
unit 210 may be operable to communicate with the processor
202, the memory 204, the transceiver 206, or the controller
208. Examples of the input devices may include, but are not
limited to, a touch screen, a keyboard, a mouse, a joystick,
a microphone, a camera, a motion sensor, a light sensor,
and/or a docking station. Examples of the output devices
may include, but are not limited to, a speaker system and a
display screen.

[0051] FIG. 3 is a flowchart that illustrates a method to
manage analytics assets in an organization, in accordance
with at least one embodiment. With reference to FIG. 3,
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there is shown a flowchart 300 that is described in conjunc-
tion with FIG. 1 and FIG. 2. The method starts at step 302
and proceeds to step 304.

[0052] At step 304, a request is received from the user-
computing device 102. In an embodiment, the processor 202
may be configured to receive the request from the user-
computing device 102 over the communication network
108. The request may correspond to the processing of a task
on the user-computing device 102. In an embodiment, the
user may require one or more analytics assets to perform the
task on the user-computing device 102. The one or more
analytics assets may comprise at least one or more of, but are
not limited to, a statistical package (e.g., R), an application
and related tools, a process mining tool (e.g., ProM), a
search tool (e.g., Lucene), and an open-source or licensed
data mining package (e.g., SAS Enterprise Miner, Weka),
and one or more associated libraries. In an embodiment, the
one or more analytics assets may correspond to a set of
analytics assets that is owned by the organization. The one
or more analytics assets may further correspond to a set of
analytics assets that the organization may provide to one or
more users (i.e., one or more employees) through a shared
service platform as per requirement to process the task.

[0053] Based on the requirements of the one or more
analytics assets to perform the task on the user-computing
device 102, the user may transmit the request to the database
server 104 or the application server 106 over the commu-
nication network 108. The request may further include
additional information associated with the user and an
associated project. For example, the additional information
in a request received from a user may include information
such as, but not limited to, a role of the user in an organi-
zation, a purpose of requirement of one or more analytics
assets, an associated project, and/or a time duration for
which the one or more analytics assets are required.

[0054] Prior to the receiving of the request from the
user-computing device 102 over the communication net-
work 108, the processor 202 may be configured to categorize
the one or more analytics assets in the first category and the
second category. The processor 202 may utilize an image
initializer to generate the OS container image, for example
LINUX container image, of each user. In an embodiment,
the image initializer may be realized using one or more
suitable logics, circuitries, interfaces, and/or codes that may
be configured to execute one or more set of instructions,
programs, or algorithms stored in the memory 204 to per-
form one or more associated functions. In an embodiment,
the image initializer may be operable to generate the OS
container image by using a static code analysis technique.
The image initializer takes as its input a mapping between a
role of the user and restful web services. In an embodiment,
the restful web services may be invoked using a web-based
dashboard application. For example, a web-based dashboard
application utilizes a model-view-controller (MVC) design
pattern in which a view is a visual interface presented to a
user using a dashboard, a model is data that is used to
generate the view in the dashboard, and a controller is an
application logic used to generate the view. The web-based
dashboard application developed using Java-J2EE technol-
ogy stack may develop the view using Hyper Text Markup
Language (HTML) with embedded java script code to
invoke the restful web services that contain the controller
code.
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[0055] Thereafter, the image initializer utilizes a prior
knowledge about the one or more analytics assets and one or
more method signatures to identify the one or more analytics
assets that are associated with the role. The image initializer
statically analyzes code for every restful web service and
matches function names that are called in the code with the
one or more method signatures for the one or more analytics
assets to determine the one or more analytics assets associ-
ated with the role. The image initializer generates the
following output: a) the one or more analytics assets being
used by a restful web service, b) the one or more analytics
asset to be categorized locally for a role (i.e., the second
category), and c¢) the one or more analytics assets to be
categorized globally (i.e., the first category). Based on the
aforementioned output, the processor 202 may generate the
OS container image of each user. The OS container image
may include at least two OS container instances. One of the
two OS container instances may comprise the one or more
analytics assets that correspond to the first category and the
other OS container instance may comprise the one or more
analytics assets that correspond to the second category.

[0056] After the categorization of the one or more analyt-
ics assets into the first category and the second category, the
processor 202 may be operable to process the request
received from the user-computing device 102. Based on the
processing of the received request, the processor 202 may be
operable to determine the one or more analytics assets that
are required by the user to process the task.

[0057] At step 306, a check is performed to determine
whether the one or more required analytics assets are avail-
able in the second category. In an embodiment, the processor
202 may be operable to perform the check to determine
whether the one or more required analytics assets are avail-
able in the second category. In an embodiment, if the
processor 202 determines that the one or more required
analytics assets are available in the second category, then
control passes to end step 316. In an embodiment, if the
processor 202 determines that the one or more required
analytics assets are not available in the second category, then
control passes to step 308.

[0058] At step 308, a check is performed to determine
whether the one or more required analytics assets are avail-
able in the first category. In an embodiment, the processor
202 may be operable to perform the check to determine
whether the one or more required analytics assets are avail-
able in the first category. In an embodiment, if the processor
202 determines that the one or more required analytics assets
are not available in the first category, then control passes to
end step 316. In an embodiment, if the processor 202
determines that the one or more required analytics assets are
available in the first category, then control passes to step
310.

[0059] At step 310, a set of analytics assets is selected
from the first category based on the received request. The set
of analytics assets includes the one or more required ana-
Iytics assets. In an embodiment, the processor 202 may be
configured to select the set of analytics assets from the first
category based on the received request. In an embodiment,
the first category may comprise the one or more analytics
assets that are utilized by one or more other users in the
organization. In another embodiment, the first category may
comprise the one or more analytics assets that are not being
utilized by any of the users in the organization.
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[0060] After the processor 202 determines that the one or
more required analytics assets are available in the first
category, the processor 202 may transmit one or more
queries to a storage device, such as the database server 104,
to select the set of analytics assets from the first category.
Thereafter, the processor 202 may store the selected set of
analytics assets in the memory 204.

[0061] At step 312, the OS container image associated
with the user is updated based on at least the selected set of
analytics assets. In an embodiment, the processor 202 may
be configured to update the OS container image associated
with the user based on at least the selected set of analytics
assets. In an embodiment, the processor 202 may be oper-
able to update the OS container image based on at least a
transfer of the selected set of analytics assets from the first
category to the second category.

[0062] In an embodiment, the processor 202 may utilize a
layered approach to update the OS container image. The OS
container image of each user comprises at least two OS
container instances, such as a first OS container instance and
a second OS container instance. The first OS container
instance is made up of a set of layers, such that each layer
comprises an analytics asset that corresponds to the first
category. Similarly, the second OS container instance is
made up of a set of layers, such that each layer comprises an
analytics asset that corresponds to the second category. In
case of transfer of the selected set of analytics assets from
the first category to the second category, the processor 202
may be configured to add or build layers on top of existing
layers in the second OS container instance. The count of the
added layers may depend on the count of the one or more
required analytics assets in the selected set of analytics
assets. Thereafter, each of the selected set of analytics assets
is transferred to the corresponding added layer in the second
OS container instance.

[0063] Further, in an embodiment, the processor 202 may
be configured to update the OS container image based on at
least the usage of the one or more analytics assets that
correspond to the first category and/or the second category.
The processor 202 may track the usage of the one or more
analytics assets that correspond to the first category and/or
the second category during a pre-defined time duration.
Based on at least the tracked usage, the processor 202 may
be configured to update the first category and/or the second
category. For example, the processor 202 determines that an
employee demands for an analytics asset, such as a search
tool (e.g., Lucene) that corresponds to the first category, at
least once in every two days. Such demand was tracked for
a pre-defined time duration, such as “1 month.” In such a
case, the processor 202 may be configured to update the
second category (i.e., the second OS container instance) by
transferring the analytics asset, such as the search tool (e.g.,
Lucene), from the first category to the second category. In
another exemplary scenario, the processor 202 determines
that a utilization of an analytics asset, such as a statistical
package (e.g., R) that corresponds to the second category, is
below a threshold value during a pre-defined time duration,
such as “15 days.” In such a case, the processor 202 may be
configured to update the first category (i.e., the first OS
container instance) by transferring the analytics asset, such
as the statistical package (e.g., R), from the second category
to the first category.

[0064] In an embodiment, the updating of the OS con-
tainer image based on the usage of the one or more analytics
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assets that corresponds to the first category and/or the
second category may enable the organization to optimize the
usage of the resources and to increase the performance graph
by reducing the unwanted cost associated with the one or
more users.

[0065] At step 314, the selected set of analytics assets is
rendered through the updated OS container image on the
user-computing device. In an embodiment, the processor
202 may be configured to render the selected set of analytics
assets through the updated container image on the user-
computing device 102. In an embodiment, the processor 202
may be configured to render the selected set of analytics
assets on a user interface displayed on a display screen of the
user-computing device 102 through the updated OS con-
tainer image. Further, the processor 202 may be configured
to install each of the rendered (or selected) set of analytics
assets on the user-computing device 102. Further the user
may utilize the installed set of analytics assets to perform the
task on the user-computing device 102. Control then passes
to end step 316.

[0066] FIG. 4 is a block diagram that illustrates an experi-
mental architecture 400 for analytics asset management in
an organization. The experimental architecture 400 may
include an analytics engine 402, a visualization engine 404,
one or more users 406, and one or more heterogeneous data
sources 408. The experimental architecture 400 may show
one instance, where the one or more users 406, correspond
to several leaders within the business organization (e.g.,
SVP, BM, OM, TL) may be tasked with a continuous
monitoring and insight generation from the one or more
heterogeneous data sources 408 (e.g., JIRA, GRM, etc.).
Further, a user, such as a TL, may be interested in knowing
the performance of individual employees, and another user,
such as an SVP, may be interested in understanding the
overall health of each client. To derive such isolated real-
time insights from a common set of data sources and manage
the analytics assets in a container, a dynamic update in
container image of one or more applications on one or more
physical machines by use of OS containers becomes essen-
tial. The experimental architecture 400 may further preserve
the state of isolation among the installed applications
because each role, and individuals within the role, may have
different set of requirements in terms of the data.

[0067] FIG. 5 is a block diagram that illustrates an exem-
plary system architecture for analytics assets management in
an organization, in accordance with at least one embodi-
ment. With reference to FIG. 5, there is shown an exemplary
system architecture 500 that is described in conjunction with
FIG. 1, FIG. 2, and FIG. 3. The exemplary system archi-
tecture 500 includes a front end user interface 502, a web
server 504, a decision engine 506, a first category 508, a
second category 510, an image updater engine 512, a
container image repository 514, an image initialization
engine 516, an operation miner engine 518, an operations-
to-assets mapper database 520, a role-based cost module
522, and a user-based cost module 524. The web server 504,
the decision engine 506, the second category 510, and the
user-based cost module 524 forms the OS container instance
of a user.

[0068] In an embodiment, the front end user interface 502
may be utilized by the user to transmit a request to the web
server 504 for one or more analytics assets that are required
to process a task. The web server 504 may be configured to
receive the request for the one or more analytics assets from
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the front end user interface 502. The web server 504 may
further forward the received request to the decision engine
506. The decision engine 506 may comprise suitable logic,
circuitries, interfaces, and/or codes that may be configured
to execute one or more set of instructions, programs, or
algorithms stored in the memory 204 to perform one or more
associated operations. After receiving the request, the deci-
sion engine 506 may be configured to search for the one or
more analytics assets, on the user-computing device 102,
that are required to process the task. The decision engine 506
may be configured to perform a check to determine if the one
or more required analytics assets correspond to the second
category 510. In case the one or more required analytics
assets correspond to the second category 510, the decision
engine 506 may deliver the one or more required analytics
assets to the user through the front end user interface 502.
However, if the one or more required analytics assets do not
correspond to the second category 510, the decision engine
506 may transmit a query to the first category 508 to extract
the one or more required analytics assets. Further, in an
embodiment, output of the decision engine 506 is transmit-
ted to the operation miner engine 518.

[0069] The operation miner engine 518 logs the received
request to a local storage unit, such as the operations-to-
assets mapper database 520. Based on the output from the
decision engine 506, the operation miner engine 518 may be
operable to determine if the one or more required analytics
assets are needed to be transmitted from the first category
508 to the second category 510. If the one or more required
analytics assets are needed to be transmitted from the first
category 508 to the second category 510, the operation
miner engine 518 may transmit a name of the OS container
instance and the one or more required analytics assets to the
image updater engine 512. Further, in an embodiment, the
image updater engine 512 may extract the OS container
instance of the user from the container image repository 514.
The image updater engine 512 may further extract the one or
more required analytics assets from the first category 508.
Based on the extracted OS container instance of the user and
one or more required analytics assets, the image updater
engine 512 may be configured to generate a new OS
container instance of the user.

[0070] The image initialization engine 516 may be oper-
able to generate the OS container image of the user by using
the static code analysis technique. The OS container image
of'the user includes the OS container instance that comprises
the second category 510, i.e., a local pool of analytics assets
that are used by the user based on the role.

[0071] Further, in an embodiment, at a periodic time
interval, the operation miner engine 518 may be operable to
determine information that is representative of historical
usage of the one or more analytics assets by one or more
users associated with a role in an organization. The one or
more analytics assets correspond to each of the first category
508 and the second category 510. The operation miner
engine 518 may determine the information based on at least
monitoring of the OS container instance of each of the one
or more users associated with the same role in the organi-
zation. Thereafter, if the operation miner engine 518 deter-
mines that an update of the OS container instance of the user
is required based on the determined information, the opera-
tion miner engine 518 may be operable to transmit the
determined information to the image updater engine 512.
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[0072] Based on the received information, the image
updater engine 512 may remove the one or more analytics
assets from the second category 510 that are unutilized, i.e.,
a utilization of the one or more analytics assets that corre-
spond to the second category 510 is below a threshold value
during a predefined time duration. Further, the image
updater engine 512 may add the one or more analytics assets
to the second category 510 from the first category 508 based
on the usage of the one or more analytics assets in the first
category 508 by one or more other users associated with the
same role in the organization. Based on addition (or
removal) of the one or more analytics assets to (or from) the
second category, the image updater engine 512 may be
configured to update the generated new OS container
instance of the user. Thereafter, the image updater engine
512 may provide the updated new OS container instance to
the user. The updated new OS container instance includes at
least the one or more required analytics assets.

[0073] Further, in an embodiment, the user-based cost
module 524 may be operable to determine a user-based cost
of using the one or more analytics assets by the user. The
user-based cost module 524 may determine the cost based on
a type of the one or more analytics assets that are being used
by the user and a corresponding frequency of usage. Further,
in an embodiment, the role-based cost module 522 may be
operable to determine a role-based cost of the one or more
analytics assets associated with the role in the organization
based on at least an aggregation of the user-based cost, a
type of the OS container image, a count of OS container
instances created, a count of updates of the OS container
image, a count of the one or more analytics assets being
used, and/or the like. Further, the cost incurred by the
organization for the one or more analytics assets is opti-
mized based on at least a classification of the one or more
analytics assets into one or more topologies of operating
modes. The classification of the one or more analytics assets
into the one or more topologies is based on at least a cost
plan associated with the one or more analytics assets. The
cost plan of an analytics asset is determined based on one of
a price factor, a storage requirement, a runtime performance,
a usage factor, and a scalability factor of the one or more
analytics assets. For example, a cost plan may correspond to
a basic cost plan, an advanced cost plan, and a premium cost
plan.

[0074] In an embodiment, the basic cost plan may include
one or more basic analytics assets that are free or available
from an open source. Such type of one or more basic
analytics assets are stored or installed inside the second
category 510 of the OS container instance of the user. In an
embodiment, the advanced cost plan may include one or
more advanced analytics assets that may provide specialized
functionalities to the user. Such type of one or more
advanced analytics assets are stored or installed inside the
first category 508 of the OS container instance of the user.
Further, the user may have to make remote invocations in
order to use the one or more advanced analytics assets. In an
embodiment, the premium cost plan may include the one or
more premium analytics assets that may provide specialized
functionalities to the user. However, these one or more
premium analytics assets are installed within the users’ local
assets, i.e., the second category 510. This may help users
circumvent issues relating to throughput performance,
response times, etc., that may be prevalent in the advanced
plan owing to shared global assets.
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[0075] In an embodiment, an operating mode may corre-
spond to one of a basic operating mode, an advanced
operating mode, and a premium operating mode. For
example, when an application to process a task utilizes the
one or more analytics assets that are stored or installed
locally (in its OS container instance), i.e., the second cat-
egory 510 and that are classified into the basic cost plan, then
the mode of operation is referred to as the basic operating
mode. When the application to process the task utilizes the
one or more analytics assets that are stored or installed in a
global or shared OS container, i.e., the first category 508 and
that are classified into the advanced cost plan, the mode of
operation is referred to as the advanced operating mode.
Further, when the application to process the task utilizes the
one or more analytics assets classified into the advanced cost
plan and invokes them from the first category 508 for more
than “N” invocations, then the processor 202 may install the
one or more analytics assets locally (i.e., inside the second
category 510) for all further invocations. While doing so, the
processor 202 may also modify the operation mode auto-
matically and seamlessly to the premium cost plan. Such
combination of pre-defined cost plans may be referred to as
a topology of operating modes. Various topologies of oper-
ating modes have been explained in detail in FIGS. 6A, 6B,
and 6C.

[0076] FIG. 6A is an exemplary first topology of operating
modes, in accordance with at least one embodiment. The
first topology mode may be based on one or more pre-
defined cost plans. The cost plans may be classified into a
basic cost plan, indicated as “Basic Plan,” an advanced cost
plan, indicated as “Advanced Plan,” and a premium cost
plan, indicated as “Premium Plan.” With reference to FIG.
6A, initially, the cost plan may be Basic Plan. In the Basic
Plan, the user may require only basic pre-determined one or
more free software, installed locally, for executing one or
more applications. Based on pre-defined one or more pseudo
codes, when an application uses software packages installed
in a global or shared container, the cost plan may shift to the
Advanced Plan. Lastly, if the user requires one or more
specialized packages for one or more applications, then the
cost plan may shift to the Premium Plan.

[0077] FIG. 6B is an exemplary second topology of oper-
ating modes, in accordance with at least one embodiment.
The second topology mode may be based on one or more
pre-defined cost plans. As explained in FIG. 6A, the cost
plans may be classified into “Basic Plan,” “Advanced Plan,”
and “Premium Plan.” With reference to FIG. 6B, initially,
the cost plan may be Basic Plan. In the Basic Plan, the user
may require only basic pre-determined one or more free
software, installed locally, for executing one or more appli-
cations. Subsequently, for certain one or more tasks in a
pre-defined time interval, the user may require one or more
specialized packages for one or more applications. Thus, the
user may shift to the Premium Plan. Lastly, upon completion
of' the task by the one or more specialized packages, the cost
plan may shift again to the Basic Plan.

[0078] FIG. 6C is an exemplary third topology of operat-
ing modes, in accordance with at least one embodiment. The
third topology mode may be based on one or more pre-
defined cost plans. As explained in FIG. 6A, the cost plans
may be classified into “Basic Plan,” “Advanced Plan,” and
“Premium Plan.” With reference to FIG. 6C, initially, the
cost plan may be Basic Plan. In the Basic Plan, the user may
require only basic pre-determined one or more free software,
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installed locally, for executing one or more applications.
Subsequently, for certain one or more tasks in a pre-defined
time interval, the user may require one or more specialized
packages for one or more applications. Thus, the user may
shift to the Premium Plan and may remain in the Premium
Plan.

[0079] Various embodiments of the disclosure encompass
numerous advantages including method and system for
managing analytics assets in an organization. In an embodi-
ment, the method and system may utilize OS containers for
managing analytics assets in an organization. In an embodi-
ment, the method and the system may be utilized for
optimizing the cost associated with the analytics assets in an
organization and also maintain an isolation between differ-
ent application deliveries to different users.

[0080] The disclosed methods and systems, as illustrated
in the ongoing description or any of its components, may be
embodied in the form of a computer system. Typical
examples of a computer system include a general-purpose
computer, a programmed microprocessor, a micro-control-
ler, a peripheral integrated circuit element, and other
devices, or arrangements of devices that are capable of
implementing the steps that constitute the method of the
disclosure.

[0081] The computer system comprises a computer, an
input device, a display unit and the Internet. The computer
further comprises a microprocessor. The microprocessor is
connected to a communication bus. The computer also
includes a memory. The memory may be Random Access
Memory (RAM) or Read Only Memory (ROM). The com-
puter system further comprises a storage device, which may
be a hard-disk drive or a removable storage drive, such as,
a floppy-disk drive, optical-disk drive, and the like. The
storage device may also be a means for loading computer
programs or other instructions into the computer system.
The computer system also includes a communication unit.
The communication unit allows the computer to connect to
other databases and the Internet through an input/output
(I/O) interface, allowing the transfer as well as reception of
data from other sources. The communication unit may
include a modem, an Ethernet card, or other similar devices,
which enable the computer system to connect to databases
and networks, such as, LAN, MAN, WAN, and the Internet.
The computer system facilitates input from a user through
input devices accessible to the system through an [/O
interface.

[0082] Inorder to process input data, the computer system
executes a set of instructions that are stored in one or more
storage elements. The storage elements may also hold data
or other information, as desired. The storage element may be
in the form of an information source or a physical memory
element present in the processing machine.

[0083] The programmable or computer-readable instruc-
tions may include various commands that instruct the pro-
cessing machine to perform specific tasks, such as steps that
constitute the method of the disclosure. The systems and
methods described can also be implemented using only
software programming or using only hardware or by a
varying combination of the two techniques. The disclosure
is independent of the programming language and the oper-
ating system used in the computers. The instructions for the
disclosure can be written in all programming languages
including, but not limited to, “C,” “C++,” “Visual C++,”
Java, and “Visual Basic.” Further, the software may be in the
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form of a collection of separate programs, a program module
containing a larger program or a portion of a program
module, as discussed in the ongoing description. The soft-
ware may also include modular programming in the form of
object-oriented programming. The processing of input data
by the processing machine may be in response to user
commands, the results of previous processing, or from a
request made by another processing machine. The disclosure
can also be implemented in various operating systems and
platforms including, but not limited to, “Unix,” “DOS,”
“Android,” “Symbian,” and “Linux.”

[0084] The programmable instructions can be stored and
transmitted on a computer-readable medium. The disclosure
can also be embodied in a computer program product
comprising a computer-readable medium, or with any prod-
uct capable of implementing the above methods and sys-
tems, or the numerous possible variations thereof.

[0085] Various embodiments of the methods and systems
for managing delivery of analytics assets to a user of an
organization using OS containers have been disclosed. How-
ever, it should be apparent to those skilled in the art that
modifications in addition to those described, are possible
without departing from the inventive concepts herein. The
embodiments, therefore, are not restrictive, except in the
spirit of the disclosure. Moreover, in interpreting the dis-
closure, all terms should be understood in the broadest
possible manner consistent with the context. In particular,
the terms “comprises” and “comprising” should be inter-
preted as referring to elements, components, or steps, in a
non-exclusive manner, indicating that the referenced ele-
ments, components, or steps may be present, or utilized, or
combined with other elements, components, or steps that are
not expressly referenced.

[0086] A person having ordinary skills in the art will
appreciate that the system, modules, and sub-modules have
been illustrated and explained to serve as examples and
should not be considered limiting in any manner. It will be
further appreciated that the variants of the above disclosed
system elements, or modules and other features and func-
tions, or alternatives thereof, may be combined to create
other different systems or applications.

[0087] Those skilled in the art will appreciate that any of
the aforementioned steps and/or system modules may be
suitably replaced, reordered, or removed, and additional
steps and/or system modules may be inserted, depending on
the needs of a particular application. In addition, the systems
of the aforementioned embodiments may be implemented
using a wide variety of suitable processes and system
modules and is not limited to any particular computer
hardware, software, middleware, firmware, microcode, or
the like.

[0088] The claims can encompass embodiments for hard-
ware, software, or a combination thereof.

[0089] It will be appreciated that variants of the above
disclosed, and other features and functions or alternatives
thereof, may be combined into many other different systems
or applications. Presently unforeseen or unanticipated alter-
natives, modifications, variations, or improvements therein
may be subsequently made by those skilled in the art, which
are also intended to be encompassed by the following
claims.
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What is claimed is:

1. A method to manage analytics assets associated with at
least one computer accessible to an organization, said
method comprising:

receiving, by one or more transceivers, a request from a

user computing device associated with a user, wherein
said received request corresponds to processing of a
task on said user computing device;

selecting, by one or more processors, a set of analytics

assets from a first category based on said received
request, wherein one or more analytics assets, extracted
from a database server, are categorized into said first
category and a second category based on at least one of
a role of said user in said organization and a historical
usage of said one or more analytics assets by said user,
wherein said one or more analytics assets that corre-
spond to said second category are included in an
operating system (OS) container image associated with
said user;

updating, by said one or more processors, said OS con-

tainer image associated with said user based on at least
said selection of said set of analytics assets from said
first category; and

rendering, by one or more graphical processors, said

selected set of analytics assets through said updated OS
container image on said user computing device of said
user.

2. The method of claim 1, wherein said one or more
analytics assets correspond to at least one of one or more
statistical packages, one or more applications and related
tools, one or more process mining tools, and one or more
open-source or licensed data mining packages.

3. The method of claim 2, wherein said one or more
analytics assets are categorized in said first category and said
second category by use of a static code analysis technique.

4. The method of claim 3, wherein said first category
comprises said one more analytics assets that are shared with
one or more other users associated with one or more roles in
said organization.

5. The method of claim 3, wherein said second category
comprises said one or more analytics assets that are shared
with said user associated with said role in said organization.

6. The method of claim 3 further comprising updating, by
said one or more processors, said second category based on
a usage of said one or more analytics assets that correspond
to said first category.

7. The method of claim 3 further comprising updating, by
said one or more processors, said OS container image based
on a usage of said one or more analytics assets that corre-
spond to said second category, wherein said second category
is updated when a utilization of said one or more analytics
assets is below a threshold value during a predefined time
duration.

8. The method of claim 1 further comprising optimizing,
by said one or more processors, a cost incurred by said
organization for said one or more analytics assets based on
at least a classification of said one or more analytics assets
into one or more operating modes.

9. The method of claim 8, wherein said classification of
said one or more analytics assets into one or more topologies
of'said one or more operating modes is based on at least one
of a price factor, a storage requirement, a runtime perfor-
mance, an usage factor and a scalability factor of said one or
more analytics assets.
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10. A system to manage analytics assets associated with at
least one computer accessible to an organization, said sys-
tem comprising:

one or more transceivers configured to:

receive a request from a user computing device associated

with a user, wherein said received request corresponds
to processing of a task on said user computing device;
one or more processors configured to:

select a set of analytics assets from a first category based

on said received request, wherein one or more analytics
assets, extracted from a database server, are categorized
into said first category and a second category based on
at least one of a role of said user in said organization
and a historical usage of said one or more analytics
assets by said user, wherein said one or more analytics
assets that correspond to said second category are
included in an operating system (OS) container image
associated with said user;

update said OS container image associated with said user

based on at least said selection of said set of analytics
assets from said first category; and

one or more graphical processors configured to:

render said selected set of analytics assets through said

updated OS container image on said user computing
device of said user.

11. The system of claim 10, wherein said one or more
analytics assets correspond to at least one of one or more
statistical packages, one or more applications and related
tools, one or more process mining tools, and one or more
open-source or licensed data mining packages.

12. The system of claim 11, wherein said one or more
processors are configured to categorize said one or more
analytics assets into said first category and said second
category by use of a static code analysis technique.

13. The system of claim 12, wherein said first category
comprises said one more analytics assets that are shared with
one or more other users associated with one or more roles in
said organization.

14. The system of claim 12, wherein said second category
comprises said one or more analytics assets that are shared
with said user associated with said role in said organization.

15. The system of claim 12, wherein said one or more
processors are further configured to update said second
category based on a usage of said one or more analytics
assets that correspond to said first category.

16. The system of claim 12, wherein said one or more
processors are further configured to update said OS con-
tainer image based on a usage of said one or more analytics
assets that correspond to said second category, wherein said
second category is updated when a utilization of said one or
more analytics assets is below a threshold value during a
predefined time duration.

17. The system of claim 10, wherein said one or more
processors are further configured to optimize a cost incurred
by said organization for said one or more analytics assets
based on at least a classification of said one or more
analytics assets into one or more operating modes.

18. The system of claim 17, wherein said classification of
said one or more analytics assets into one or more topologies
of'said one or more operating modes is based on at least one
of a price factor, a storage requirement, a runtime perfor-
mance, an usage factor and a scalability factor of said one or
more analytics assets.
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19. A computer program product for use with a computer,
the computer program product comprising a non-transitory
computer readable medium, wherein the non-transitory
computer readable medium stores a computer program code
to manage analytics assets associated with at least one
computer accessible to an organization, wherein the com-
puter program code is executable by one or more processors
to:
receive a request from a user computing device associated
with a user, wherein said received request corresponds
to processing of a task on said user computing device;

select a set of analytics assets from a first category based
on said received request, wherein one or more analytics
assets, extracted from a database server, are categorized
into said first category and a second category based on
at least one of a role of said user in said organization
and a historical usage of said one or more analytics
assets by said user, wherein said one or more analytics
assets that correspond to said second category are
included in an operating system (OS) container image
associated with said user;

update said OS container image associated with said user

based on at least said selection of said set of analytics
assets from said first category; and

render said selected set of analytics assets through said

updated OS container image on said user computing
device of said user.

#* #* #* #* #*
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