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(54) Method, apparatus and system for operating machine-to-machine devices

(57) A method for operating machine-to-machine de-
vices in a network includes: monitoring a traffic condition
of a communication network; determining, based on a
result of monitoring the traffic condition, an allowed time
duration for a group of machine-to-machine devices to

communicate with a machine-to-machine server through
the communication network; and transmitting information
indicating the allowed time duration to a machine-to-ma-
chine gateway for operating the machine-to-machine de-
vices according to the allowed time duration.
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Description

Technical Field

[0001] This disclosure relates to machine-to-machine
(M2M) devices in a communication system.

Background

[0002] A machine-to-machine (M2M) system, also
known as a machine-type-communication (MTC) sys-
tem, is a communication system that enables a flow of
data, e.g., monitored data, from machine to machine
and/or from machine to human with minimal human in-
teractions. Examples of the M2M system include security
systems, surveillance systems, smart meter systems,
etc.
[0003] A conventional M2M system includes one or
more M2M devices, an M2M server, and a wireless net-
work provided by a service provider that may cover a
large number of M2M devices. The M2M devices may
be used in different applications including, e.g., electric-
ity, water, or gas consumption monitoring, remote health
monitoring, inventory applications, etc. The M2M devices
are configured to send monitored data through the wire-
less network to the M2M server for further processing or
analysis. The wireless network connecting the M2M de-
vices and the M2M server operates in accordance with
a communication standard, such as the Long-Term Ev-
olution (LTE) standard developed by the 3rd Generation
Partnership Project (3GPP).
[0004] Communications between the M2M devices
and the M2M server may generate significant network
traffic for the wireless network. In addition, the M2M de-
vices are often small and power-constrained. In many
cases, the service life of these devices varies from sev-
eral months to years and depends on how efficiently they
utilize their internal energy source (e.g., batteries).

SUMMARY

[0005] According to one embodiment, a method for op-
erating machine-to-machine devices in a network is pro-
vided, the method comprising: monitoring a traffic con-
dition of a communication network; determining, based
on a result of monitoring the traffic condition, an allowed
time duration for a group of machine-to-machine devices
to communicate with a machine-to-machine server
through the communication network; and transmitting in-
formation indicating the allowed time duration to a ma-
chine-to-machine gateway for operating the machine-to-
machine devices according to the allowed time duration.
[0006] According to another embodiment, a system for
operating machine-to-machine devices in a network is
provided, the system comprising: a first processor con-
figured to monitor a traffic condition of a communication
network and determining, based on a result of monitoring
the traffic condition, an allowed time duration for a group

of machine-to-machine devices to communicate with a
machine-to-machine server through the communication
network; and a second processor configured to transmit
information indicating the allowed time duration to a ma-
chine-to-machine gateway for operating the machine-to-
machine devices according to the allowed duration.
[0007] According to another embodiment, a method for
operating machine-to-machine devices in a network is
provided, the method comprising: receiving information
indicating an allowed time duration for a group of ma-
chine-to-machine devices to communicate with a ma-
chine-to-machine server through a communication net-
work; determining communication windows for the ma-
chine-to-machine devices, respectively, based on the al-
lowed time duration; and transmitting data indicating the
respective communication windows to the respective
machine-to-machine devices for operating the machine-
to-machine devices according to the respective commu-
nication windows.
[0008] According to another embodiment, an appara-
tus for operating machine-to-machine devices in a net-
work is provided, the apparatus comprising: a first inter-
face module configured to receive information indicating
an allowed time duration for a group of machine-to-ma-
chine devices to communicate with a machine-to-ma-
chine server through a communication network; a con-
troller configured to determine communication windows
for the individual machine-to-machine devices based on
the allowed time duration; and a second interface module
configured to transmit data indicating the communication
windows to the machine-to-machine devices for operat-
ing the machine-to-machine devices according to the re-
spective communication windows.
[0009] According to another embodiment, a computer-
readable medium is provided, including instructions,
which, when executed by a processor, cause the proc-
essor to perform a method for operating machine-to-ma-
chine devices in a network. The method comprises: re-
ceiving information indicating an allowed time duration
for a group of machine-to-machine devices to communi-
cate with a machine-to-machine server through a com-
munication network; determining communication win-
dows for the respective machine-to-machine devices
based on the allowed time duration; and transmitting data
indicating the respective communication windows to the
respective machine-to-machine devices for operating the
machine-to-machine devices according to the respective
communication windows.
[0010] According to another embodiment, a method for
operating a machine-to-machine device is provided, the
method comprising: receiving information indicating an
allowed time duration for a group of machine-to-machine
devices to communicate with a machine-to-machine
server through a communication network, the machine-
to-machine devices capable of operating in an active
mode and a power-saving mode; determining parame-
ters for the active mode and the power-saving mode for
at least one of the machine-to-machine devices; and
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transmitting data for operating the at least one machine-
to-machine device of the group of machine-to-machine
devices according to the parameters.
[0011] According to another embodiment, a method for
operating a machine-to-machine device is provided, the
method comprising: receiving parameters of an active
mode and a power-saving mode of a machine-to-ma-
chine device; and switching the machine-to-machine de-
vice between the active mode and the power-saving
mode according to the parameters, the machine-to-ma-
chine device, when operating in the active mode, com-
municating with a machine-to-machine server through a
communication network.
[0012] According to another embodiment, an appara-
tus is provided, comprising: a receiver and a transmitter,
the receiver being configured to receive parameters of
an active mode and a power-saving mode of the appa-
ratus; and a controller configured to switch the apparatus
between the active mode and the power-saving mode
according to the parameters and activate the receiver
and the transmitter in the active mode to communicate
with a machine-to-machine server through a communi-
cation network.
[0013] According to another embodiment, a computer-
readable medium is provided, including instructions,
which, when executed by a processor, cause the proc-
essor to perform a method for operating a machine-to-
machine device. The method comprises: receiving pa-
rameters of an active mode and a power-saving mode
of a machine-to-machine device; and switching the ma-
chine-to-machine device between the active mode and
the power-saving mode according to the parameters, the
machine-to-machine device, when operating in the active
mode, communicating with a machine-to-machine server
through a communication network.

BRIEF DESCRIPTION OF THE DRAWINGS

[0014] The accompanying drawings, which are incor-
porated in and constitute a part of this specification, il-
lustrate embodiments consistent with the invention and,
together with the description, serve to explain the princi-
ples of the invention.
[0015] Fig. 1 illustrates a block diagram of a system of
an M2M deployment, according to an exemplary embod-
iment.
[0016] Fig. 2A illustrates a block diagram of an M2M
device, according to an exemplary embodiment.
[0017] Fig. 2B illustrates a block diagram of an M2M
gateway, according to an exemplary embodiment.
[0018] Fig. 3 illustrates a timing diagram for controlling
an M2M device, according to an exemplary embodiment.
[0019] Figs. 4A-4C illustrate timing diagrams for con-
trolling a group of M2M devices, according to an exem-
plary embodiment.
[0020] Fig. 5 illustrates a process for controlling a
group of M2M devices, according to an exemplary em-
bodiment.

DESCRIPTION OF THE EMBODIMENTS

[0021] Reference will now be made in detail to exem-
plary embodiments, examples of which are illustrated in
the accompanying drawings. The following description
refers to the accompanying drawings in which the same
numbers in different drawings represent the same or sim-
ilar elements unless otherwise represented. The imple-
mentations set forth in the following description of exem-
plary embodiments do not represent all implementations
consistent with the invention. Instead, they are merely
examples of systems and methods consistent with as-
pects related to the invention as recited in the appended
claims.
[0022] Fig. 1 illustrates a block diagram of a system
100 of a machine-to-machine deployment, according to
an exemplary embodiment. Referring to Fig. 1, the sys-
tem 100 includes one or more M2M devices 102A-102C,
an M2M gateway 104, a communication network 106,
and at least one M2M server 108.
[0023] The M2M devices 102A-102C may each be a
monitoring device for monitoring and sending data to the
M2M server 108 for further processing or analysis. The
M2M devices 102A-102C may be used in different appli-
cations including, e.g., electricity, water, or gas consump-
tion monitoring, remote health monitoring, inventory ap-
plications, etc. In addition, the M2M devices 102A-102C
may be grouped as one or more groups of M2M devices
based on common features, locations, etc.
[0024] According to a further embodiment, the M2M
devices 102A-102C are configured to switch between an
active mode and a power-saving mode. In the active
mode, each of the M2M devices 102A-102C is configured
to communicate with the M2M server 108 by transmitting
and receiving data therefrom. In the power-saving mode,
each of the M2M devices 102A-102C does not commu-
nicate with the M2M server 108. In the power-saving
mode, the M2M devices 102A-102C may periodically ac-
tivate their receivers for a brief time period to listen to
information from the communication network 106. Thus,
the M2M devices 102A-102C consume less power in the
power-saving mode than in the active mode.
[0025] For certain delay-tolerant M2M applications and
in order to reduce subscription fees, M2M devices 102A-
102C may be allowed to send or receive data during only
a specific time interval, according to a service subscrip-
tion agreement with the communication network 106.
Outside the allowed time interval, the M2M devices may
still send or receive data but with higher subscription fees.
Thus, outside the allowed time interval, 102A-102C are
configured to operate in the power-saving mode. Addi-
tionally, parameters of the active mode and the power-
saving mode, including the starting time of the active
mode and the length of the power-saving mode, may be
adjusted for individual M2M devices 102A-102C accord-
ing to information received from the communication net-
work 106.
[0026] In addition, the M2M devices 102A-102C may
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form a network 110, which operates in accordance with,
for example, the IEEE 802.11 standard, the IEEE
802.15.4 standard, or the LTE standard. The network
110 is referred to herein as a capillary network. The M2M
devices 102A-102C within the network 110 may commu-
nicate directly or indirectly with the M2M gateway 104
through their respective networking interfaces, such as
a wireless modem, a Wi-Fi interface, a Bluetooth inter-
face, a Zigbee interface, a radio-frequency identification
(RFID) interface, an LTE-based proximity communica-
tion interface, etc. Thus, the networking interfaces of the
M2M devices 102A-102C may support communications
based on one or more communication standards, such
as the IEEE 802.11 standard, the IEEE 802.15.4 stand-
ard, or the LTE standard. Further details of the M2M de-
vices 102 will be described below.
[0027] The M2M gateway 104 is configured to couple
the M2M devices 102A-102C to the communication net-
work 106. The M2M gateway 104 may include one or
more of the following components: a memory configured
to store data, information, and computer program instruc-
tions, a processor configured to execute the computer
program instructions to perform various processes and
methods disclosed herein, input and output modules, net-
work interfaces, antennas, etc.
[0028] According to an additional embodiment, the
M2M gateway 104 may itself be an M2M device having
similar functions and capabilities as those of the M2M
devices 102A-102C and also include additional capabil-
ities to support the gateway functions. In other words,
the M2M gateway 104 may operate as a regular M2M
device within the capillary network 110 for monitoring and
sending data to the M2M server, as well as provide gate-
way-related functions between the capillary network 110
and the communication network 106. According to a fur-
ther embodiment, the M2M gateway 104 is not predeter-
mined, and may be selected, when desired, among the
M2M devices within the capillary network 110. Accord-
ingly, any M2M device with gateway-related capabilities
within the capillary network 110 may operate as the M2M
gateway 104. Further details of the M2M gateway 104
will be described below.
[0029] The communication network 106 may be a wire-
less communication network operated by a service pro-
vider in accordance with one or more communication
standards. For illustrative purposes, it is assumed that
the communication network 106 operates in accordance
with the LTE standard specifically and the 3GPP stand-
ards more generally. For example, the communication
network 106 includes at least one base station (BS) 112,
also known as an eNodeB. When the M2M gateway 104
is located within a coverage area of the base station 112,
the base station 112 can communicate with the M2M
gateway 104. In addition, the base station 112 can also
communicate directly with individual M2M devices 102A-
102C located within the coverage area of the base station
112.
[0030] In exemplary embodiments, the network 106

may also include a serving gateway (SGW) 114, a mo-
bility management entity (MME) 116, and a home sub-
scriber server (HSS) 118. The SGW 114, the MME 116,
and the HSS 118 may be implemented on one or more
computer systems known in the art and operate in ac-
cording with the above standards. In particular, the SGW
114 is configured to route and forward user data to and
from the capillary network 110, while also acting as a
mobility anchor for network communications during inter-
eNodeB handovers or inter-network transfers. For an
M2M device in the power-saving mode, the SGW 114
terminates a downlink data path and triggers paging
when downlink data arrives for the M2M device. The
SGW 114 also manages and stores, for examples, pa-
rameters of an IP bearer service and network internal
routing information for the M2M devices.
[0031] The MME 116 is configured to track and page
the M2M devices operating in the power-saving mode.
The MME 116 is also configured to choose an SGW for
an M2M device during an initial attach procedure and
during an intra-network handover. The MME 116 is also
configured to authenticate the M2M devices, generate
and allocate temporary identities to the M2M devices,
and enforce roaming restrictions on the M2M devices.
According to one embodiment, the MME 116 generates
a result of monitoring network traffic condition of the com-
munication network 106. The MME 116 may obtain in-
formation regarding the network traffic condition from oth-
er network components, such as the SGW 114.
[0032] The HSS 118 is a central database that contains
user-related and subscription-related information asso-
ciated with the M2M devices 102A-102C within the cap-
illary network 110. The HSS 118 provides functionalities
including, for example, user authentication, and access
authorization. The subscription-related information
stored by the HSS 118 includes, for example, an allowed
time duration for the M2M devices 102A-102C during
which they are allowed to send and/or receive data, ac-
cording to the service subscription agreement discussed
above. The allowed time duration for the M2M devices
are indicated by a starting time of the allowed time dura-
tion and a length of the allowed time duration.
[0033] The M2M server 108 is configured to commu-
nicate with the communication network 106. For exam-
ple, the M2M server 108 may receive data from the M2M
devices 102A-102C through the M2M gateway 104 and
the communication network 106. Also for example, the
M2M server 108 may send control or configuration infor-
mation to the M2M devices 102A-102C through the M2M
gateway 104 and/or the communication network 106. Al-
ternatively, the M2M server 108 may send the control or
configuration information to the M2M devices 102A-102C
directly or through other means as known in the art.
[0034] Fig. 2A illustrates a block diagram of an M2M
device 200 generally corresponding to any one of the
M2M devices 102A-102C, shown in Fig. 1, according to
an exemplary embodiment. The M2M device 200 in-
cludes, at least, a network interface controller (NIC) mod-
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ule 202 for receiving and transmitting data, a controller
204 for executing program codes to process the data and
to control the M2M device 200, and a memory module
206 for storing the data and the program codes.
[0035] In exemplary embodiments, the NIC module
202 is configured to communicate, directly or indirectly,
with the M2M gateway 104 using one or more network
interfaces, such as a Wi-Fi interface, a Bluetooth inter-
face, a Zigbee interface, an RFID interface, or an LTE-
based proximity communication interface. The NIC mod-
ule 202 may provide periodic or non-periodic communi-
cations between the M2M device 200 and the M2M gate-
way 104. For example, the NIC module 202 may period-
ically transmit data, such as information on temperature,
pressure, etc., to the M2M gateway 104. In an additional
embodiment, the NIC module 202 includes a receiver
208 for receiving data from the M2M gateway 104 and a
transmitter 210 for transmitting data to the M2M gateway
104. In an alternative embodiment, the receiver 208 and
the transmitter 210 of the NIC module 202 are configured
to communicate with the base station 112 directly and
operate according to the LTE or the 3GPP standards.
[0036] The controller 204 of the M2M device 200 may
be a microprocessor or a central processing unit (CPU),
as known in the art. The controller 204 exchanges data
with the NIC module 202 and the memory module 206.
In addition, the controller 204 retrieves program codes
from the memory module 206 and executes the program
codes to process the data received from the NIC module
202 and the memory module 206. The controller 204 also
causes the M2M device 200 to carry out processes de-
scribed herein in accordance with the program codes.
[0037] The memory module 206 of the M2M device
200 stores the data and program codes for controlling
the M2M device. The memory module 206 may include
one or more of a RAM, a ROM, a flash memory, and/or
other computer-readable media as known in the art.
[0038] In exemplary embodiments, the controller 204,
by executing the program codes stored in the memory
module 206, switches the M2M device 200 between the
power-saving mode and the active mode, in order to re-
duce power consumption while providing necessary
communications with the M2M server 108. For example,
when the NIC module 202 transmits data to the M2M
gateway 104, the controller 204 causes the M2M device
200 to operate in the active mode, in which power con-
sumption is relatively high. When the NIC module 202
does not transmit or receive data via the M2M gateway
104, on the other hand, the controller 204 causes the
M2M device 200 to operate in the power-saving mode.
[0039] In exemplary embodiments, the controller 202
causes the M2M device 200 to switch, periodically or
non-periodically, between the power-saving mode and
the active mode. The timing of the switching between the
two modes and the length of the modes may be adjusted
in accordance with parameters stored within the M2M
device and information received from the communication
network 106.

[0040] According to an alternative embodiment, the
NIC module 202 supports a proximity communication
protocol that allows the M2M device 200 to communicate,
through wired or wireless channels, with another M2M
device at an adjacent location. The proximity communi-
cation protocol may operate in accordance with the tech-
nical specification of 3GPP TR 22.803 published on
March 15, 2013, which is hereby incorporated by refer-
ence in its entirety. In this embodiment, the M2M device
200 communicates with the adjacent M2M device
through a direct path established between or a commu-
nication path established via the M2M gateway 104 or
the base station 112.
[0041] Fig. 2B illustrates a block diagram of an M2M
gateway 218, generally corresponding to the M2M gate-
way 104 shown in Fig. 1, according to an exemplary em-
bodiment. The M2M gateway 218 includes a first network
interface controller (NIC) module 216 for communicating
with the M2M devices 102A-102C, a second NIC module
212 for communicating with the communication network
106, and a core module 214 coupled to the NIC module
216 and the NIC module 212. Each of the NIC module
216, the NIC module 212, and the core module 214 may
be implemented by one or more processors and a non-
transitory computer-readable medium. In exemplary em-
bodiments, the first NIC module 216 is configured to com-
municate with the M2M devices 102 using one or more
interfaces, such as a Wi-Fi interface, a Bluetooth inter-
face, a Zigbee interface, an RFID interface, or an LTE-
based proximity communication interface.
[0042] In exemplary embodiments, the NIC module
212 includes a standard LTE or 3GPP protocol stack for
communicating with the communication network 106.
The NIC module 212 may receive from the communica-
tion network 106, periodically or non-periodically, the
service subscription information for the M2M devices
within the capillary network 110. The service subscription
information includes, for example, information on the al-
lowed time duration allocated to the M2M devices 102A-
102C, during which they are configured to operate in the
active mode to send or receive data. This information
may indicate a starting time for the allowed time duration
determined according, for example, to the traffic condi-
tion of the communication network 106.
[0043] The NIC module 212 is also configured to send
initial information regarding the M2M devices 102A-102C
to the communication network 106 based on, e.g., an
initial attach process provided in the LTE or 3GPP stand-
ard. Additionally, the NIC module 212 may send, period-
ically or non-periodically, updated information regarding
the M2M devices 102 to the communication network 106
based on a Tracking Area Update (TAU) process accord-
ing to the LTE or the 3GPP standard.
[0044] In exemplary embodiments, the core module
214 includes, among other things, an M2M controller unit
221, which further includes a database 222 and a con-
troller 224. The controller unit 221 stores information re-
garding the M2M devices 102A-102C in the database
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222 and retrieves the information therefrom. The infor-
mation regarding the M2M devices includes, for example,
the starting time and a length of the allowed time duration
allocated to the M2M devices to be in the active mode
by the communication network 106.
[0045] Based on the information stored in the database
222, the controller unit 221 may further determine pa-
rameters for the active mode and the power-saving mode
of each individual M2M device within the capillary net-
work 110. For example, the controller unit 221 deter-
mines a starting time for setting a particular M2M device
to the active mode and a duration of the active mode,
which is also referred to as a communication window for
the M2M device. The starting time and the communica-
tion window of the active mode for each M2M device are
determined based on the starting time and the length of
the allowed time duration and the number of M2M devices
within the network 110. According to an additional em-
bodiment, the controller unit 221 also determines a du-
ration of the power-saving mode for each M2M device.
The controller unit 221 may further store the parameters
for the active mode and the power-saving mode of the
M2M devices 102A-102C in the database 222 and trans-
mit the parameters to the M2M devices through the NIC
module 216.
[0046] According to a further embodiment, the M2M
gateway 218 itself also switches, periodically or non-pe-
riodically, between a power-saving mode and an active
mode according to the parameters set therein. The M2M
gateway 218 determines the parameters for the active
mode and the power-saving mode based on the allowed
time duration allocated by the communication network
106 as described above. Thus, the M2M gateway 218
may provide functions similar to those M2M devices
102A-102C.
[0047] Fig. 3 depicts a timing diagram of an individual
M2M device, which generally corresponds to one of the
M2M devices 102A-102C or the M2M gateway 104 op-
erating in the capillary network 110. As shown in Fig. 3,
the M2M device operates in the active mode during a
time period ta and in the power-saving mode during a
time period Td. The time period ta is the communication
window, during which the receiver 208 and the transmit-
ter 210 of the NIC module 202 are both activated. As a
result, in the active mode, the M2M device is configured
to communicate with the M2M server 108 through the
communication network 106.
[0048] At the end of the communication window ta, the
M2M device is switched to the power-saving mode and
operates in the power-saving mode for a period Td. In
the power-saving mode, the receiver 208 and the trans-
mitter 210 in the NIC module 202 are deactivated in order
to reduce energy consumption. As a result, the M2M de-
vice terminates the communication with the M2M server
108.
[0049] In an additional embodiment, the M2M device
operating in the power-saving mode may periodically ac-
tivate the receiver for a short time period to listen to sta-

tus-related information, such as a paging signal, from the
communication network 106. More specifically, the M2M
device initially follows a short discontinuous reception
(DRX) cycle in the power-saving mode and periodically
activates the receiver every tDS time interval. The total
time duration for the M2M device to operate in the short
DRX cycle is TN.
[0050] If no information is received by the end of the
TN period, the M2M device transits to a long discontinu-
ous reception (DRX) cycle and periodically activates the
receiver every tDL time interval. Because the tDL time in-
terval is generally greater than the tDS time interval, the
receiver of the NIC module 202 is activated less frequent-
ly in the long DRX cycle. Thus, the energy consumption
by the M2M device is further reduced in the long DRX
cycle. The total time duration for the M2M device to op-
erate in the long DRX cycle is TM. As a result, the total
time duration Td of the power-saving mode is substan-
tially a sum of the TN interval and the TM interval.
[0051] According to a further embodiment, the com-
munication window ta for the M2M device is determined
according to a service subscription between the M2M
device and the communication network 106. For exam-
ple, the service subscription may specify that the M2M
device is allowed to use the network service of the net-
work 106 once an hour, a day, a week, or a month.
[0052] According to a further embodiment, the starting
time Ti of the active mode for an individual M2M device
is determined based, for example, on a traffic condition
of the communication network 106. Specifically, when
the result of monitoring the traffic condition indicates that
the traffic condition of the communication network 106
varies, the communication network 106 may cause the
starting time Ti of the communication window ta to be
adjusted to a time of relatively light traffic. As a result,
network resources are used more efficiently.
[0053] According to a still further embodiment, the
number of short DRX cycles and the number of long DRX
cycles are adjusted to further reduce the power consump-
tion of the M2M device. For example, the number of short
DRX cycles is reduced, while the number of long DRX
cycles is increased. Accordingly, the TN time interval is
reduced, and the TM time interval is increased. As a re-
sult, the M2M device operates in the long DRX cycle for
a relatively greater time period, thereby consuming less
power.
[0054] Figs. 4A-4C illustrate timing diagrams of a group
of M2M devices, such as the M2M devices 102A-102C
of Fig. 1, operating in a capillary network, such as the
capillary network 110. The group of M2M devices com-
municates with the M2M server 108 through the commu-
nication network 106 according to a group-based service
subscription. The group-based service subscription
specifies, for example, an allowed time duration Ta, in
which the group of M2M devices is allowed to transmit
and receive data through the network 106. Outside the
allowed time duration Ta, the group of M2M devices is
not allowed to communicate with the M2M server 108
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through the network 106.
[0055] The allowed time duration Ta may occur every
hour, every day, every week, every month, etc. A starting
time Ti of the allowed duration Ta for the group of M2M
devices is adjustable according to the network traffic con-
dition of the network 106. For example, the starting time
Ti may be adjusted so that the allowed duration occurs
when the traffic of the network 106 is relatively light. As
a result, resources are utilized more efficiently.
[0056] Within the allowed time duration Ta, each M2M
device of the group is allocated a communication window,
which is a portion of the allowed time duration Ta, to trans-
mit and receive data through the network 106. For ex-
ample, a communication window ta1 starting at time Ti1
is allocated to the M2M device 102A, as shown in Fig.
4A. Accordingly, the M2M device 102A operates in the
active mode within the communication window ta1 and
communicates with the M2M server 108 through the net-
work 106.
[0057] Outside the communication window ta1, the
M2M device 102A enters into the power-saving mode for
a duration of Td1, according to the process depicted in
Fig. 3 above. In particular, the M2M device 102A may
first enter a short DRX cycle, in which the receiver 208
of the NIC module 202 of the M2M device 102A is acti-
vated periodically for a short period of time to listen to
status-related information from the network 106. As a
result, the M2M device 102A consumes less power in
the short DRX cycle than in the active mode.
[0058] If no data is received for a predetermined time
period within the short DRX cycle, the M2M device 102A
enters a long DRX cycle, in which the receiver 208 of the
NIC module 202 of the M2M device 102A is activated
less frequently, while the transmitter 210 of the NIC mod-
ule 202 remains deactivated. As a result, the M2M device
102A consumes even less power in the long DRX cycle
than in the short DRX cycle.
[0059] Similarly, communication windows ta2 and ta3
within the allowed time duration Ta are allocated to the
M2M devices 102B and 102C, respectively, as shown in
Figs. 4B and 4C. The M2M devices 102B and 102C are
allowed to communicate with the M2M server 108 within
the respective communication windows starting at times
Ti2 and Ti3, respectively. Outside the respective commu-
nication windows, the M2M devices 102B and 102C enter
into the power-saving mode for time periods of Td2 and
Td3, respectively, and operate according to the short DRX
cycle and the long DRX cycle as described above.
[0060] The communications windows ta1, ta2, and ta3
may or may not overlap one another. They may be de-
termined by the M2M gateway 104 or the communication
network 106 based on one or more parameters including,
for example, the length of the allowed time duration Ta,
the starting time Ti of the allowed time duration, and the
number of the M2M devices within the group.
[0061] Alternatively, the communications windows ta1,
ta2, and ta3 are determined by one of the M2M devices
of the capillary network 110. After the communication

windows for individual M2M devices are determined,
each M2M device in the capillary network is notified of
the information by the network entity that makes the de-
termination, e.g., by the M2M gateway 104, the commu-
nication network 106, a base station, an eNodeB, or one
of the M2M devices. The information regarding the com-
munication windows is transmitted to individual M2M de-
vices according to, for example, a multicast protocol, a
point-to-point communication protocol, or an LTE-based
proximity communication protocol. It will be understood
that, when the capillary network 110 includes only a sin-
gle M2M device, the allowed time duration Ta shown in
Figs. 4A-4C is equal to the allowed time duration ta shown
in Fig. 3, which is equal to the communication window
for the single M2M device.
[0062] According to another embodiment, in deploy-
ment scenarios where the M2M devices 102A-102C do
not have the LTE-based proximity communication inter-
face, the M2M devices 102A-102C communicate with
the M2M server 108 via the M2M gateway 104 using their
WiFi, ZigBee, Bluetooth, or other similar interfaces. In
this embodiment, the M2M devices 102A-102C may be
configured to operate in a continuous sleep or power-
saving duration of Td without the short DRX cycle or the
long DRC cycle. Accordingly, the duration of Td is defined
as a sleeping cycle.
[0063] Fig. 5 illustrates a process 500 for operating a
group of one or more M2M devices 102A-102C within
the capillary network 110. The M2M devices 102A-102C
communicate with the M2M server 108 (shown in Fig. 1)
through the M2M gateway 104 and the communication
network 106. The M2M gateway 104 may be one of the
M2M devices within the capillary network 110, which has
gateway capabilities. Accordingly, in addition to the gate-
way functions, the M2M gateway 104 may provide func-
tions similar to the M2M devices 102A-102C. Thus, the
M2M devices 102A-102C and the M2M gateway 104 may
form a group of M2M devices. The M2M devices within
the capillary network 110 are capable of operating in an
active mode and a power-saving mode. The communi-
cation network 106 includes the base station 112, the
serving gateway (GW) 114, the MME 116, and the HSS
118 as described above in connection with Fig. 1.
[0064] According to the process 500, at step 502, the
M2M gateway 104 and the network 106 execute an initial
attach and authentication process. The initial attach and
authentication process includes, for example, transmit-
ting an attach request from the M2M gateway 104 to the
base station 112. This attach request includes informa-
tion indicating, for example, power saving preferences
of devices, gateway capabilities, and other details related
to group-based or individual subscriptions. Upon receiv-
ing the attach request, the base station 112 executes an
initial attach process with the MME 116.
[0065] At step 504, the MME 116 retrieves group-
based or individual service subscription data from the
HSS 118 for the group of M2M devices. The service sub-
scription data indicates, for example, an allowed time du-
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ration allocated to the group of M2M devices for using
the network service of the network 106.
[0066] At step 506, the MME 116 determines a starting
time Ti of the allowed time duration Ta for the group of
M2M devices based on the subscription data as well as
a traffic condition of the network 106. The MME 116 de-
termines the allowed time duration Ta for the group of
M2M devices and adjusts the starting time Ti to a time of
relatively light traffic in network 106. The MME 116 then
forwards information indicating the allowed time duration
Ta and the starting time Ti to the base station 112. Alter-
natively, the MME 116 may forward information directly
to the M2M gateway 104 regarding allowed time duration
Ta and the starting time Ti.
[0067] At step 508, the base station 112 transmits the
information indicating the allowed duration ta and the
starting time Ti to the M2M gateway 104. The M2M gate-
way 104 then determines the parameters for the active
mode of individual M2M devices within the group. Spe-
cifically, the M2M gateway 104 determines the length of
the communication window and the starting time of the
communication window for each M2M device based on
the length of the allowed time duration ta, the starting
time Ti of the allowed time duration Ta, and the number
of M2M devices within the group.
[0068] Additionally, the M2M gateway 104 also deter-
mines parameters for the power-saving mode for each
M2M device based on the allowed duration Ta and the
starting time Ti. In particular, for an individual M2M de-
vice, the M2M gateway 104 determines the total duration
for the power-saving mode, which may be the entire time
period outside the corresponding communication win-
dow. If M2M devices 102A-102C are equipped with the
LTE-based communication interface, the M2M gateway
104 also determines the number of short DRX cycles and
the number of long DRX cycles for each M2M device.
[0069] In general, an M2M device consumes less pow-
er when operating in the long DRX cycle than in the short
DRX cycle and the active mode, because the receiver of
the NIC module is activated relatively less frequently. On
the other hand, there is a relatively greater possibility for
the M2M device operating the long DRX cycle to miss
information transmitted from the network 106 because
the receiver 208 of the NIC module 202 is deactivated
for a greater time interval. As a result, in determining the
number of the short DRX cycles and the number of the
long DRX cycles, the M2M gateway 104 balances the
power consumption and the possibility of missing data.
This balance may be achieved according to requirements
specified by a user or a specific application of the system
100.
[0070] In an alternative embodiment, the base station
112 determines the parameters for the active mode and
the power-saving mode for each M2M device. In this em-
bodiment, the base station 112 transmits the parameters
to the M2M gateway 104 at step 508.
[0071] At step 510, individual M2M devices are updat-
ed with the parameters for the active mode and the pow-

er-saving mode, including their respective communica-
tion windows, the starting times, and the parameters of
the power-saving mode newly determined at step 508.
For example, the M2M gateway 104 may transmit the
information indicative of the communication windows, the
starting times, and the parameters of the power-saving
mode to individual M2M devices within the capillary net-
work 110. The M2M devices 102A-102C then operate
according to the newly received information.
[0072] The information may be transmitted from the
M2M gateway 104 to the M2M devices and propagated
throughout the capillary network 110 according to a mul-
ticast protocol, an LTE-based proximity transmission pro-
tocol, or a local-communication protocol without involving
the base station 112. The transmission of the information
may be through the proximity communication interface,
the Wi-Fi interface, the Bluetooth interface, the Zigbee
interface, the RFID interface, or other suitable networking
interfaces of the M2M devices. Since the information is
transmitted among the M2M devices without involving
the base station 112, the transmission of the information
does not further burden the base station 112 and the
communication network 106.
[0073] According to some further embodiments, steps
504, 506, 508, and 510 are carried out periodically to
dynamically configure the parameters for the active mode
and the power-saving mode of the M2M devices. In one
embodiment, the M2M gateway 104 periodically initiates
a request to the communication network 106 for re-allo-
cation of the allowed time duration Ta by the network 106.
Upon receiving the request, the communication network
106 carries out step 504 to retrieve the group subscription
data and step 506 to determine the re-allocated time du-
ration Ta based on the group subscription data and the
traffic condition, as described above. Based on the newly
determined allowed time duration Ta, the M2M gateway
104 or the base station 112 performs step 508 to deter-
mine the parameters for the active mode and the power-
saving mode for individual M2M devices. The M2M de-
vices are then updated with the newly determined pa-
rameters at step 510.
[0074] In an alternative embodiment, the communica-
tion network 106 initiates the process to dynamically up-
date the allowed time duration Ta for the group of M2M
devices in the capillary network 110. For example, a net-
work component of the communication network 106,
such as the base station 112, the serving gateway 114,
or the MME 116, monitors the traffic condition of the com-
munication network 106. When the result of monitoring
indicates that the traffic condition changes, the monitor-
ing network component determines that the change in
the traffic condition requires a re-allocation of the allowed
time duration Ta for the group of M2M devices. The net-
work component sends a request to the MME 116 to in-
itiate the re-allocation of the allowed time duration Ta.
Upon receiving the request, the network 106 carries out
steps 504 and 506 to determine the re-allocated allowed
time duration Ta based on the subscription data and the
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newly determined traffic condition. Based on the newly
determined allowed time duration Ta, the M2M gateway
104 or the base station 112 determines the parameters
for the active mode and the power-saving mode for indi-
vidual M2M devices at step 508. The M2M devices are
then updated with the newly determined parameters at
step 510.
[0075] According to a further embodiment, information
indicating the allowed time duration transmitted from the
network 106 to the M2M gateway may be carried in an
Evolved Packet System Mobility Management (EMM)
message defined in 3GPP TS 24.301 (LTE), "Non-Ac-
cess-Stratum (NAS) protocol for Evolved Packet System
(EPS)," V8.1.0, March 2009, which is hereby incorporat-
ed by reference. According to another embodiment, the
parameters for the active mode and the power-saving
mode transmitted to individual M2M devices 102A-102C
within the capillary network 110 may be carried in a Wi-
Fi data frame, such as the Vendor Specific frame, defined
in the known Wi-Fi standard.
[0076] Other embodiments of the invention will be ap-
parent to those skilled in the art from consideration of the
specification and practice of the embodiments disclosed
herein. The scope of the invention is intended to cover
any variations, uses, or adaptations of the invention fol-
lowing the general principles thereof and including such
departures from the present disclosure as come within
known or customary practice in the art. It is intended that
the specification and examples be considered as exem-
plary only, with a true scope and spirit of the invention
being indicated by the following claims.

Claims

1. A method for operating machine-to-machine devices
(120A, 120B, 102C, 200) in a network, comprising:

monitoring a traffic condition of a communication
network (106, 110);
determining, based on a result of monitoring the
traffic condition, an allowed time duration for a
group of machine-to-machine devices (120A,
120B, 102C, 200) to communicate with a ma-
chine-to-machine server (108) through the com-
munication network (106, 110); and
transmitting information indicating the allowed
time duration to a machine-to-machine gateway
(104, 218) for operating the machine-to-ma-
chine devices (120A, 120B, 102C, 200) accord-
ing to the allowed time duration.

2. The method of claim 1, wherein the determining of
the allowed time duration further comprises deter-
mining a starting time (Ti, Ti1, Ti2, Ti3) of the allowed
time duration.

3. The method of claim 1, further comprising:

retrieving group-based or individual subscrip-
tion data for the machine-to-machine devices
(120A, 120B, 102C, 200); and
determining the allowed time duration based, in
addition, on the subscription data.

4. The method of claim 1, wherein the transmitting of
the information indicating the allowed time duration
to the machine-to-machine gateway (104, 218) fur-
ther comprises including the information indicating
the allowed time duration in an LTE EMM message.

5. The method of claim 1, further comprising:

receiving a request, from one of the machine-
to-machine devices (120A, 120B, 102C, 200) or
a base station (112), for a re-allocation of the
allowed time duration; and
re-allocating the allowed time duration in re-
sponse to the request.

6. The method of claim 1, further comprising:

determining a change in the traffic condition of
the communication network (106, 110) based
on the monitoring of the traffic condition; and
determining the allowed time duration in re-
sponse to the change.

7. A system (100) for operating machine-to-machine
devices (120A, 120B, 102C, 200) in a network, com-
prising:

a first processor configured to monitor a traffic
condition of a communication network (106,
110) and determining, based on a result of mon-
itoring the traffic condition, an allowed time du-
ration for a group of machine-to-machine devic-
es (120A, 120B, 102C, 200) to communicate
with a machine-to-machine server (108) through
the communication network (106, 110); and
a second processor configured to transmit infor-
mation indicating the allowed time duration to a
machine-to-machine gateway (104, 218) for op-
erating the machine-to-machine devices (120A,
120B, 102C, 200) according to the allowed du-
ration.

8. The system of claim 7, wherein the first processor is
further configured to determine a starting time (Ti,
Ti1, Ti2, Ti3) of the allowed time duration.

9. The system of claim 7, wherein the first processor is
further configured to:

retrieve group-based or individual subscription
data for the machine-to-machine devices (120A,
120B, 102C, 200); and
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determine the allowed time duration based, in
addition, on the subscription data.

10. The system of claim 7, wherein the second processor
is further configured to transmit the information indi-
cating the allowed time duration and a starting time
(Ti, Ti1, Ti2, Ti3) in an LTE EMM message.

11. The system of claim 7, wherein the first processor is
further configured to:

receive a request for an re-allocation of the al-
lowed time duration; and
re-allocate the allowed time duration in re-
sponse to the request.

12. The system of claim 7, wherein the first processor is
further configured to:

determine a change in the traffic condition of the
communication network (106, 110) based on the
monitoring result; and
determine the allowed time duration in response
to the change.

13. A method for operating machine-to-machine devices
(120A, 120B, 102C, 200) in a network, comprising:

receiving information indicating an allowed time
duration for a group of machine-to-machine de-
vices (120A, 120B, 102C, 200) to communicate
with a machine-to-machine server (108) through
a communication network (106, 110);
determining communication windows (ta1, ta2,
ta3) for the machine-to-machine devices (120A,
120B, 102C, 200), respectively, based on the
allowed time duration; and
transmitting data indicating the respective com-
munication windows (ta1, ta2, ta3) to the respec-
tive machine-to-machine devices (120A, 120B,
102C, 200) for operating the machine-to-ma-
chine devices (120A, 120B, 102C, 200) accord-
ing to the respective communication windows
(ta1, ta2, ta3).

14. The method of claim 13, the determining of the re-
spective communication windows (ta1, ta2, ta3) fur-
ther comprising determining starting times (Ti, Ti1,
Ti2, Ti3) of the respective communication windows
(ta1, ta2, ta3).

15. The method of claim 13, further comprising deter-
mining the respective communication windows (ta1,
ta2, ta3) based, in addition, on number of the machine-
to-machine devices (120A, 120B, 102C, 200).

16. The method of claim 13, further comprising receiving
an LTE EMM message carrying the information in-

dicating the allowed time duration and a starting time
(Ti, Ti1, Ti2, Ti3).

17. The method of claim 13, further comprising transmit-
ting a request for the allowed time duration to the
communication network (106, 110).

18. The method of claim 13, further comprising deter-
mining parameters of a power-saving mode of the
machine-to-machine devices (120A, 120B, 102C,
200), the parameters indicating at least one of a total
duration of the power saving mode, a number of short
discontinuous reception cycles, or a number of long
discontinuous reception cycles.

19. An apparatus for operating machine-to-machine de-
vices (120A, 120B, 102C, 200) in a network, com-
prising:

a first interface module configured to receive in-
formation indicating an allowed time duration for
a group of machine-to-machine devices (120A,
120B, 102C, 200) to communicate with a ma-
chine-to-machine server (108) through a com-
munication network (106, 110);
a controller configured to determine communi-
cation windows (ta1, ta2, ta3) for individual ma-
chine-to-machine devices (120A, 120B, 102C,
200) based on the allowed time duration; and
a second interface module configured to trans-
mit data indicating the communication windows
(ta1, ta2, ta3) to the machine-to-machine devices
(120A, 120B, 102C, 200) for operating the ma-
chine-to-machine devices (120A, 120B, 102C,
200) according to the respective communication
windows (ta1, ta2, ta3).

20. A computer-readable medium including instructions,
which, when executed by a processor, cause the
processor to perform a method for operating ma-
chine-to-machine devices (120A, 120B, 102C, 200)
in a network, the method comprising:

receiving information indicating an allowed time
duration for a group of machine-to-machine de-
vices (120A, 120B, 102C, 200) to communicate
with a machine-to-machine server (108) through
a communication network (106, 110);
determining communication windows (ta1, ta2,
ta3) for the respective machine-to-machine de-
vices (120A, 120B, 102C, 200) based on the al-
lowed time duration; and
transmitting data indicating the respective com-
munication windows (ta1, ta2, ta3) to the respec-
tive machine-to-machine devices (120A, 120B,
102C, 200) for operating the machine-to-ma-
chine devices (120A, 120B, 102C, 200) accord-
ing to the respective communication windows
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(ta1, ta2, ta3).

21. A method for operating a machine-to-machine de-
vice (120A, 120B, 102C, 200), the method compris-
ing:

receiving information indicating an allowed time
duration for a group of machine-to-machine de-
vices (120A, 120B, 102C, 200) to communicate
with a machine-to-machine server (108) through
a communication network (106, 110), the ma-
chine-to-machine devices (120A, 120B, 102C,
200) capable of operating in an active mode and
a power-saving mode;
determining parameters for the active mode and
the power-saving mode for at least one of the
machine-to-machine devices (120A, 120B,
102C, 200); and
transmitting data for operating the at least one
machine-to-machine device (120A, 120B,
102C, 200) of the group of machine-to-machine
devices (120A, 120B, 102C, 200) according to
the parameters.

22. The method of claim 21, wherein the parameters for
the active mode include a starting time (Ti, Ti1, Ti2,
Ti3) of a communication window (ta1, ta2, ta3), the
starting time (Ti, Ti1, Ti2, Ti3) of the communication
window (ta1, ta2, ta3) indicating a starting time (Ti, Ti1,
Ti2, Ti3) of the active mode.

23. The method of claim 21, wherein the parameters for
the power-saving mode include a time period of the
power-saving mode.

24. The method of claim 23, wherein the parameters for
the power-saving mode further indicate a number of
short discontinuous reception cycles and a number
of long discontinuous reception cycles of the at least
one machine-to-machine device (120A, 120B, 102C,
200).

25. A method for operating a machine-to-machine de-
vice (120A, 120B, 102C, 200), the method compris-
ing:

receiving parameters of an active mode and a
power-saving mode of a machine-to-machine
device (120A, 120B, 102C, 200); and
switching the machine-to-machine device
(120A, 120B, 102C, 200) between the active
mode and the power-saving mode according to
the parameters, the machine-to-machine device
(120A, 120B, 102C, 200), when operating in the
active mode, communicating with a machine-to-
machine server (108) through a communication
network (106, 110).

26. The method of claim 25, further comprising receiving
the parameters from a machine-to-machine gateway
(104, 218) or the communication network (106, 110).

27. The method of claim 25, wherein the parameters of
the power saving mode indicate at least one of a
sleeping cycle, a number of short discontinuous re-
ception cycles, or a number of long discontinuous
reception cycles, and
the method further comprises:

operating the machine-to-machine device
(120A, 120B, 102C, 200) for the number of short
discontinuous reception cycles; and
operating the machine-to-machine device
(120A, 120B, 102C, 200) for the number of long
discontinuous reception cycles following the
short discontinuous reception cycles.

28. An apparatus comprising:

a receiver (208) and a transmitter (210), the re-
ceiver (208) being configured to receive param-
eters of an active mode and a power-saving
mode of the apparatus; and
a controller (204) configured to switch the appa-
ratus between the active mode and the power-
saving mode according to the parameters and
activate the receiver (208) and the transmitter
(210) in the active mode to communicate with a
machine-to-machine server (108) through a
communication network (106, 110).

29. The apparatus of claim 28, wherein the controller
(204) is further configured to:

deactivate the transmitter (210) and the receiver
(208) in the power-saving mode; and
periodically activate the receiver (208) in the
power-saving mode according to the parame-
ters of the power-saving mode.

30. The apparatus of claim 28, wherein the parameters
of the power saving mode indicate at least one of a
sleeping cycle, a number of short discontinuous re-
ception cycles, or a number of long discontinuous
reception cycles, and
the controller (204) is further configured to:

operate the apparatus for the number of short
discontinuous reception cycles; and
operate the apparatus for the number of long
discontinuous reception cycles following the
short discontinuous reception cycles.

31. A computer-readable medium including instructions,
which, when executed by a processor, cause the
processor to perform a method for operating a ma-
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chine-to-machine device (120A, 120B, 102C, 200),
the method comprising:

receiving parameters of an active mode and a
power-saving mode of a machine-to-machine
device (120A, 120B, 102C, 200); and
switching the machine-to-machine device
(120A, 120B, 102C, 200) between the active
mode and the power-saving mode according to
the parameters, the machine-to-machine device
(120A, 120B, 102C, 200), when operating in the
active mode, communicating with a machine-to-
machine server (108) through a communication
network (106, 110).
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