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custom data field using the definition. The tenant-dependent 
table can be presented for access via a database client at the 
organization. Related systems, articles of manufacture, and 
computer-implemented methods are disclosed. 
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1. 

N-MEMORY DATABASE FOR 
MULT-TENANCY 

TECHNICAL FIELD 

The subject matter described herein relates to the used of 
in-memory database technology in conjunction with a multi 
tenant software delivery architecture. 

BACKGROUND 

Various organizations make use of enterprise resource 
planning (ERP) software architectures to provide an inte 
grated, computer-based system for management of internal 
and external resources, such as for example tangible assets, 
financial resources, materials, customer relationships, and 
human resources. In general, an ERP software architecture is 
designed to facilitate the flow of information between busi 
ness functions inside the boundaries of the organization and 
manage the connections to outside service providers, stake 
holders, and the like. Such architectures often include one or 
more centralized databases accessible by a core Software 
platform that consolidates business operations, including but 
not limited to those provided by third party vendors, into a 
uniform and organization-wide system environment. The 
core software platform can reside on a centralized server or 
alternatively be distributed across modular hardware and 
software units that provide “services” and communicate on 
a local area network or over a network, Such as for example 
the Internet, a wide area network, a local area network, or the 
like. 
As part of the installation process of the core software 

platform on computing hardware owned or operated by the 
organization, one or more customized features, configura 
tions, business processes, or the like may be added to the 
default, preprogrammed features such that the core software 
platform is configured for maximum compatibility with the 
organization’s business processes, data, and the like. 
The core software platform of an ERP software architec 

ture can be provided as a standalone, customized software 
installation that runs on one or more processors that are 
under the control of the organization. This arrangement can 
be very effective for a large-scale organization that has very 
Sophisticated in-house information technology (IT) staff and 
for whom a sizable capital investment in computing hard 
ware and consulting services required to customize a com 
mercially available ERP solution to work with organization 
specific business processes and functions is feasible. Smaller 
organizations can also benefit from use of ERP functionality. 
However, Such an organization may lack the necessary 
hardware resources, IT Support, and/or consulting budget 
necessary to make use of a standalone ERP software archi 
tecture product and can in Some cases be more effectively 
served by a software as a service (SaaS) arrangement in 
which the ERP system architecture is hosted on computing 
hardware such as servers and data repositories that are 
maintained remotely from the organization's location and 
accessed by authorized users at the organization via a thin 
client, such as for example a web browser, over a network. 

SUMMARY 

In one aspect, a computer-implemented method includes 
receiving, at an in-memory database server hosting a tenant 
of a multi-tenant software architecture, a definition of a 
custom data field that is unique to an organization having 
isolated access to the tenant. The custom data field extends 
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2 
a standard table defined by central metadata stored at a 
system tenant of the multi-tenant Software architecture. 
Tenant private metadata that includes the definition are 
stored in memory accessible only to the tenant. A tenant 
dependent table that includes the custom data field is form. 
The forming includes retrieving, from the system tenant, 
central metadata defining the standard table and adding the 
custom data field using the definition. The tenant-dependent 
table is presented for access via a database client at the 
organization. 

In some variations one or more of the following can 
optionally be included. A second definition of a customized 
tenant private table that is unique to the tenant can be 
received at the in-memory database server. Additional tenant 
private metadata that include the second definition can be 
stored in the memory accessible only to the tenant, and the 
tenant private table can be presented for access via the 
database client at the organization. The multi-tenant soft 
ware architecture can include a plurality of tenants hosted at 
a backend system. Each tenant of the plurality of tenants can 
include its own dedicated in-memory database server having 
unique access to tenant-specific data. At least one of the 
plurality of database servers can be provided via each of a 
plurality of hosts on the backend system. The plurality of 
database servers can share the central metadata of the system 
tenant. The system tenant can include a central metadata 
master database server responsible for creating and main 
taining the central metadata. Each host of the plurality of 
hosts can include a local metadata master database server 
that receives a copy of the central metadata from the central 
metadata master database server. An updated definition of a 
tenant dependent table that is available to all of the plurality 
of tenants can be received at the central metadata master 
database server. New central metadata that include the 
updated definition can be stored in a system tenant memory 
accessible only to the system tenant. The new central 
metadata can be propagated to each local metadata master 
database server for use by the plurality of tenants. 

It should be noted that, while the descriptions of specific 
implementations of the current Subject matter discuss deliv 
ery of enterprise resource planning software to multiple 
organizations via a multi-tenant system, the current Subject 
matter is applicable to other types of Software and data 
services access as well. The scope of the Subject matter 
claimed below therefore should not be limited except by the 
actual language of the claims. 

Articles are also described that comprise a tangibly 
embodied machine-readable medium operable to cause one 
or more machines (e.g., computers, etc.) to result in opera 
tions described herein. Similarly, computer systems are also 
described that may include a processor and a memory 
coupled to the processor. The memory may include one or 
more programs that cause the processor to perform one or 
more of the operations described herein. 
The details of one or more variations of the subject matter 

described herein are set forth in the accompanying drawings 
and the description below. Other features and advantages of 
the subject matter described herein will be apparent from the 
description and drawings, and from the claims. 

DESCRIPTION OF DRAWINGS 

The accompanying drawings, which are incorporated in 
and constitute a part of this specification, show certain 
aspects of the Subject matter disclosed herein and, together 
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with the description, help explain some of the principles 
associated with the disclosed implementations. In the draw 
ings, 

FIG. 1 is a diagram illustrating features of an in-memory 
database server, 

FIG. 2 is a diagram illustrating features of a multi-tenant 
architecture using an in-memory database server with mul 
tiple tenants per host; 

FIG. 3 is a diagram illustrating features of a multi-tenant 
architecture using an in-memory database server with a 
single tenant per host; 

FIG. 4 is a diagram illustrating features of a distributed, 
in-memory system; 

FIG. 5 is a diagram illustrating features of data sharing 
between in-memory database servers; 

FIG. 6 is a diagram illustrating features of a system 
including a master name server and slave name servers; 

FIG. 7 is a diagram illustrating features of an architecture 
for replication of central metadata; 

FIG. 8 shows a tables illustrating division of data among 
tenants in an in-memory multi-tenant architecture; 

FIG. 9 is a diagram illustrating features of a multi-tenant 
architecture in an in-memory database system 

FIG. 10 is a diagram illustrating sharing of data and 
metadata in a multi-tenant architecture; 

FIG. 11 shows a table listing features of different types of 
database tables in an in-memory multi-tenant architecture; 
and 

FIG. 12 is a process flow diagram illustrating aspects of 
a method. 
When practical, similar reference numbers denote similar 

structures, features, or elements. 

DETAILED DESCRIPTION 

Previously available database management systems have 
typically been designed for optimizing performance on 
hardware with limited main memory and with the slow disk 
input/output (I/O) as the main bottleneck. The typical focus 
in architecture design was on optimizing disk access, for 
example by minimizing a number of disk pages to be read 
in to main memory when processing a query. 

Computer architectures have changed Substantially over 
time. With multi-core central processing units (CPUs), par 
allel processing is possible with fast communication 
between processor cores, for example via main memory or 
one or more shared caches. Main memory is also much less 
likely to be a limited resource thanks to ever decreasing 
costs. Servers with more than 2 TB RAM are currently 
available. Modern computer architectures create new pos 
sibilities but also new challenges. With all relevant data in 
memory, disk access is no longer a limiting factor for 
performance. Server processors can currently have up to 64 
cores and 128 cores will come in the near future. With the 
increasing number of cores, CPUs will able to process more 
and more data per time interval. Thus, the performance 
bottlenecks more commonly occur between the CPU cache 
and main memory than due to disk read/write processes. 
Traditional databases of online transaction processing sys 
tems typically do not make the most efficient use of currently 
available hardware. In a memory resident traditional data 
base management system, the CPU can spend as much as 
half of its execution time in Stalls, for example waiting for 
data being loaded from main memory into the CPU cache. 

To address these and potentially other issues with cur 
rently available solutions, one or more implementations of 
the current Subject matter provide methods, systems, articles 
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4 
or manufacture, and the like that can, among other possible 
advantages, provide a multi-tenancy software architecture 
employing in-memory database technologies and, in at least 
Some implementations, cache aware memory, optimization, 
and execution; Support for parallel execution; and the like. 

In a software delivery configuration in which services 
provided to each of multiple organizations are hosted on a 
dedicated system that is accessible only to that organization, 
the software installation at the dedicated system can be 
customized and configured in a manner similar to the 
above-described example of a standalone, customized soft 
ware installation running locally on the organizations hard 
ware. However, to make more efficient use of computing 
resources of the SaaS provider and to provide important 
performance redundancies and better reliability, it can be 
advantageous to host multiple tenants on a single system that 
includes multiple servers and that maintains data for all of 
the multiple tenants in a secure manner while also providing 
customized solutions that are tailored to each tenant's busi 
ness processes. 

Such an approach can introduce several challenges. Mak 
ing modifications to the core software platform, for example 
updating to a new version, implementing a change to the 
core functionality, or the like, can become a complicated and 
unpredictable process if each tenants customized data 
objects and other tenant-specific configurations do not react 
in the same manner to the modifications. Additionally, 
during a lifecycle management event, such as for example an 
upgrade or update, many application specific tasks may have 
to be executed in a multi-tenant system. One or more of 
these actions have to run on every business tenant that exists 
in the multi-tenant system. However, to start a task on a 
specific tenant, a user logon with password can be necessary, 
thereby requiring that the lifecycle management procedure 
have ready access to authentication information, such as for 
example user names and passwords, for each tenant. 

According to the current Subject matter, all relevant data 
can be kept in main memory, so read operations can be 
executed without disk read and write operations. Disk-based 
index structures, for example, are not needed for an in 
memory database. Disk storage is still necessary to make 
changes durable, but the required disk write operations can 
be performed asynchronously in the background. In addi 
tion, disk storage can be used to store aged data that is not 
needed during normal operations. 

Architectures consistent with the current subject matter 
can minimize the number of CPU cache misses and avoid 
CPU stalls because of memory access. One approach for 
achieving this goal is using column based storage in 
memory. Search operations or operations on one column can 
be implemented as loops on data stored in contiguous 
memory arrays, which can result in high spatial locality of 
data and instructions, so the operations can be executed 
completely in the CPU cache without costly random 
memory accesses. 

Recent improvements in CPU processing speed have 
generally not resulted from increased processor clock 
speeds. Rather, the number of processor cores has increased. 
To maximize efficiency, software must make use of multi 
core CPUs by allowing parallel execution and including 
architectures that scale well with the number of cores. For 
data management systems, it is advantageous to allow 
partitioning of data in sections for which the calculations can 
be executed in parallel. To ensure scalability, sequential 
processing—for example enforced by locking can advan 
tageously be avoided. 
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FIG. 1 shows a block diagram of an in-memory relational 
database server 100 consistent with implementations of the 
current Subject matter. A connection and session manage 
ment component 102 of an in-memory database system 104 
creates and manages sessions and connections for the data 
base clients 106. For each session a set of parameters 110 is 
maintained Such as for example auto commit settings or the 
current transaction isolation level. Once a session is estab 
lished, database clients 106 can use logical (e.g. SQL) 
statements to communicate with the in-memory database 
system 104. For analytical applications the multidimen 
sional query language MDX can also be supported. 

Each statement can be processed in the context of a 
transaction. New Sessions can be implicitly assigned to a 
new transaction. A transaction manager 112 can coordinate 
transactions, control transactional isolation, and keep track 
of running and closed transactions. When a transaction is 
committed or rolled back, the transaction manager 112 can 
inform the involved engines about this event so they can 
execute necessary actions. The transaction manager 112 can 
cooperate with a persistence layer to achieve atomic and 
durable transactions. 

Requests received from the database clients 106 can be 
analyzed and executed by a set of request processing and 
execution control components 116, which can include a 
request parser 120 that analyses a request from a database 
client 106 and dispatches it to a responsible component. 
Transaction control statements can, for example, be for 
warded to the transaction manager 112, data definition 
statements can be dispatched to a metadata manager 122 and 
object invocations can be forwarded to an in-memory object 
store 124. Data manipulation statements can be forwarded to 
an optimizer 126, which creates an optimized execution plan 
that is provided to an execution layer 130. The execution 
layer 130 can act as a controller that invokes the different 
engines and routes intermediate results to a next phase in 
execution of the execution plan. 

Built-in support can be offered for domain-specific mod 
els (such as for financial planning) scripting capabilities that 
allow to run application-specific calculations inside 
NewDB. A scripting language, for example SQL Script 132, 
which is based on side effect free functions that operate on 
tables using SQL queries for set processing, can be used to 
enable optimizations and parallelization. The MDX lan 
guage 134 can be used to provide Support for multidimen 
sional queries. A planning engine 136 can allow financial 
planning applications to execute basic planning operations 
in the database layer. An example of a basic planning 
operation is to create a new version of a data set as a copy 
of an existing one while applying filters and transformations. 
For example, planning data for a new year can be created as 
a copy of the data from the previous year. This operation 
requires filtering by year and updating the time dimension. 
Another example of a planning operation can be a disag 
gregation operation that distributes target values from higher 
to lower aggregation levels based on a distribution function. 

Features such as SQL Script 132, MDX 134, and planning 
engine 136 operations can be implemented using a common 
infrastructure called a calculation engine 138. Metadata can 
be accessed via the metadata manager component 122. 
Metadata can include a variety of objects, such as for 
example definitions of relational tables, columns, views, 
indexes, SQL Script functions, object store metadata, and 
the like. All of these types of metadata can be stored in a 
common catalog for all stores (in-memory row store, in 
memory column store, object store, disk based). Metadata 
can be stored in tables in row store. In multi-tenant systems 
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6 
and in distributed systems, central metadata can be shared 
across servers and tenants as discussed in greater detail 
below. How metadata is stored and shared can be hidden 
from the components that use the metadata manager 122. 
One or more relational engines 140, for example an 

in-memory row store 142, an in-memory column store 144, 
a disk-based store 146, and the in-memory object store 124 
mentioned above can communicate with the request pro 
cessing and execution control components 116, the metadata 
manager 122, and the in-memory persistence layer 114. The 
row store 142 and column store 144 are each relational 
in-memory data engines that can store data in a row-based 
or column-based way, respectively. Some data, Such as for 
example tracing data, need not be kept in memory all the 
time. The disk-based store 146 can handle such data. Data in 
the disk-based store 146 can be primarily stored in disk 
storage 150 and only moved to memory buffers (e.g. the 
persistence layer 114 when accessed. 
When a table is created, the table can be specified in the 

store in which it is located. Table can be moved to different 
stores at a time after their creation. Certain SQL extensions 
can optionally be available only for specific stores (such as 
for example the “merge” command for a column store). 
However, standard SQL can be used on all tables. It is also 
possible to combine tables from different stores in one 
statement (e.g. using a join, Sub query, union, or the like). 
As row based tables and columnar tables can be combined 

in one SQL statement, the corresponding engines must be 
able to consume intermediate results created by the other. 
Two engines can differ in the way they process data. Row 
store operations, for example, can process data in a row-at 
a-time fashion using iterators. Column store operations 
(such as for example Scan, aggregate, and so on) can require 
that the entire column is available in contiguous memory 
locations. To exchange intermediate results, a row store can 
provide results to a column store materialized as complete 
rows in memory while a column store can expose results 
using the iterator interface needed by a row store. 
The persistence layer 114 can be responsible for durability 

and atomicity of transactions and can ensure that the data 
base is restored to the most recent committed state after a 
restart and that transactions are either completely executed 
or completely undone. To achieve this goal in an efficient 
way, the persistence layer 114 can use a combination of 
write-ahead logs, shadow paging and save points. The 
persistence layer 114 can offer interfaces for writing and 
reading data and can also contain a logger 152 that manages 
the transaction log. Log entries can be written implicitly by 
the persistence layer 114 when data are written via a 
persistence interface or explicitly by using a log interface. 
An authorization manager 154 can be invoked by other 

components of the architecture to check whether a user has 
the required privileges to execute the requested operations. 
Privileges can be granted to users or roles. A privilege grants 
the right to perform a specified operation (such as for 
example create, update, select, execute, and the like) on a 
specified object (such as for example a table, view, SQL 
Script function, and the like). Analytic privileges that rep 
resent filters or hierarchy drill down limitations for analyti 
cal queries can also be Supported. Analytical privileges can 
grant access to values with a certain combination of dimen 
sion attributes. This could for example be used to restrict 
access to a cube with sales data to values with dimension 
attributes such as region="US and year="2010.” 

Implementations of the current Subject matter can include 
features of distributed architectures that provide multi-ten 
ant Support and data distribution that enables Scalability. 
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Multi tenant Support, as described above, allows hosting 
multiple “virtual systems inside one physical system with 
isolation of the virtual systems from each other. The current 
Subject matter Supports tenant isolation on a database level. 
In a multi-tenant implementation, isolation can be achieved 
by having separate database processes and separate disk 
volumes for the different tenants. Thus, a multi-tenant archi 
tecture can be distributed across multiple database server 
processes 102, such as that shown in FIG. 1. 
As shown in the architecture 200 of the diagram shown in 

FIG. 2, multiple tenants 202, each isolated from one another 
and available to be accessed by clients 106 within a separate 
organization 204 via a network 206, can be hosted by the 
same host 210. A host 210 can be a virtual machine on a 
larger system 212 or one or more physical processors. 
Tenants 202 can also be distributed across multiple host 
processes 210. Data distribution means that tables or ranges 
within tables are assigned to different database partitions 
that are assigned to different host processes 210 for scal 
ability reasons. Each tenant 202 can be served by a single 
database server process 102 accessing tenant data 214 for 
the respective tenant 202 that is isolated form all other 
tenants 202. 

FIG. 3 shows an example of a system architecture 300 
consistent with an implementation that includes data distri 
bution for Scalability reasons. Such a configuration can be 
used for large, on-premise or stand-alone systems with high 
performance requirements. Each data server process 102 and 
its associated data partition 302 is assigned to a discrete host 
210. Again, a host 210 can be a virtual machine on a larger 
system 212 or one or more physical processors. 

FIG. 4 shows a box diagram of a distributed, in-memory 
system 400 consistent with at least one implementation of 
the current subject matter. A distributed system 212 can 
include multiple database servers 102, each of which con 
tains all or at least some of the components shown in FIG. 
1 and described above. Each database server 102 can include 
a separate operating system process and its own disk 
volume(s) 150. The database servers 102 of a distributed 
system 212 can be distributed across multiple hosts 210, but 
it is also possible to run multiple database servers 102 on one 
host 210. During processing of database operations, data 
base servers 102 can forward the execution of some opera 
tions to other database servers 102 that own data involved in 
the operation. 

In a data distribution scenario, for example without tenant 
separation, the database clients 106 need not know about the 
distribution. They may send their requests to any database 
server 102. If the server 102 does not own all data involved, 
it can delegate the execution of Some operations to other 
database servers 102, collect the result and return it to the 
database client 106. In a distributed system, execution plans 
can contain operations that are executed on remote servers 
102. The execution control layer 116 of each database server 
102 can connect to the execution control layers 116 of other 
database servers 102 of the same distributed system 212 to 
request remote execution of operations, such as for example 
as shown in the data exchange diagram 500 of FIG. 5. 

In a distributed system, a central component, referred to 
herein as a name server 402 knows the topology of the 
system and how data is distributed. In a multi-tenant system, 
the name server 402 also knows the assignment of tenants to 
the specific database servers 102. In a system with data 
distribution, the name server 402 knows which tables or 
partitions of tables are located on which database server 102. 
A database server 102 processes a query by asking the name 
server 402 about the locations of the involved tables. 
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8 
Distributed transactions can be supported to ensure trans 

actional consistency in distributed setups. Each system can 
have multiple transaction domains 404 to which the database 
servers 102 are uniquely assigned. A distributed transaction 
may span only the database servers 102 within the same 
transaction domain 404. In a transaction domain 404, one 
database server 102 can act as a transaction master, while the 
other database servers 102 act as transaction slaves. 

In a transaction domain 404, transactions tokens or other 
containers for information needed to construct a consistent 
view for a transaction or a statement can be centrally 
managed by the transaction master 112. In some implemen 
tations, a transaction token can be passed as an additional 
context information to all operations and engines that are 
involved in the execution of a statement. The transaction 
master 112 can also maintain a list of open transactions, 
increase timestamp sequences such as transaction identifiers 
and commit identifiers, and coordinate distributed commit 
operations. 
To reduce the likelihood of Such an inquiry resulting in a 

negative impact on performance, a copy 602 of the topology 
and distribution information 604 can be replicated and 
cached as a on each host 210. These data can be replicated 
to slave name servers 606 that run on each host 210. The 
slave name servers 606 can write the replicated data 602 to 
a cache in shared memory from which any other database 
servers 102 on the same host 210 can read the replicated data 
602 (if the data belong to the same system). The block 
diagram in FIG. 6 shows an example with a master name 
server 610 and slave name servers 606 on three different 
hosts 210. 

In a data distribution scenario, the partitioning can be 
done table wise or also by splitting tables. With table wise 
partitioning, the master name server 610 assigns new tables 
to a database server 102 based on the current distribution of 
tables (number of tables assigned to each database server). 
Then data for this table will reside only on that database 
server 102. It is also possible to specify that a table is split 
over multiple database servers 102. Partitioning of the table 
can be done by the master name server 610 based on a size 
estimation specified by the application. When records are 
inserted into a split table, the records can be distributed to 
other database servers 102 based on master name server 610 
information. In a multi-tenant system, partitioning can be 
done according to tenant 202 as discussed in greater detail 
below. 
The master name server 610 is a critical component in a 

distributed system. To ensure high availability, it is possible 
to have one or more additional name servers as backup 
master name servers. During normal operation, the backup 
master name servers can receive all replicated data like any 
slave name server 606. However, if the master name server 
610 fails, the backup server takes over the role of the master 
name server 610. If the system includes two or more backup 
master name servers, the backup master name servers nego 
tiate and one of them takes over the role of the master name 
Server 610. 
An example of an architecture 700 for replication of 

central metadata is shown in FIG. 7. Each database server 
102 can contain a metadata manager 122 that provides 
metadata related interfaces to other system components 702. 
In a distributed system, metadata can be defined and stored 
centrally and replicated to all database servers 102. Central 
metadata 704 can be created in a specific database server 
having the role of the central metadata master 706. One 
central metadata master 706 can be included per system. On 
each other host 210, a local metadata master 710 receives a 
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copy 712 of the central metadata from the central metadata 
master 706. The local metadata master 710 makes the 
replicated metadata available to the database servers on the 
same host 210 using shared memory. These database servers 
are called metadata slaves 714. Metadata slaves 714 have 
only read access to the central metadata 704 or copy of the 
central metadata 712. The central metadata master 706 and 
local metadata master 710 need not be separate server 
processes but roles played by specific database servers. 
Metadata replication can be handled transparently by the 
metadata managers 122. Other system components 702 can 
use the metadata manager interface so the replication of 
metadata can be completely hidden from them. For read 
access, metadata replication can also be transparent for 
database clients 106. Regardless of the database server to 
which a database client 106 is connected, the database client 
106 can read all central metadata 704. 

Central metadata 704 can be created in the central meta 
data master 706. A database client 106 that needs to create 
or change central metadata 704 can be required to connect 
to the metadata master 706 to do so. However, metadata can 
also be defined in the other database servers 102 of an 
architecture. Such metadata is local to the database server 
102 where it is created and is not shared with others. This 
feature can be used for multi-tenant systems for defining 
metadata that is private to a specific tenant. 

Implementations of the current Subject matter can Support 
multiple tenants 202 at the database level in a multi-tenant 
system. Tenants 202 of one system share common metadata 
but for the actual tables that hold application data there are 
separate instances per tenant. FIG. 8 shows two exemplary 
table structures 800 for a multi-tenant system including three 
tenants. Rather than storing data for all tenants in a common 
table 802 having a tenant identifier column to indicate which 
entries belong to each tenant, each tenant can store its own 
data in a dedicated table 804, which does not needed a tenant 
specifier column. 

FIG. 9 illustrates an example of a multi-tenant architec 
ture 900 in an in-memory database system as described 
herein. A system supporting multiple tenants can feature 
multiple database servers 102 where each database server 
102 uniquely belongs to one tenant 202. In Such a configu 
ration, each tenant 202 runs in a different operating system 
process 902 with its own virtual memory and also has its 
own disk volume or volumes 904. As used herein, the term 
“tenant server” is used to refer to the database server 102 
that belongs to a specific tenant 202. 

According to at least one implementation, a system can 
include at least one special tenant called the system tenant 
906. The system tenant 906 can be the meta data owner of 
a distributed system and can also contain the central meta 
data 704 available to all other tenants 202 for read access. 
Tenants 202 can also have their own private metadata 910 
that can define tenant-dependent extensions in tenant-depen 
dent tables 912 that are based on standard tables defined by 
the central metadata 704. The tenant private metadata 910 
can also define tenant private tables 914. The system tenant 
906 can contain tenant independent application data stored 
in tenant independent tables 916 that can be read by all 
tenants 202. Normal (i.e. non-system) tenants are isolated 
from each other. In the context of one tenant 202, data from 
other normal tenants 920 cannot be accessed. If a client 106 
needs access to more than one normal tenant (for example a 
tenant management tool), it needs to open separate database 
connections to each tenant 202. To improve tenant isolation, 
each tenant 202 can be assigned to its own transaction 
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10 
domain 404 to ensure that a transaction is restricted to one 
tenant 202 and that a single transaction cannot span multiple 
tenants 202,914. 

Having different disk volumes 904 for different tenants 
202,914 can facilitate support for tenant operations such as 
tenant copy, tenant move, tenant deletion, or the like. When 
relocating a tenant 202 to a different database server 102 in 
the same system, the tenant specific disk volume 904 can be 
detached from the original database server 102 and attached 
to the new database server 102. For moving or copying 
tenants 202 between different systems, shared metadata can 
be handled by ensuring that the tenant data to be moved is 
consistent with central metadata in the new system. 
The block diagram 1000 shown in FIG. 10 illustrates how 

data and metadata can be shared in a multi-tenant enabled 
system. In some implementations, three categories of tables 
can exist in a multi-tenant in-memory system: tenant inde 
pendent tables 916, tenant dependent tables 912, and tenant 
private tables. Tenant independent tables 916 can exist in a 
single instance per system with data and central metadata 
704 as shared read-only information 1002 stored in the 
system tenant 906. A database server 102 of a normal tenant 
202, 920 has read access to the tenant independent tables 
916. As noted above, tenant dependent tables 912 can be 
defined centrally, e.g. by central metadata 704 stored in the 
system tenant 906. However, each tenant 202, 920 has its 
own instance of these tenant independent tables 916, which 
are not visible from other tenants 202, 920. For tenant 
private tables 914, both metadata and content are local to the 
tenant 202, 920. 
The table 1100 of FIG. 11 further lists features of meta 

data and content storage and access for the three types of 
tables. When a table is created in a normal tenant 202, 920, 
it can be created as a tenant private table 914. Tenant 
independent tables 916 and tenant dependent tables 912 
cannot be created in a normal tenant 202,920. In the system 
tenant 906, tables of all three types can be created. The 
desired type can be specified when the table is created in the 
system tenant 906. 
As stated above, a database client 106 can require mul 

tiple database connections if it needs to access more than one 
tenant 202. However, sometimes applications need to com 
bine tenant dependent tables 912 with tenant independent 
tables 916, which are stored in the system tenant, in one 
query—for example in a join operation, a Sub query or a 
union. To process this type of queries, the tenant servers 102 
for normal tenants 202, 920 have indirect read access to 
tenant independent tables 916 (e.g. as noted by the dotted 
read arrows in FIG. 10). A database client 106 that is 
connected to the database server 102 of a normal tenant 202, 
920 may combine tenant independent tables 916 and tenant 
dependent tables 912 in the same query. If a tenant database 
server 102 receives such a query, it can delegate the corre 
sponding operations to the database server 102 of the system 
tenant 906, combine the results with local results, and return 
them to the database client 106. In this manner, the database 
clients need not be aware that the system tenant 906 is 
involved in the query. 

Because the system tenant 906 belongs to a different 
transaction domain 404, a query that involves access to 
tenant independent tables 916 can be executed using two 
different transactions. Therefore, transparent access to tenant 
independent tables 916 by a normal tenant 202, 920 is 
limited to read-only operations. If a database server 102 that 
is assigned to a normal tenant 202,920 receives a request to 
modify the content of tenant independent tables 916, it 
reports an error. A database client 106 that needs to write 
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tenant independent tables 916 must do so by opening a 
connection to the system tenant server 906. 

If metadata is created in a normal tenant 202, 920, it can 
be stored in the tenant 202, 920 as tenant private metadata 
910. Tenant private metadata 910 can define tables, views, 
functions, and the like that exist only in one tenant 202 and 
cannot be accessed from other tenants 920. When reading 
metadata in the context of one tenant 202,920, the result can 
be created as the union of central metadata 704 and tenant 
private metadata 910. This process can be completed by one 
or more metadata managers 112 and can be hidden from 
other system components 702. 

FIG. 12 shows a process flow chart 1200 illustrating 
features consistent with implementations of the current 
subject matter. At 1202, an in-memory database server 102 
hosting a tenant 202 of a multi-tenant software architecture 
receives a definition of a custom data field that is unique to 
an organization having isolated access to the tenant 202. The 
custom data field extends a standard table defined by central 
metadata 704 stored at a system tenant 906 of the multi 
tenant software architecture. At 1204, tenant private meta 
data 910 that include the definition are stored in memory 
accessible only to the tenant 202. A tenant-dependent table 
912 that includes the custom data field is formed at 1206. 
The forming includes retrieving central metadata 704 defin 
ing the standard table from the system tenant 906 and adding 
the custom data field using the definition. In additional 
optional features, a second definition of a customized tenant 
private table 914 that is unique to the tenant 202 can be 
received by the in-memory database server 102 at 1210. At 
1212, additional tenant private metadata 910 that include the 
second definition are stored in memory accessible only to 
the tenant 202. At 1214, the tenant-dependent and/or private 
table can be presented for access via a database client 106 at 
the organization. 

Aspects of the subject matter described herein can be 
embodied in Systems, apparatus, methods, and/or articles 
depending on the desired configuration. In particular, Vari 
ous implementations of the subject matter described herein 
can be realized in digital electronic circuitry, integrated 
circuitry, specially designed application specific integrated 
circuits (ASICs), computer hardware, firmware, software, 
and/or combinations thereof. These various implementations 
can include implementation in one or more computer pro 
grams that are executable and/or interpretable on a program 
mable system including at least one programmable proces 
Sor, which can be special or general purpose, coupled to 
receive data and instructions from, and to transmit data and 
instructions to, a storage system, at least one input device, 
and at least one output device. 

These computer programs, which can also be referred to 
programs, Software, Software applications, applications, 
components, or code, include machine instructions for a 
programmable processor, and can be implemented in a 
high-level procedural and/or object-oriented programming 
language, and/or in assembly/machine language. As used 
herein, the term “machine-readable medium” refers to any 
computer program product, apparatus and/or device. Such as 
for example magnetic discs, optical disks, memory, and 
Programmable Logic Devices (PLDs), used to provide 
machine instructions and/or data to a programmable proces 
Sor, including a machine-readable medium that receives 
machine instructions as a machine-readable signal. The term 
“machine-readable signal” refers to any signal used to 
provide machine instructions and/or data to a programmable 
processor. The machine-readable medium can store Such 
machine instructions non-transitorily, such as for example as 
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12 
would a non-transient Solid state memory or a magnetic hard 
drive or any equivalent storage medium. The machine 
readable medium can alternatively or additionally store such 
machine instructions in a transient manner, such as for 
example as would a processor cache or other random access 
memory associated with one or more physical processor 
COCS. 

To provide for interaction with a user, the subject matter 
described herein can be implemented on a computer having 
a display device, such as for example a cathode ray tube 
(CRT) or a liquid crystal display (LCD) monitor for dis 
playing information to the user and a keyboard and a 
pointing device, such as for example a mouse or a trackball, 
by which the user may provide input to the computer. Other 
kinds of devices can be used to provide for interaction with 
a user as well. For example, feedback provided to the user 
can be any form of sensory feedback, Such as for example 
visual feedback, auditory feedback, or tactile feedback; and 
input from the user may be received in any form, including, 
but not limited to, acoustic, speech, or tactile input. Other 
possible input devices include, but are not limited to, touch 
screens or other touch-sensitive devices such as single or 
multi-point resistive or capacitive trackpads, voice recogni 
tion hardware and Software, optical scanners, optical point 
ers, digital image capture devices and associated interpre 
tation software, and the like. 
The subject matter described herein can be implemented 

in a computing system that includes a back-end component, 
Such as for example one or more data servers, or that 
includes a middleware component, such as for example one 
or more application servers, or that includes a front-end 
component, such as for example one or more client com 
puters having a graphical user interface or a Web browser 
through which a user can interact with an implementation of 
the subject matter described herein, or any combination of 
Such back-end, middleware, or front-end components. A 
client and server are generally, but not exclusively, remote 
from each other and typically interact through a communi 
cation network, although the components of the system can 
be interconnected by any form or medium of digital data 
communication. Examples of communication networks 
include, but are not limited to, a local area network 
(“LAN”), a wide area network (“WAN”), and the Internet. 
The relationship of client and server arises by virtue of 
computer programs running on the respective computers and 
having a client-server relationship to each other. 
The implementations set forth in the foregoing description 

do not represent all implementations consistent with the 
subject matter described herein. Instead, they are merely 
Some examples consistent with aspects related to the 
described subject matter. Although a few variations have 
been described in detail herein, other modifications or addi 
tions are possible. In particular, further features and/or 
variations can be provided in addition to those set forth 
herein. For example, the implementations described above 
can be directed to various combinations and Sub-combina 
tions of the disclosed features and/or combinations and 
sub-combinations of one or more features further to those 
disclosed herein. In addition, the logic flows depicted in the 
accompanying figures and/or described herein do not nec 
essarily require the particular order shown, or sequential 
order, to achieve desirable results. The scope of the follow 
ing claims may include other implementations or embodi 
mentS. 
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What is claimed is: 
1. A computer program product comprising a non-transi 

tory machine-readable medium storing instructions that, 
when executed by at least one programmable processor, 
cause the at least one programmable processor to perform 
operations comprising: 

receiving, at an in-memory database server hosting a 
tenant of a multi-tenant software architecture, a defi 
nition of a custom data field that is unique to an 
organization having isolated access to the tenant, the 
custom data field extending a standard table defined by 
central metadata stored at a system tenant of the 
multi-tenant software architecture; 

storing, in the in-memory database server rather than in a 
disk-based storage, tenant private metadata comprising 
the definition, wherein the tenant private metadata is 
only accessible to the tenant, wherein the in-memory 
database server is hosted on a virtual machine of a host 
computer system, wherein the in-memory database 
comprises an in-memory column engine that uses a 
column format for storage and an in-memory row 
engine that uses a row format for storage, the in 
memory row engine being configured to exchange an 
intermediate row result with the in-memory column 
engine by providing the intermediate row result mate 
rialized as a complete row, and the in-memory column 
engine being configured to exchange an intermediate 
column result with the in-memory row engine by 
exposing the intermediate column result using an itera 
tor interface; 

forming a tenant-dependent table comprising the custom 
data field, the forming comprising retrieving, from the 
system tenant, central metadata defining the standard 
table and adding the custom data field using the defi 
nition; and 

presenting the tenant-dependent table for access via a 
database client at the organization. 

2. A computer program product as in claim 1, wherein the 
operations further comprise: 

receiving, at the in-memory database server, a second 
definition of a customized tenant private table that is 
unique to the tenant; 

storing, in the in-memory database server, additional 
tenant private metadata comprising the second defini 
tion; and 

presenting the tenant private table for access via the 
database client at the organization. 

3. A computer program product as in claim 1, wherein the 
multi-tenant software architecture comprises a plurality of 
tenants hosted at a backend system, each tenant of the 
plurality of tenants comprising its own dedicated in-memory 
database server having unique access to tenant-specific data, 
at least one of the plurality of database servers being 
provided via each of a plurality of hosts on the backend 
system. 

4. A computer program product as in claim 3, wherein the 
plurality of database servers share the central metadata of 
the system tenant. 

5. A computer program product as in claim 3, wherein the 
system tenant comprises a central metadata master database 
server responsible for creating and maintaining the central 
metadata, and wherein each host of the plurality of hosts 
comprises a local metadata master database server that 
receives a copy of the central metadata from the central 
metadata master database server. 

6. A computer program product as in claim 5, wherein the 
operations further comprise: 
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14 
receiving, at the central metadata master database server, 

an updated definition of a tenant dependent table that is 
available to all of the plurality of tenants; 

storing, in a system tenant memory accessible only to the 
system tenant, new central metadata comprising the 
updated definition; and 

propagating the new central metadata to each local meta 
data master database server for use by the plurality of 
tenants. 

7. A computer program product as in claim 1, wherein the 
definition of the custom data field further comprises at least 
one of a view of the tenant-dependent table and a function 
associated with the tenant. 

8. A computer program product as in claim 1, wherein the 
in-memory database is stored in the column format to allow 
a search of the in-memory database to be performed in a 
contiguous memory array, and wherein a time to execute the 
search is reduced when the contiguous memory array is 
cache memory of the at least one programmable processor. 

9. A system comprising: 
at least one programmable processor, and 
a machine-readable medium storing instructions that, 
when executed by the at least one programmable pro 
cessor, cause the at least one programmable processor 
to perform operations comprising: 
receiving, at an in-memory database server hosting a 

tenant of a multi-tenant Software architecture, a 
definition of a custom data field that is unique to an 
organization having isolated access to the tenant, the 
custom data field extending a standard table defined 
by central metadata stored at a system tenant of the 
multi-tenant software architecture: 

storing, in the in-memory database server rather than in 
a disk-based storage, tenant private metadata com 
prising the definition, wherein the tenant private 
metadata is only accessible to the tenant, wherein the 
in-memory database server is hosted on a virtual 
machine of a host computer system, wherein the 
in-memory database comprises an in-memory col 
umn engine that uses a column format for storage 
and an in-memory row engine that uses a row format 
for storage, the in-memory row engine being con 
figured to exchange an intermediate row result with 
the in-memory column engine by providing the 
intermediate row result materialized as a complete 
row, and the in-memory column engine being con 
figured to exchange an intermediate column result 
with the in-memory row engine by exposing the 
intermediate column result using an iterator inter 
face; 

forming a tenant-dependent table comprising the cus 
tom data field, the forming comprising retrieving, 
from the system tenant, central metadata defining the 
standard table and adding the custom data field using 
the definition; and 

presenting the tenant-dependent table for access via a 
database client at the organization. 

10. A system as in claim 9, wherein the operations further 
comprise: 

receiving, at the in-memory database server, a second 
definition of a customized tenant private table that is 
unique to the tenant; 

storing, in the in-memory database server, additional 
tenant private metadata comprising the second defini 
tion; and 

presenting the tenant private table for access via the 
database client at the organization. 
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11. A system as in claim 9, wherein the multi-tenant 
software architecture comprises a plurality of tenants hosted 
at a backend system, each tenant of the plurality of tenants 
comprising its own dedicated in-memory database server 
having unique access to tenant-specific data, at least one of 5 
the plurality of database servers being provided via each of 
a plurality of hosts on the backend system. 

12. A system as in claim 11, wherein the plurality of 
database servers share the central metadata of the system 
tenant. 10 

13. A system as in claim 11, wherein the system tenant 
comprises a central metadata master database server respon 
sible for creating and maintaining the central metadata, and 
wherein each host of the plurality of hosts comprises a local 
metadata master database server that receives a copy of the 
central metadata from the central metadata master database 
Sever. 

14. A system as in claim 13, wherein the operations 
further comprise: 2O 

receiving, at the central metadata master database server, 
an updated definition of a tenant dependent table that is 
available to all of the plurality of tenants: 

storing, in a system tenant memory accessible only to the 
system tenant, new central metadata comprising the is 
updated definition; and 

propagating the new central metadata to each local meta 
data master database server for use by the plurality of 
tenants. 

15. A computer-implemented method comprising: 30 
receiving, at an in-memory database server hosting a 

tenant of a multi-tenant software architecture, a defi 
nition of a custom data field that is unique to an 
organization having isolated access to the tenant, the 
custom data field extending a standard table defined by is 
central metadata stored at a system tenant of the 
multi-tenant software architecture; 

storing, in the in-memory database server rather than in a 
disk-based storage, tenant private metadata comprising 
the definition, wherein the tenant private metadata is a 
only accessible to the tenant, wherein the in-memory 
database server is hosted on a virtual machine of a host 
computer system, wherein the in-memory database 
comprises an in-memory column engine that uses a 
column format for storage and an in-memory row as 
engine that uses a row format for storage, the in 
memory row engine being configured to exchange an 
intermediate row result with the in-memory column 
engine by providing the intermediate row result mate 
rialized as a complete row, and the in-memory column so 
engine being configured to exchange an intermediate 
column result with the in-memory row engine by 
exposing the intermediate column result using an itera 
tor interface; 
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forming a tenant-dependent table comprising the custom 

data field, the forming comprising retrieving, from the 
System tenant, central metadata defining the standard 
table and adding the custom data field using the defi 
nition; and 

presenting the tenant-dependent table for access via a 
database client at the organization. 

16. A computer-implemented method as in claim 15, 
further comprising: 

receiving, at the in-memory database server, a second 
definition of a customized tenant private table that is 
unique to the tenant; 

storing, in the in-memory database server, additional 
tenant private metadata comprising the second defini 
tion; and 

presenting the tenant private table for access via the 
database client at the organization. 

17. A computer-implemented method as in claim 15, 
wherein the multi-tenant software architecture comprises a 
plurality of tenants hosted at a backend system, each tenant 
of the plurality of tenants comprising its own dedicated 
in-memory database server having unique access to tenant 
specific data, at least one of the plurality of database servers 
being provided via each of a plurality of hosts on the 
backend system. 

18. A computer-implemented method as in claim 17, 
wherein the plurality of database servers share the central 
metadata of the system tenant. 

19. A computer-implemented method as in claim 17, 
wherein the system tenant comprises a central metadata 
master database server responsible for creating and main 
taining the central metadata, and wherein each host of the 
plurality of hosts comprises a local metadata master data 
base server that receives a copy of the central metadata from 
the central metadata master database server. 

20. A computer-implemented method as in claim 19, 
wherein the operations further comprise: 

receiving, at the central metadata master database server, 
an updated definition of a tenant dependent table that is 
available to all of the plurality of tenants: 

storing, in a system tenant memory accessible only to the 
system tenant, new central metadata comprising the 
updated definition; and 

propagating the new central metadata to each local meta 
data master database server for use by the plurality of 
tenants. 

21. A computer-implemented method as in claim 15. 
wherein at least one of the receiving, the storing, the 
forming, and the presenting is performed by at least one 
programmable processor. 

22. A computer-implemented method as in claim 15. 
wherein the custom data field is associated with one or more 
records of metadata. 


