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RESOLUTION-SCALABLE WIDEO COMPRESSION 

BACKGROUND 

0001) 1. Field 

0002 This disclosure relates to scalable video compres 
Sion, more particularly to methods and apparatus for per 
forming Scalable video compression with motion compen 
sation in the wavelet domain. 

0003 2. Background 

0004 Data compression allows less storage space or 
transmission bandwidth to be used than would be required 
without compression. Images typically require large 
amounts of Storage Space or high amounts of bandwidth for 
high-quality reproductions. Compression of images, both 
Still and Video, Seeks to allow high-quality reproductions 
using the highest amount of compression possible. Com 
pression techniques try to maintain high levels of coding 
efficiency. 

0005. Many standards use block-based image coding 
techniques. These techniques generally divide an image or a 
Video frame within a Sequence into a set of contiguous 
blocks of pixels. These techniques have Several problems, 
including block-based artifacts that can Surface in the recon 
Structed image. Also, they do not work well in Scalable bit 
StreamS. 

0006 Scalable bit streams occur in heterogeneous sys 
tems. A heterogeneous System has links with varying band 
width, Such as a phone connection of 56 Kbits per Second 
(bps), an Ethernet connection of 10 Mbps, and a 1.5 Mbps 
T1 connection. These Systems require bit Streams that can be 
scaled to match the bandwidth of the link for the highest 
quality reproduction of the Video Sequences at the receiver 
on this linkS. 

0007 Wavelet compression techniques have found tre 
mendous Success in Scalable coding of Still images, but do 
not work well for video images because of difficulties with 
motion compensation and prediction between frames in the 
Video frame Sequence. Therefore, a method that allows the 
Scalability of wavelet compression to be used on video 
images with accurate motion compensation will be useful. 

SUMMARY 

0008 One aspect of the disclosure is a method of data 
compression. A multiple-level wavelet transform transforms 
image data of an original image. Motion compensation is 
performed on a low-frequency band of the transformed 
image data. This band is then inversely transformed and 
used to reconstruct a portion of the original image. The 
remaining portions of the original image are then recon 
Structed from that portion. This image data then becomes the 
basis of the next level of the wavelet transform and is 
transformed back into the wavelet domain. This process is 
repeated until all of the levels of the wavelet transform have 
been used. In this manner, a reconstructed image benefits 
from the advantages of wavelet transformation as a com 
pression method without the problems of motion compen 
sation. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

0009. The invention may be best understood by reading 
the disclosure with reference to the drawings, wherein: 
0010 FIG. 1 shows a block diagram of one-level wavelet 
decomposition and its corresponding wavelet transform. 
0011 FIG.2 shows a block diagram of two-level wavelet 
decomposition. 

0012 FIG. 3 shows one embodiment of motion accuracy 
restoration in the wavelet domain, in accordance with the 
invention. 

0013 FIG. 4 shows a graphical depiction of one embodi 
ment of motion estimation refinement in accordance with the 
invention. 

0014 FIG. 5 shows a graphical depiction of one embodi 
ment of hierarchical motion field representation, in accor 
dance with the invention. 

0.015 FIG. 6 shows a flowchart of one embodiment of a 
method of motion-compensated hierarchical wavelet com 
pression, in accordance with the invention. 

DETAILED DESCRIPTION OF THE 
EMBODIMENTS 

0016 Wavelet-based compression techniques have found 
tremendous Success in Scalable coding of Still images. How 
ever, wavelets have not found Similar Success in progressive 
transmission of Video due to the difficulty of exploiting 
temporal dependency in the wavelet domain. The major 
reason for the Success of wavelet-based methods in Scalable 
coding of Still images is due to the fact that wavelets provide 
an appropriate basis for representing natural imageS. How 
ever, when people attempt to apply wavelet-based methods 
to Scalable video coding, the nontrivial problem arises from 
the dilemma of how to couple wavelet transform (WT), 
which is an effective decorrelating tool in the Spatial domain 
and motion-compensated prediction (MCP), which is an 
effective decorrelating tool in the temporal domain. Most 
existing approaches that serially connect WT and MCP in an 
ad-hoc fashion have only achieved limited Success due to 
either aliasing or drifting problems. 
0017 For example, direct band-to-band prediction meth 
ods, that first apply maximally decimated wavelet transform 
and then perform MCP to the wavelet coefficients, ignore the 
negative effect of aliasing artifacts on motion estimation and 
Seriously Sacrifice the coding efficiency. The only existing 
Solution to attack the aliasing problem within a resolution 
Scalable framework is to resort to backward motion estima 
tion and employ anti-aliasing filters. However, backward 
methods require that motion estimation be performed at both 
the encoder and the decoder, which dramatically increases 
the computational burden at the decoder. Therefore their 
practical application Scenarios are very limited. 
0018. A higher-level understanding of the interaction 
between wavelet transform and motion estimation may 
provide unique results. With the recognition of the impor 
tance of motion accuracy in the motion estimation, it is 
possible to restore the motion accuracy in the wavelet 
domain using band-shifting or phase-shifting methods. The 
efficiency of motion compensated prediction may be Sig 
nificantly improved by the restoration of motion accuracy in 
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the wavelet domain. This may include a hierarchical motion 
estimation technique in the wavelet domain. Such hierar 
chical motion estimation method not only facilitates the 
pursuit of resolution Scalability but also reduces the overall 
computational complexity of motion estimation. 
0019 Copending U.S. patent application Ser. No. 09/877, 
463 demonstrates that taking the phase of wavelet transform 
into consideration dramatically improves the performance of 
MCP in the wavelet domain. This discussion shall start from 
a brief overview of MCP techniques in the wavelet domain 
and then describe how to extend Such techniques to achieve 
resolution Scalability. 
0020 For purposes of discussion, assume a 1D-signal as 
an example because it is relatively Straightforward to gen 
eralize from a 1D Scenario to a 2D scenario. FIG. 1 shows 
the 1D wavelet transform applied to a 1D Signal X(n), 
generating low-band coefficients So(n) and high-band coef 
ficients do(n). It should be noted that after the down 
Sampling operation, the proceSS could either preserve the 
even-indexed coefficients or odd-indexed coefficients. The 
original signal X(n) can be perfectly reconstructed from 
either set of coefficients. To follow the tradition of signal 
processing literature, these two Sets of coefficients are 
referred to as “even-phase” and “odd-phase” coefficients. 
0021. The importance of introducing phase into wavelet 
transform can be understood when cast into the framework 
of motion estimation. In most previous approaches of per 
forming motion estimation in the wavelet domain, only one 
set of coefficients (e.g. even-phase) in the previous frame is 
used to predict the coefficients in the current frame. This 
would lead to the reduction of motion accuracy by a factor 
of two and significantly affect the efficiency of MCP. The 
copending patent application referenced above proposes to 
restore the motion accuracy by also taking the odd-phase 
coefficients into the prediction. Since the odd-phase coeffi 
cients also come from the previous decoded frame, Such 
restoration proceSS does not require any additional overhead 
but only increased computations. It has been seen that the 
prediction efficiency of MCP can be dramatically improved 
by the restoration of motion accuracy in the wavelet domain. 
However, only one-level wavelet decomposition was con 
sidered previously. 
0022 Application of the current invention may extend 
the MCP techniques in the wavelet domain to multi-level 
decomposition and, more Specifically, to meet the require 
ment of resolution Scalability. 
0023 Resolution scalability requires that the motion esti 
mation can be performed independently at different resolu 
tions. In other words, MCP at a lower resolution should not 
assume any knowledge of the bands at higher resolutions to 
avoid the well-known drifting problem. It is easy to see that 
wavelet-based representation offers an attractive basis to 
achieve this goal because Video is nothing but a Sequence of 
images linked together by a motion model in the temporal 
domain. However, the efficiency of motion estimation in the 
wavelet domain is often unsatisfactory due to the same 
reasons mentioned above with regard to aliasing artifacts. 
Therefore, one must carefully consider the factor of motion 
accuracy in order to avoid the potential coding efficiency 
loSS. 

0024. Without loss of generality, consider a two-level 
decomposition in the wavelet domain, as shown in FIG. 2. 
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Motion estimation starts from the lowest band, So. Since the 
low bands have Similar characteristics as the original frames, 
Standard block matching methods can be applied. That is, 
one translational vector (mV,'.mv) is assigned to each bxb 
block. Then the motion estimation is refined to the three high 
bands, ho, Vo and do, at the same resolution. The three bxb 
blocks in the high bands will be assigned the same motion 
vector and (mV,'.mvy") will be used as an initial estimate. 

0025. In order to restore the motion accuracy, application 
of the invention includes applying a band-shifting method as 
shown in FIG.3. Instead of using only one set of coefficients 
(hoo", voo'.doo") of the previous frame in MCP, the process 
obtains the other three sets of coefficients with non-zero 
phases and use the four complete sets of coefficients in MCP. 
There are two possible ways of obtaining nonzero-phase 
coefficients from Zero-phase coefficients: one is to first apply 
inverse transform to the set of coefficients (Solo"hoo"Voo", 
doo") and obtain Solo", and then shift Soo' along horizontal/ 
Vertical/diagonal direction by one Sample, and finally apply 
forward wavelet transform; the other is to derive a linear 
time-invariant (LTI) filter to directly perform phase shifting 
in the wavelet domain. The latter approach enjoys the 
simplicity of computation; however, the derivation of LTI 
phase shifting filter is only known for a few simple wavelet 
filters Such as Haar filter. 

0026. Another way of interpretation is to predict the 
wavelet coefficients in the current frame from an overcom 
plete expansion of the previous frame at the corresponding 
resolution. The above procedure can be repeatedly per 
formed to higher resolutions as depicted in FIG. 3. The 
optimal motion vector and optimal phase at a lower resolu 
tion jointly provide the initial estimate for the motion Search 
at the higher resolution, 

0027. It becomes clear that the one-bit phase along each 
dimension precisely carries the information of motion accu 
racy as the resolution increases. FIG. 4 explicitly explains 
the role played by the phase in a hierarchical motion 
estimation Scheme. 

0028. Due to the requirement of resolution scalability, the 
process can achieve integer-pixel motion accuracy using the 
above-described phase-shifting methods because the frac 
tional-pixel motion estimation has to exploit the information 
contained in the bands of a higher resolution. However, it is 
possible to achieve fractional-pixel motion accuracy using 
linear interpolation methods, just like previous approaches 
in the Spatial domain. In fact, Since both wavelet transform 
and linear interpolation are linear operations, they can be 
performed in arbitrary order, 

0029 where I and T are interpolation and transform 
respectively. It follows that one can omit the pair of trans 
form operations and directly interpolate the fractional-phase 
coefficients from integer-phase coefficients. 
0030) Such viewpoint of motion accuracy enables the 
System to quantitatively analyze the efficiency loSS brought 
by the scalability requirement. Without the scalability 
requirement, one can easily obtain the fractional-phase coef 
ficients at low resolutions by shifting bands to generate 
different phases (no linear interpolation techniques 
involved). The efficiency loss solely relies on the difference 
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between the true fractional-phase coefficients and those 
obtained through interpolation techniques. 

0.031 Hierarchical motion estimation in the spatial 
domain has been widely Studied and regarded as an effective 
way of reducing the computational complexity of block 
matching methods. Similar benefits brought by hierarchical 
motion estimation in the wavelet domain can be observed. 
For example, if one assumes the block size of 16x16 and the 
Search range of -7.7 in the Spatial domain, full-search 
block matching requires 255x511s 130,000 arithmetic 
operations to obtain the Sum of absolute difference. In a 
hierarchical way, the proceSS can Start from 4x4 block 
motion estimation with range of -3.3 at low resolution and 
then refine the Searching results within -1,1 at higher 
resolutions. The overall number of operations reduces to 
49x31+9x31x3+9x127x3s 6,000, which means the com 
plexity reduction by a factor of over 20. Such computational 
Savings are highly desired in practice, especially in many 
real-time applications Such as Video conferencing. 

0.032 A resolution-scalable video coder can be built upon 
the hierarchical motion estimation technique described 
above. The Video signals are decomposed into block-based 
motion field and motion-compensated residues at different 
resolutions. FIG. 5 shows an example of the hierarchical 
block-based motion field for two-level wavelet decomposi 
tion. At the lowest resolution, the optimal motion vector 
(mV,'.mvy") within the range -3.3x-3.3 is assigned to 
every 4x4 block; then the differential motion vector (dv', 
dv, ) within the range -1,1x-1,1) and the optimal phase 
(ph,' phy') are found for the three 4x4 blocks of the high 
bands at the same resolution. Finally, based on the initial 
estimate of (1), the differential motion vector (dv,", dv, ) 
within the range -1.11x-1,1) and the optimal phase (ph", 
phy) are obtained for the three 8x8 blocks of the high bands 
at the high resolution. All the motion vectors and phases are 
entered into an adaptive binary arithmetic coder after binary 
expansion. 

0033. A two-stage coding algorithm compresses motion 
compensated residues in order to exploit the non-Stationary 
property. The non-stationary property refers to the phenom 
ena of large prediction errors clustering around Singularities. 
It has been widely recognized from the practice of image 
coding that classification-based Strategy is an effective 
approach of exploiting Such non-Stationary property. There 
fore, it can be proposed to code the residues in the following 
two stages. In the first Stage, position coding, a binary map 
containing the positions of large prediction errors with 
amplitude above a pre-Selected threshold Th, are com 
pressed by a JBIG-like coder. In the Second Stage, refine 
ment coding, the Sign and the quantized magnitude of large 
prediction errors are compressed by adaptive binary arith 
metic coder after binary expansion. By adjusting Th and 
quantizer Step size, different points along the operational 
Rate-Distortion curve can be achieved. 

0034. A flowchart of one embodiment of a method to 
provide resolution Scalable video encoding in accordance 
with the invention and the above discussion is shown in 
FIG. 6. Motion compensation, as shown in FIG. 4, is 
performed on the low frequency band of wavelet trans 
formed image data at 30. This produces motion compensated 
transformed image data. At 32, the inverse wavelet trans 
form is then applied to the motion compensated image data. 
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This is used to reconstruct a portion of the original image at 
34. The high bands are then reconstructed by using the 
motion compensation and phase-shift shown in the band 
shifting process in FIG. 3 at 36. This newly extrapolated 
image is then transformed back into the wavelet domain at 
38. This then becomes the transformed image data upon 
which the process is repeated until all levels of the wavelet 
transform have been used. This is shown as if the process 
decrements the counter until the highest level is achieved 
at 40. As can be seen with reference to FIG. 2, the highest 
level is '0' and the lowest level is 1. 

0035. One possible implementation of the methods of the 
invention is as Software in a video coder. The methods of the 
invention would be in the form of Software code that, when 
executed, performed the above processes. The Software code 
will more than likely be included on some form of computer 
readable medium. For example, the Video coder may be the 
computer reading the media and the media may be a code or 
image file. 
0036 Coding experiments were performed with the lumi 
nance components of the first 100 frames of football SIF 
sequence (352x240) scanned at 30 frames/second. L-level 
(L=1, 2 or 3) Integer S+P wavelet transform with normal 
ization was used for its computational Simplicity. The block 
size at the level L was chosen to be 8/2"x8/2; all corre 
spond to a 16x16 block in the spatial domain. Motion search 
range started from-rrx-rr(r=max 1.8/2-1) and were 
refined within -1,1x-1,1) at higher resolutions. Half 
pixel motion accuracy was achieved by bilinear interpola 
tion techniques at all levels. 
0037 Table 1 includes the bit usage and the pixel signal 
to-noise ratio (PSNR) results when the sequence is decoded 
from low to high resolution. At low resolutions, the PSNR 
is computed by comparing the original frame and the 
reconstructed frame by Zero-padding into high band and 
applying inverse wavelet transform. It can be observed that 
resolution Scalability can be viewed as a Special case of rate 
Scalability. A low-resolution representation of Video signals 
typically spend fewer bits and thus introduce more distortion 
than a high-resolution representation. 

TABLE 1. 

Rate-Distortion performance of resolution-scalable 
video coder at 800 kbps for football sequence 

frame rate 30 fps). 

Average Bits/frame Average PSNR(dB) 

Level 3 3712 2O16 
Level 2 5618 21.92 
Level 1 10769 24.69 
Level O 10845 27.72 

0038. The following curve shows the Rate-Distortion 
performance comparison among different coders. It may be 
concluded that as the wavelet-based Scalable coder offers 
more levels of resolution Scalability, more coding efficiency 
loss is introduced due to the reason described above. How 
ever, even at 3-level scalability, the coder in the wavelet 
domain Still achieves comparable performance to non-Scal 
able MPEG-2 coder at the interested bit rate. Meanwhile, 
experimental results show that the running time of the 
wavelet coder is much less than that spent by in the patent 
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application referenced above and comparable to that of 
MPEG-2. This confirms the advantage of hierarchical 
motion estimation. Additionally, the Scalable wavelet Video 
coder based on forward motion estimation in the wavelet 
domain dramatically outperforms a coder based on back 
ward motion estimation in the wavelet domain, especially at 
high bit rate regime. 
0.039 The above discussion provides specific examples 
for understanding of the invention, only. Other alternatives 
and options are available that are included in the Scope of the 
invention. For example, the proceSS can further improve the 
compression performance by exploiting the inter-band cor 
relation like most existing wavelet-based image coders. This 
is based on the observation that the Similarity of edge 
locations at different resolutions and thus the positions of 
large prediction errors might be correlated across the reso 
lution. AS another example, as mentioned earlier, resolution 
Scalable coder offerS Some degree of rate Scalability. If finer 
rate Scalability is required, a more flexible coder could be 
built using layer-based decomposition for prediction resi 
dues based on the resolution Scalable coder. 

0040 Thus, although specific examples of a method for 
resolution Scalable video encoding is disclosed above, none 
of these examples is intended to limit the Scope of the 
invention as is Set forth in the claims. 

What is claimed is: 
1. A method of compressing video signals, the method 

comprising: 

a) transforming both a current frame and a reference 
frame using a wavelet transform having multiple levels, 
producing transformed image data; 

b) performing motion compensation to low-frequency 
band at a lowest level of the transformed image data 
producing motion-compensated, transformed image 
data; 

c) applying band or phase shifting methods to obtain an 
overcomplete expansion of the reference frame; 

d) performing motion compensation of high-frequency 
bands at the lowest level of the transformed image data 
using the overcomplete expansion; 

e) applying one-level inverse transform to the reference 
frame to produce a reconstructed image at a next 
resolution level; 

f) setting the next resolution level to be the lowest level; 
and 

g) repeating the above process the process reaches the 
highest resolution level. 

2. The method of claim 1, wherein the multiple levels of 
wavelet transform is Substantially equal to two. 

3. The method of claim 1, wherein the method further 
comprises providing resolution Scalability by performing 
motion estimation to a multi-resolution representation of 
Video signals. 

4. The method of claim 1, wherein the method further 
comprises providing rate Scalability by embedded compres 
Sion of motion-compensated prediction residues at different 
resolutions. 

5. The method of claim 1, wherein performing motion 
estimation further comprises hierarchical motion estimation, 
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wherein motion vectors estimated from a low band can be 
used as an initial estimate of motion vectors for high bands 
at a same level. 

6. The method of claim 1, wherein the motion compen 
sation method of high bands further comprises: 

a) using an overcomplete expansion of the reference 
frame operable to restore accuracy of a motion field; 

b) linearly interpolating in the wavelet domain operable to 
enhance accuracy of the motion field; 

c) combining the overcomplete expansion and the linear 
interpolation operable to enhance the accuracy of 
motion field in the wavelet domain. 

7. The method of claim 3, wherein providing resolution 
Scalability further comprises 

a) developing a non-expanding multi-resolution represen 
tation of Video Signals, 

b) performing motion estimation and compensation inde 
pendently at different resolution levels; 

c) applying a hierarchical motion estimation technique 
designed for multi-resolution representation of Video 
Signals; 

8. The method of claim 4, wherein providing rate scal 
ability further comprises: 

a) offering an embedded bit stream by Sequentially com 
pressing coefficients from low resolution level to high 
resolution level; and 

b) offering an embedded bit stream by sequentially scan 
ning bit planes of coefficients within each band. 

9. The method of claim 5, wherein hierarchical motion 
estimation further comprises: 

a) using an estimated motion vector at a lower resolution 
level as an initial estimate reducing computations 
needed to Search for an optimal motion vector at a 
higher resolution level; 

b) using the estimated motion vector at a lower resolution 
level as an initial estimate reducing a Search range 
needed to find the optimal motion vector at a higher 
resolution level. 

10. The method of claim 6, wherein using the overcom 
plete-expansion further comprises: 

a) Applying an inverse wavelet transform at a first level; 
b) shifting a reconstructed low band at a next level along 

Vertical, horizontal and diagonal directions, 
c) applying forward wavelet transform; 
d) applying a direct linear time invariant phase shifting 

filter operable to obtain nonzero-phase wavelet coeffi 
cients from Zero-phase coefficients, and 

e) applying a non-decimated wavelet transform to the 
reconstructed low-band Signal; 

11. The method of claim 6, wherein linearly interpolating 
further comprises: 

a) applying an inverse transform operable to obtain a 
reconstructed Signal; 

b) linearly interpolating the reconstructed signal; 
c) applying a forward wavelet transform; and 
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d) linearly interpolating transform coefficients directly in 
the wavelet domain; 

12. A computer-readable medium including Software code 
that, when executed, causes the computer to: 

a) transform both a current frame and a reference frame 
using a wavelet transform having multiple levels, pro 
ducing transformed image data; 

b) perform motion compensation to low-frequency band 
at a lowest level of the transformed image data pro 
ducing motion-compensated, transformed image data; 

c) apply band or phase shifting methods to obtain an 
overcomplete expansion of the reference frame; 
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d) perform motion compensation of high-frequency bands 
at the lowest level of the transformed image data using 
the overcomplete expansion; 

e) apply one-level inverse transform to the reference 
frame to produce a reconstructed image at a next 
resolution level; 

f) set the next resolution level to be the lowest level; and 
g) repeat the above process the process reaches the 

highest resolution level. 


