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57 ABSTRACT 

Within a computing system, the main memory is segmented 
in order to streamline data paths for data transactions 
between input/output devices. The computing system 
includes both a host bus and an input/output bus. One or 
more processors are connected to the hostbus. Abus bridge 
connects the input/output bus to the hostbus. The bus bridge 
is used for transferring information between the hostbus and 
the input/output bus. The main memory for the computing 
system is segmented as follows. A first main memory 
segment is connected to the host bus. A second main 
memory segment is connected to the input/output bus. The 
first main memory segment and the second main memory 
segment are configured to appear to the processors as a 
single logical memory image. The segmented main memory 
is used to streamline data paths for the computing system. 
For example, a data transfer between a first input/output 
device and a second input/output device is controlled by the 
processor; however, during the first data transfer, the data 
itself is temporarily stored in the second main memory 
segment. This allows the data transfer to occur with only 
control information flowing through the bus bridge. The 
actual data is transported only on the input/output bus 
between the second main memory segment and the first 
input/output device, and between the second main memory 
segment and the second input/output device. 

19 Claims, 8 Drawing Sheets 
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1. 

MULTIPLE SEGMENTING OF MAN 
MEMORY TO STREAMLINE DATA PATHS 

INA COMPUTING SYSTEM 

BACKGROUND 

The present invention concerns a computing system with 
an input/output bus and more particularly concerns multiple 
segmenting of main memory to streamline data paths in the 
computing system. 

In computing systems which function as network servers, 
it is increasingly common to utilize multiple central pro 
cessing units(CPUs) interconnected by a host (processor/ 
memory) bus. In such a system a main memory for the 
system is also connected to the host bus. Communication 
with I/O devices is generally through an I/O bus, to the host 
bus through a bus bridge. 

Operation of a bus bridge for input/output in a multipro 
cessor system utilizes a significant amount of the host 
bandwidth. In addition to the bandwidth required for data 
transfers over the hostbus, the bus bridge needs to imple 
ment all the features of both the host bus and the I/O bus. 
For example when a bus bridge accesses the main 

memory in a system where one or more processors utilizes 
a cache, it is necessary to take steps to insure the integrity 
of data accessed in memory. For example, when the bus 
bridge accesses (writes or reads) data from main memory, it 
is important to determine whether an updated version of the 
data resides in the cache of a processor on the system. If an 
updated version of the data exist, something must be done to 
insure that the bus bridge accesses the updated version of the 
data. An operation that assures that the updated version of 
the data is utilized in a memory reference is referred to 
herein as a cache coherence operation. Various schemes are 
used to insure coherence of data accessed by bus bridge from 
the system memory. For example, in some systems caches 
are flushed prior to performing I/O operations. 

Likewise, some I/O buses require that data transactions be 
atomic. That is, other transactions need to be "locked out” 
during atomic data transactions. A bus bridge which inter 
faces with such an I/O bus needs to be able to implement this 
feature. However, when a bus bridge performs atomic 
transactions, this slows down overall system performance. 
When there are multiple processors in a system competing 

with the bus bridge for access to memory over the hostbus, 
this can slow the access of the bus bridge to main memory 
and thus cause a significant bottleneck in performance in 
system I/O. 

SUMMARY OF THE INVENTION 

In accordance with the preferred embodiment of the 
present invention, a computing system is presented in which 
main memory is segmented in order to streamline data paths 
for data transactions between input/output devices. The 
invention is utilized in a computing system which includes 
both a host bus and an input/output bus. One or more 
processors are connected to the host bus. A bus bridge 
connects the input/output bus to the hostbus. The bus bridge 
is used for transferring information between the hostbus and 
the input/output bus. The main memory for the computing 
system is segmented as follows. A first main memory 
segment is connected to the host bus. A second main 
memory segment is connected to the input/output bus. The 
first main memory segment and the second main memory 
segment are configured to appear to the processors as a 
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2 
single logical memory image. What this means is that both 
the first main memory segment and the second main 
memory segment are addressed and managed by operating 
system software as if they are both part of main memory. 
From the point of view of the operating system software, the 
only difference between the first main memory segment and 
the second main memory segment is the range of addresses 
assigned to each. 
The segmented main memory is used to streamline data 

paths for the computing system. For example, a data transfer 
between a first input/output device and a second input/output 
device is controlled by the processor; however, during the 
first data transfer, the data itself is temporarily stored in the 
second main memory segment. This allows the data transfer 
to occur with only control information flowing through the 
bus bridge. The actual data is transported only on the 
input/output bus between the second main memory segment 
and the first input/output device, and between the second 
main memory segment and the second input/output device. 
The present invention may also be utilized when there are 

multiple input/output buses. For example, the computing 
system described above may include a second input/output 
bus and a second bus bridge connected between the second 
input/output bus and the hostbus. The second bus bridge is 
used for transferring information between the host bus and 
the second input/output bus. In this case, the main memory 
includes a third main memory segment which is connected 
to the second input/output bus. The first main memory 
segment, the second main memory segment and the third 
main memory segment are configured to appear to the 
processor as a single logical memory image. 
The additional segment of main memory is also used to 

streamline data paths for the computing system. For 
example, a data transfer between a third input/output device 
and a fourth input/output device is controlled by the pro 
cessor; however, during the first data transfer, the data itself 
is temporarily stored in the third main memory segment. 
This allows the data transfer to occur with only control 
information flowing through the second bus bridge. The 
actual data is transported only on the second input/output 
bus between the third main memory segment and the third 
input/output device, and between the third main memory 
segment and the fourth input/output device. 

In the preferred embodiment, the general rule is that data 
is stored in the data memory segment closest to the final 
destination of the data. Thus, for a third data transfer from 
the third input/output device to the second input/output 
device, data which is the subject of the third data transfer is 
stored in the second main memory segment. 
The present invention has several significant advantages. 

For example, use of the present invention can result in a 
significant reduction of traffic on the host (processor) bus. 
This is especially important when the hostbus includes bus 
masters which compete with a main processor for access to 
the main memory. In a multi-processor environment, the 
contention is even higher due not only to the incremental 
traffic from the additional CPUs, but also to cache coherency 
protocols which tend to force an upper limit on the number 
of CPUs that can be placed on the hostbus without degrad 
ing performance. 
The present invention also allows for an improvement in 

concurrence by limiting the amount of traffic that crosses bus 
boundaries. In a multi-bus architecture, where the buses are 
capable of concurrent operations, total system throughput 
can be significantly increased by reducing the amount of 
data that crosses from one bus to the other-in effect reducing 
total bus utilization. 
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The present invention also allows for the temporary 
storage of data as close as possible to its final destination. 
From a system point of view, placing data being transferred 
from one I/O device to another I/O device as close as 
possible to the final destination of the data reduces cross bus 
traffic, total latencies and the potential for stalling I/O 
devices. 

Finally, the present invention allows all these advantages 
to a conventional computing system without modifications 
to existing operating system software. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 shows a computing system utilizing a host bus 
connected through a bus bridge to an I/O bus and connected 
to a main memory in accordance with the prior art. 

FIG. 2 shows a computing system in which the main 
memory is segmented so that a portion of the main memory 
is placed on the hostbus and a portion is placed on the I/O 
bus, in accordance with the preferred embodiment of the 
present invention. 

FIG. 3 illustrates flow of control information through the 
computing system shown in FIG. 2, in accordance with the 
preferred embodiment of the present invention. 

FIG. 4 and FIG. 5 illustrate flow of data through the 
computing system shown in FIG. 2, in accordance with the 
preferred embodiment of the present invention. 

FIG. 6 shows a computing system in which the main 
memory is segmented so that a portion of the main memory 
is placed on the host bus, a portion is placed on a first I/O 
bus and a portion is placed on a second I/O bus, in accor 
dance with an alternate preferred embodiment of the present 
invention. 

FIG. 7 shows a computing system in which the main 
memory is segmented so that a portion of the main memory 
is placed on the hostbus, a portion is placed between a first 
I/O bus and a second I/O bus, in accordance with another 
alternate preferred embodiment of the present invention. 

FIG. 8 shows a block diagram of an implementation of 
how a portion of main memory connected between a first I/O 
bus a second I/O bus, as shown in FIG. 7, is implemented 
using an I/O processor. 

DESCRIPTION OF THE PRIOR ART 

FIG. 1 shows a computing system utilizing a hostbus 10 
connected through a bus bridge 14 to an I/O bus 20. On host 
bus 10 are connected a central processing unit 11, a central 
processing unit 12 and a main memory 13. Other processors 
and/or devices may be also connected to host bus 10, 
dependent upon system configuration. Various I/O devices 
are connected to I/O bus 20. For example, a network 26 is 
connected through network interface 21 to I/O bus 20. 
Likewise, system mass storage 27 is connected through 
mass storage interface 22 to I/O bus 20. 

For prior art systems, such as that shown in FIG. 1, which 
function as a network server, a typical data path when data 
is received from network 26 is to transport the data through 
network interface 21 through bus bridge 14 to main memory 
13. If the ultimate destination of the data is mass storage 27, 
the data is then transported from main memory 13 through 
bus bridge 14 though mass storage interface 22 to mass 
storage 27. In a typical file/print server environment, it is 
noted that processors 11 and 12 generally do not need to 
access this data itself. Processors 11 and 12 merely provide 
control structure that determines where the data comes from 
and where it goes. 
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4 
DESCRIPTION OF THE PREFERRED 

EMBODIMENT 

FIG. 2 shows a computing system utilizing a hostbus 30 
connected through a bus bridge 34 to an I/O bus 40, in 
accordance with a preferred embodiment of the present 
invention. On hostbus 30 are connected a central processing 
unit 31, a central processing unit 32 and a main memory 
segment 33. Other processors may be also connected to host 
bus 30, dependent upon system configuration. Various I/O 
devices are connected to I/O bus 40. For example, a network 
46 is connected through network interface 41 to bus 40. 
Likewise, system mass storage 47 is connected through 
mass storage interface 42 to I/O bus 40. In addition, a main 
memory segment 43 is also connected to I/O bus 40. 

For example, host bus 30 is sixty-four bits wide and 
operates in accordance with, for example the XXPRESS bus 
standard, the P-6 bus standard or some other host bus 
standard. CPU 31 is, for example, a pentium processor, a P-6 
processor, or some other processor. Information on the 
pentium processor, the P-6 processor and their respective 
host busses are available from Intel Corporation, having a 
business address of 2200 Mission College Boulevard, Santa 
Clara, Calif. 95050. 
CPU 32 is, for example, a pentium processor, a P-6 

processor, or some other processor. Main memory segment 
33 is, for example, implemented using SIMMs and is 
expandable to 1024 Megabytes. 

I/O bus 40, for example, is thirty-two bits wide and 
operates in accordance with the Peripheral Component Inter 
connect (PCI) bus standard as described in PCI 2.1 speci 
fication. Network 46, for example, operates in accordance 
with the Ethernet protocol as described in the IEEE 802.3 
standard. Mass storage 47 is, for example, implemented 
using one or more commercially available hard disk drives. 
Main memory segment 43 is, for example, implemented 
using SIMMs and is expandable to 256 Megabytes. 

Both host bus 30 and I/O bus 40 utilize thirty-two bit 
addresses. The address space is the same for both host bus 
30 and I/O bus 40 and there is no address translation that 
needs to be performed by bus bridge 30. 

In the computing system shown in FIG. 2, a memory 
address segment 51 of a main memory address space 50 is 
allocated to main memory segment 33. A memory address 
segment 52 of main memory address space 50 is allocated to 
main memory segment 43. It is not a requirement that 
memory address segment 51 and memory address segment 
52 are contiguous, it is only necessary that both are 
addressed and managed by operating system software as if 
they are both part of main memory. For example, main 
memory address segment 51 is allocated addresses from 0. 
to 2FFFFFFF. Main memory address segment 52 is allo 
cated addresses from 40000000 to 4FFFFFFF. 
The computer system shown in FIG. 2 operates in accor 

dance with, for example, windows NT operating system 
software available from Microsoft Corporation, having a 
business address at 16011 NE 36th Way, Redmond, Wash. 
98.073-9717, or netware operating system software available 
from Novell, Inc., having a business address at 122 East 
1700 South. Provo, Utah 94.601 or UNIX operating system 
software. Main memory segment 33 and main memory 
segment 43, although physically separate, are configured as 
a single logical memory image, which can be done without 
modifying the operating system software. Thus the main 
memory address for data will determine whether data is to 
be located in main memory segment 33 or main memory 
segment 43. 
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The physical splitting of the main memory into two 
segments allows for the reduction of data traffic on hostbus 
30 without changes to operating system software. This is 
demonstrated by FIGS. 3 through 5. 

For example, reception of data from network 46 through 
network interface 41 and placement of the data in mass 
storage 47 is generally performed in two steps. In the first 
step, the data is received from network 46 through network 
interface 41 and placed in the main memory. In the second 
step, the data is transferred from the main memory through 
mass storage interface 42 to mass storage 47. 

FIG. 3 demonstrates the flow of control information 60 
during the set-up for the data transfer. For example, one of 
CPU 31 or CPU 32 will set up the data transfer. During this 
data set-up, control information 60, pertaining to the data 
transfer, will flow across bus bridge 34. However, when 
setting up the data transfer, the responsible processor will 
designate addressable memory within main memory seg 
ment 43 for temporary storage of data for the data transac 
tions. 
As illustrated by FIG. 4, when transferred data 61 is 

received from network 46 through network interface 41, 
transferred data 61 is placed in main memory segment 43. 
As illustrated by FIG. 5, transferred data 61 is then trans 
ferred from main memory segment 43 through mass storage 
interface 42 to mass storage 47. As is clear, the utilization of 
main memory segment 43 for this data transferreduced the 
traffic across bus bridge 34. Only the control information 
flowed across bus bridge 34. All the data transfer was 
performed utilizing only I/O bus 40. 

While one great advantage of the present invention is that 
it allows a significant performance improvement without 
changes to the operating system software, a greater level of 
performance improvement can be achieved by modifying 
code within the operating system so that the operating 
system is aware of the partitioning of main memory and 
actively helps in streamlining and shortening data paths. 

Additionally, while the embodiment of FIG. 2 shows the 
present invention implemented in a system with a single I/O 
bus, the principles of the present invention extend to many 
system configurations. For example, FIG. 6 shows a com 
puting system utilizing a host bus 70 connected through a 
bus bridge 74 to an I/O bus 80 and also connected through 
a bus bridge 75 to an I/O bus 90. On host bus 70 are 
connected a processor 71, a processor 72 and a main 
memory segment 73. Other processors may be also con 
nected to hostbus 70, dependent upon system configuration. 
Various I/O devices are connected to I/O bus 80. For 
example, an I/O device 81 and an I/O device 82 are 
connected to I/O bus 80. A main memory segment 83 is also 
connected to I/O bus 80. Likewise, various I/O devices are 
connected to I/O bus 90. For example, an I/O device 91 and 
an I/O device 92 are connected to I/O bus 90. A main 
memory segment 93 is also connected to I/O bus 90. 
As in the computing system shown in FIG. 2, when 

performing data transfers between I/O devices, the flow of 
control information travels across bus bridge 74 and bus 
bridge 75 to processor 71 and/or processor 72. When setting 
up a data transfer between two I/O devices, the processor 
arranges for the data to be placed in the memory segment 
closest to the ultimate destination. Thus, for a data transfer 
between I/O device 81 and I/O device 82, main memory 
segment 83 is used. For a data transfer between I/O device 
91 and I/O device 92, main memory segment 93 is used. For 
a data transfer from I/O device 92 to I/O device 82, main 
memory segment 83 is used. This will reduce cross bus 
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6 
traffic, total latencies on both the hostbus and the I/O busses 
and the potential for stalling I/O devices. In an alternate 
embodiment, when setting up a data transfer between two 
I/O devices, the processor arranges for the data to be placed 
in the memory segment closest to the original source of the 
information. 

FIG. 7 shows a computing system utilizing a hostbus 100 
connected through a bus bridge 104 to an I/O bus 110 and 
also connected through a bus bridge 105 to an I/O bus 120 
in another alternate preferred embodiment. On hostbus 100 
are connected a processor 101, a processor 102 and a main 
memory segment 103. Other processors may be also con 
nected to host bus 100, dependent upon system configura 
tion. Various I/O devices are connected to I/O bus 110. For 
example, an I/O device 111 and an I/O device 112 are 
connected to I/O bus 110. A main memory segment 113 is 
also connected to I/O bus 110. Likewise, various I/O devices 
are connected to I/O bus 120. For example, an I/O device 
121 and an I/O device 122 are connected to I/O bus 120. 
Main memory segment 113 is also connected to I/O bus 120. 
As in the computing system shown in FIG. 6, when 

performing data transfers between I/O devices, the flow of 
control information travels across bus bridge 104 and bus 
bridge 105 to processor 101 and/or processor 102. When 
setting up a data transfer between two I/O devices, the 
processor arranges for the data to be placed in the memory 
segment closest to the ultimate destination. The architecture 
in FIG.7 can be specifically advantageous for data received 
from a location on one I/O bus and transferred to a location 
on another I/O bus. Thus, for a data transfer between I/O 
device 122 to I/O device 112, main memory segment 113 is 
used so that it is not necessary for data to be transferred over 
host bus 100. This will reduce cross bus traffic, total laten 
cies on both the hostbus and the I/O busses and the potential 
for stalling I/O devices. 

FIG. 8 is a block diagram of an implementation of how 
main memory segment 113 may be implemented using an 
I/O processor. The I/O processor includes a local processor 
132, a flash memory 133, a memory controller 134 a 
dynamic random access memory (DRAM) 135, an I/O 
bridge 136, an I/O bridge 138, a universal asynchronous 
receiver-transmitter (UART) 131 and arbitration and mis 
cellaneous logic 137 all connected to a local bus 130, as 
shown. For example, local processor 132 is an i960 JF 
processor available from Intel Corporation, having a busi 
ness address of 2200 Mission College Boulevard, Santa 
Ciara, Calif. 95050. Local bus 130 is 32 bits wide and 
operates in accordance with i960 bus standard. Flash 
memory 133 is, for example 256 Kilobytes, and is used to 
store programming code for processor 132. DRAM memory 
135 is, for example 256 Megabytes. A portion of DRAM 
memory 132 is used by processor 132 as a local memory and 
a portion of DRAM memory 132 is used as main memory 
segment 113, as discussed above. A memory controller 134 
provides control signals to flash memory 133 and DRAM 
memory 135. I/O bridge 136 and I/O bridge 138 are imple 
mented using i960/PCI Bridge integrated circuitry available 
from PLX Technologies, Inc., having a business address of 
625 Clyde Avenue, Mountain View, Calif. 94043. Connec 
tion from I/O bridge 136 to an I/O bus is represented by lines 
141. Connection from I/O bridge 138 to an I/O bus is 
represented by lines 142. Arbitration and miscellaneous 
logic arbitrates access to local bus 130. UART 131 provides 
a serial connection 143 to the I/O processor which is used for 
testing and service of the I/O processor. 
The foregoing discussion discloses and describes merely 

exemplary methods and embodiments of the present inven 
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tion. As will be understood by those familiar with the art, the 
invention may be embodied in other specific forms without 
departing from the spirit or essential characteristics thereof. 
Accordingly, the disclosure of the present invention is 
intended to be illustrative, but not limiting, of the scope of 
the invention, which is set forth in the following claims. 

I claim: 
1. A computing system comprising: 
a hostbus, the host bus transferring both addresses and 

data; 
a processor, coupled to the hostbus; 
an input/output bus, the input/output bus transferring both 

address and data; 
a bus bridge coupled between the input/output bus and the 

host bus, the bus bridge being used for transferring 
information between the host bus and the input/output 
bus; and, 

a main memory for the computing system comprising, 
a first main memory segment coupled to the hostbus, 

and 
a second main memory segment coupled to the input/ 

output bus, wherein the first main memory segment 
and the second main memory segment are configured 
to appear to the processor as a single logical memory 
image. 

2. A computing system as in claim 1 additionally com 
prising: 

a first input/output device coupled to the input/output bus; 
and 

a second input/output device coupled to the input/output 
bus, wherein a first data transfer between the first 
input/output device and the second input/output device 
is controlled by the processor, and during the first data 
transfer, transferred data is stored in the second main 
memory segment. 

3. A computer system as in claim2 additionally compris 
ing: a second input/output bus; and 

a second bus bridge coupled between the second input/ 
output bus and the host bus, the second bus bridge 
being used for transferring information between the 
host bus and the second input/output bus; 

wherein the main memory additionally comprises a third 
main memory segment, coupled to the second input/ 
output bus, the first main memory segment, the second 
main memory segment and the third main memory 
segment being configured to appear to the processor as 
a single logical memory image. 

4. A computing system as in claim 3 additionally com 
prising: 

a third input/output device coupled to the second input/ 
output bus; and 

a fourth input/output device coupled to the second input/ 
output bus, wherein a second data transfer between the 
third input/output device and the fourth input/output 
device is controlled by the processor, and during the 
second data transfer, transferred data is stored in the 
third main memory segment. 

5. A computing system as in claim 3 wherein a third data 
transfer from the third input/output device to the second 
input/output device is controlled by the processor, and 
during the third data transfer, transferred data is stored in the 
second main memory segment. 

6. A computing system as in claim 1 wherein the input/ 
output bus operates in accordance to a PCI bus standard. 

7. A computer system as in claim 2 additionally compris 
ing: 

10 

15 

20 

25 

30 

35 

40 

45 

50 

55 

60 

8 
a second input/output bus; and 
a second bus bridge coupled between the second input/ 

output bus and the host bus, the second bus bridge 
being used for transferring information between the 
host bus and the second input/output bus; 

wherein the second main memory segment is additionally 
coupled to the second input/output bus. 

8. A computing system as in claim 7 additionally com 
prising: 

a third input/output device coupled to the second input/ 
output bus; and 

a fourth input/output device coupled to the second input/ 
output bus, wherein a second data transfer between the 
third input/output device and the fourth input/output 
device is controlled by the processor, and during the 
second data transfer, transferred data is stored in the 
second main memory segment. 

9. A computing system as in claim 8 wherein a third data 
transfer from the third input/output device to the second 
input/output device is controlled by the processor, and 
during the third data transfer, transferred data is stored in the 
second main memory segment. 

10. A method for performing a data transfer from a first 
input/output device connected to a first input/output bus to 
a second input/output device connected to the input/output 
bus, comprising the steps of: 

(a) configuring a first main memory segment connected to 
a host bus and a second main memory segment con 
nected to the input/output bus to appear to an operating 
system for the computing system as a single logical 
memory image; 

(b) sending control information between the first input/ 
output device and a processor connected to the host 
bus, the control information passing through a bus 
bridge connected between the input/output bus and the 
host bus; 

(c) transferring data from the first input/output device to 
the second main memory segment, the data not passing 
through the bus bridge connected between the input/ 
output bus and the hostbus; and, 

(d) transferring data from the second main memory seg 
ment to the second input/output device, the data not 
passing through the bus bridge connected between the 
input/output bus and the host bus. 

11. A computing system as in claim 10 wherein in step (c) 
and step (d) the input/output bus operates in accordance to 
a PCI bus standard. 

12. A method for performing data transfers between 
input/output devices, comprising the steps of: 

(a) configuring a first main memory segment connected to 
a host bus and a second main memory segment con 
nected to a first input/output bus to appear to an 
operating system for the computing system as a single 
logical memory image; and, 

(b) performing a first data transfer, including the follow 
ing substeps, 
(b.1) sending first control information between a first 

input/output device connected to the first input/ 
output bus and a processor connected to the hostbus, 
the first control information passing through a first 
bus bridge connected between the first input/output 
bus and the host bus, 

(b.2) transferring data from the first input/output device 
to the second main memory segment, the data not 
passing through the first bus bridge connected 
between the first input/output bus and the hostbus, 
and 
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(b.3) transferring data from the second main memory 
segment to a second input/output device connected 
to the first input/output bus, the data not passing 
through the first bus bridge connected between the 
first input/output bus and the hostbus. 

13. A method as in claim 12 wherein in step 
(b) the first input/output bus operates in accordance with 

a PCI bus standard. 
14. A computing system as in claim 12 wherein step (a) 

includes configuring a third main memory segment, con 
nected to a second input/output bus, together with the first 
main memory segment and the second main memory seg 
ment to appear to the operating system for the computing 
system as the single logical memory image. 

15. A method as in claim 14 additionally including the 
following step: 

(c) performing a second data transfer, including the fol 
lowing substeps, 
(c.1) sending second control information between a 

third input/output device connected to the second 
input/output bus and a processor connected to the 
host bus, the second control information passing 
through a second bus bridge connected between the 
second input/output bus and the hostbus, 

(c.2) transferring data from the third input/output 
device to the third main memory segment, the data 
not passing through the second bus bridge connected 
between the second input/output bus and the host 
bus, and 

(c.3) transferring data from the third main memory 
segment to a fourth input/output device connected to 
the second input/output bus, the data not passing 
through the second bus bridge connected between 
the second input/output bus and the hostbus. 

16. A computing system as in claim 14 additionally 
including the following step: 

(c) performing a second data transfer, including the fol 
lowing Substeps, 
(c.1) sending second control information between a 

third input/output device connected to the second 
input/output bus and a processor connected to the 
host bus, the second control information passing 
through a second bus bridge connected between the 
second input/output bus and the hostbus, 

(c.2) transferring data from the third input/output 
device to the second main memory segment, the data 
passing through the second bus bridge and through 
the first bus bridge, and 

(c.3) transferring data from the second main memory 
segment to the first input/output device, without the 
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10 
data passing through the first bus bridge connected 
between the second input/output bus and the host 
bus. 

17. A computing system as in claim 12 wherein in step (a) 
the second main memory segment is connected to a second 
input/output bus. 

18. A method as in claim 17 additionally including the 
following step: 

(c) performing a second data transfer, including the fol 
lowing substeps, 
(c.1) sending second control information between a 

third input/output device connected to the second 
input/output bus and a processor connected to the 
host bus, the second control information passing 
through a second bus bridge connected between the 
second input/output bus and the hostbus, 

(c.2) transferring data from the third input/output 
device to the second main memory segment, the data 
not passing through the second bus bridge connected 
between the second input/output bus and the host 
bus, and 

(c.3) transferring data from the second main memory 
segment to a fourth input/output device connected to 
the second input/output bus, the data not passing 
through the second bus bridge connected between 
the second input/output bus and the host bus. 

19. A computing system as in claim 17 additionally 
including the following step: 

(c) performing a second data transfer, including the fol 
lowing substeps, 
(c.1) sending second control information between a 

third input/output device connected to the second 
input/output bus and a processor connected to the 
host bus, the second control information passing 
through a second bus bridge connected between the 
second input/output bus and the hostbus, 

(c.2) transferring data from the third input/output 
device to the second main memory segment, without 
the data passing through the second bus bridge 
connected between the second input/output bus and 
the host bus, and without the data passing through 
the first bus bridge connected between the first 
input/output bus and the hostbus, and 

(c.3) transferring data from the second main memory 
segment to the first input/output device, without the 
data passing through the first bus bridge connected 
between the first input/output bus and the hostbus. 
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