
COMMUNICATION TO THE POINT US009781399B2 

( 12 ) United States Patent 
Sunkavalli et al . 

( 10 ) Patent No . : 
( 45 ) Date of Patent : 

US 9 , 781 , 399 B2 
Oct . 3 , 2017 

( 54 ) LIGHTING AND MATERIAL EDITING 
USING FLASH PHOTOGRAPHY 

( 71 ) Applicant : ADOBE SYSTEMS 
INCORPORATED , San Jose , CA ( US ) 

( 72 ) Inventors : Kalyan K . Sunkavalli , San Jose , CA 
( US ) ; Zhuo Hui , Pittsburgh , PA ( US ) ; 
Sunil Hadap , Dublin , CA ( US ) 

7 , 457 , 477 B2 * 11 / 2008 Petschnigg . . . . . . . . . . . . . . . G06T 5 / 50 
348 / 370 

7 , 590 , 344 B2 * 9 / 2009 Petschnigg . . . . . . . . . . . . GO3B 15 / 03 
382 / 275 

8 , 576 , 297 B2 * 11 / 2013 Myhrvold . . . . . . . . . . . GO6K 9 / 2027 
348 / 223 . 1 

8 , 736 , 709 B2 * 5 / 2014 Myhrvold . . . . . . . . . . . . . . H04N 9 / 735 
348 / 224 . 1 

9 , 215 , 433 B2 * 12 / 2015 Rivard . . . . . . . . . . . . . . . . . . . H04N 9 / 735 
2004 / 0202365 A1 * 10 / 2004 Spaulding . . . . . . . . . . H04N 1 / 6077 

382 / 162 
2006 / 0008171 A1 * 1 / 2006 Petschnigg . GO6T 5 / 50 

382 / 254 

( Continued ) 

OTHER PUBLICATIONS 

( 73 ) Assignee : Adobe Systems Incorporated , San 
Jose , CA ( US ) 

( * ) Notice : Subject to any disclaimer , the term of this 
patent is extended or adjusted under 35 
U . S . C . 154 ( b ) by 1 day . 

( 21 ) Appl . No . : 14 / 978 , 591 
( 22 ) Filed : Dec . 22 , 2015 
( 65 ) Prior Publication Data 

US 2017 / 0180691 A1 Jun . 22 , 2017 

Boyadzhiev et al . , “ User - Guided White Balance for Mixed Lighting 
Conditions , ” ACM Trans . Graph . , 31 ( 6 ) : 200 , 2012 , 10 pp . 

( Continued ) 

Primary Examiner — Nicholas Giles 
( 74 ) Attorney , Agent , or Firm — Shook , Hardy & Bacon 
L . L . P . 

( 57 ) ABSTRACT 

( 51 ) Int . Cl . 
H04N 9 / 73 ( 2006 . 01 ) 
H04N 5 / 225 ( 2006 . 01 ) 
H04N 5 / 232 ( 2006 . 01 ) 

( 52 ) U . S . CI . 
CPC . . . . . . . . . . . . . H04N 9 / 73 ( 2013 . 01 ) ; H04N 5 / 2256 

( 2013 . 01 ) ; H04N 5 / 23245 ( 2013 . 01 ) 
( 58 ) Field of Classification Search 

CPC . . . . . . HO4N 1 / 6077 ; H04N 9 / 73 ; H04N 5 / 2256 ; 
HO4N 5 / 23245 ; H04N 9 / 735 

See application file for complete search history . 
( 56 ) References Cited 

U . S . PATENT DOCUMENTS 

Embodiments of the present invention facilitate lighting and 
material editing . More particularly , some embodiments are 
directed to leveraging flash photography to capture two 
images in quick succession , one with the flash activated and 
one without . In embodiments , a scene may be decomposed 
into components corresponding to diffidently colored lights 
and into diffuse and specular components . This enables the 
color and intensity of each light in the scene , as well as the 
amount of specularity , to be edited by a user to change the 
appearance of the scene . 

6 , 377 , 702 B1 * 
6 , 839 , 088 B2 * 

4 / 2002 Cooper . . . . . . . . . . . . . . . . . . . . . G06T 7 / 90 
358 / 522 

1 / 2005 Dicarlo . . . . . . . . . . . . . . . . GOIN 21 / 55 
348 / 223 . 1 

20 Claims , 11 Drawing Sheets 
( 7 of 11 Drawing Sheet ( s ) Filed in Color ) 

300 

310 

RECEIVE TWO IMAGES OF A SCENE , 
WHEREN A FIRST IMAGE IS CAPTURED 

WITHOUT UP . IZING FLASH AND A 
SECOND IMAGE IS CAPTURED 

UPLIZING FLASH 
ccccccccccccccccccc CCCCCCCCC 

ESTIMATE , UTILIZING THE TWO MAGES , 
A WHITE BALANCE KERNEL AND A 

3124 NUMBER OF GLOBAL LIGHTS IN THE 
FIRST IMAGE 

wwwwwwwwwwwwwwwwww w wwwwwwwwwwwwww 

3144 

UTILIZE THE WHITE BALANCE KERNEL 
TO SEPARATE A COLOR AND INTENSITY : 
OF EACH LIGHT SOURCE AND DIFFUSE 
OR SPECULAR REFLECTION FOR THE 

FIRST IMAGE 
YOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOR 

- - - - - - - - - - - - - - 

316 
ENAELE A USER TO EDIT THE AMOUNT 

OF DIFFUSE OR SPECULAR 
REFLECTION IN THE FIRST IMAGE TO 

GENERATE A NEW IMAGE 



US 9 , 781 , 399 B2 
Page 2 

( 56 ) References Cited 
U . S . PATENT DOCUMENTS 

. . . . . . . . . . . . . . . . 

. . . . . . . . . 

2010 / 0007765 A1 * 1 / 2010 Myhrvold . . . . . . . . . . . . . H04N 9 / 735 
348 / 223 . 1 

2011 / 0234811 A1 * 9 / 2011 Wang HO4N 1 / 603 
348 / 187 

2013 / 0322745 Al * 12 / 2013 Lim . . . . . HO4N 9 / 73 
382 / 162 

2015 / 0229898 A1 * 8 / 2015 Rivard . . . . . . . . . . . . . . . . H04N 9 / 735 
348 / 223 . 1 

2016 / 0044293 A1 * 2 / 2016 Rivard . . . . . . . . . . . . . HO4N 9 / 735 
348 / 223 . 1 

2016 / 0104284 A1 * 4 / 2016 Maguire . . . . . . . . . . . . . G06T 7 / 80 
348 / 187 

OTHER PUBLICATIONS 
Bousseau et al . , “ User - Assisted Intrinsic Images , ” ACM Transac 
tions on Graphics ( TOG ) , vol . 28 , p . 130 , ACM , 2009 , 10 pp . 
Ebner , " Color Constancy Using Local Color Shifts , ” Computer 
Vision - ECCV 2004 , pp . 276 - 287 , Springer , 2004 . 
Hsu et al . , “ Light Mixture Estimation for Spatially Varying White 
Balance , ” ACM Transactions on Graphics ( TOG ) , vol . 27 , p . 70 , 
ACM 2008 , 7 pp . 
Petschnigg , et al . , “ Digital Photography With Flash and No - Flash 
Image Pairs , " ACM Transactions on Graphics ( TOG ) , 23 ( 3 ) : 664 
672 , 2004 

* cited by examiner 



U . S . Patent Oct . 3 , 2017 Sheet 1 of 11 US 9 , 781 , 399 B2 

MOBILE DEVICE CAMERA 

114 

7 2 

100 

NETWORK - 110 

130m EDITING ENGINE 
WHITE BALANCE 
COMPONENT 132 

1344 LIGHT SEPARATION 
COMPONENT FIG . 1 adddddddddddddddddddddddddddddddddddddddddddddddddddddddddddddddddu 136 MATERIAL SEPARATION 
COMPONENT 

138 EDIT COMPONENT 



U . S . Patent Oct . 3 , 2017 Sheet 2 of 11 US 9 , 781 , 399 B2 

em 200 

ESTIMATE , UTILIZING A FIRST IMAGE OF 
A SCENE AND A SECOND IMAGE OF THE 

2107 SCENE , A CONTRIBUTION OF EACH 
COLORED LIGHT SOURCE TO 

OBSERVED INTENSITY VALUES IN THE 
FIRST IMAGE 

. . . ' . ' . . ' . ' . ' . ' . ' . ' . ' . . ' . ' . ' . ' . ' . ' . ' . . ' . ' . ' . 

1111111111111111111111111111111111111 

SEPARATE A COLOR AND INTENSITY 
FOR EACH COLORED LIGHT SOURCE IN 

THE FIRST IMAGE 

M 

214 

ENABLE A USER TO EDIT THE COLOR 
OR INTENSITY OF ONE OR MORE 
COLORED UGHT SOURCES IN THE 

FIRST IMAGE BY CHANGING THE COLOR 
OR INTENSITY OF THE ONE OR MORE 

COLORED LIGHT SOURCES TO 
GENERATE A NEW IMAGE 

tododdddddddddddddddddddddddddddddddddddddddddddd 

FIG . 2 



U . S . Patent Oct . 3 , 2017 Sheet 3 of 11 US 9 , 781 , 399 B2 

300 

310 

RECEIVE TWO IMAGES OF A SCENE , 
WHEREIN A FIRST IMAGE IS CAPTURED 

WITHOUT UTILIZING FLASH AND A 
SECOND IMAGE IS CAPTURED 

UTILIZING FLASH 

Booo00000000ooooooooo00000000000 " 

312 

ESTIMATE , UTILIZING THE TWO IMAGES , 
A WHITE BALANCE KERNEL AND A 
NUMBER OF GLOBAL LIGHTS IN THE 

FIRST IMAGE 
00000OOOOOoooooooooooooOOOOOOOOOOOOooooooooooooooo Wooooooooooo000000000000000oor 
UTILIZE THE WHITE BALANCE KERNEL 
TO SEPARATE A COLOR AND INTENSITY 

3144 OF EACH LIGHT SOURCE AND DIFFUSE 
OR SPECULAR REFLECTION FOR THE 

FIRST IMAGE 

316 

. . . . . . . 3 
ENABLE A USER TO EDIT THE AMOUNT 

OF DIFFUSE OR SPECULAR 
REFLECTION IN THE FIRST IMAGE TO 

GENERATE A NEW MAGE 

FIG . 3 



U . S . Patent Oct . 3 , 2017 Sheet 4 of 11 US 9 , 781 , 399 B2 

- 42 477 

: : : : : : : : : : 

O 

tason 

412 430 432 

FIG . 4 



U . S . Patent Oct . 3 , 2017 Sheet 5 of 11 US 9 , 781 , 399 B2 

INS 

No - flash 
R - 500 FIG . 5 



U . S . Patent Oct . 3 , 2017 Sheet 6 of 11 US 9 , 781 , 399 B2 

510 620 

FIG . 6 



U . S . Patent Oct . 3 , 2017 

S 

FIG . 7 

Sheet 7 of 11 

ex Swasta 

700 

. . 

. . . . . . . . . . . . . . 

. . . . . . . . . . . . . . . . . . . . . 

. . . . . . . 

US 9 , 781 , 399 B2 



U . S . Patent Oct . 3 , 2017 Sheet 8 of 11 US 9 , 781 , 399 B2 

: : . . . . . 

: : . 

800 FIG . 8 



U . S . Patent Oct . 3 , 2017 Sheet 9 of 11 US 9 , 781 , 399 B2 

910 920 

FIG . 9 



U . S . Patent Oct . 3 , 2017 Sheet 10 of 11 US 9 , 781 , 399 B2 

1000 FIG . 10 



U . S . Patent Oct . 3 , 2017 Sheet 11 of 11 US 9 , 781 , 399 B2 

MEMORY 1100 

1112 
TO PORT ( S ) 

118 
PROCESSOR ( S ) 

14 

I / O COMPONENTS 

1120 
PRESENTATION 
COMPONENT ( S ) 

1116 

POWER SUPPLY 

1122 
RADIO ( S ) 

1124 

FIG . 11 
1110 



US 9 , 781 , 399 B2 

LIGHTING AND MATERIAL EDITING ever , the description itself is not intended to limit the scope 
USING FLASH PHOTOGRAPHY of this patent . Rather , the inventors have contemplated that 

the claimed subject matter might also be embodied in other 
BACKGROUND ways , to include different steps or combinations of steps 

5 similar to the ones described in this document , in conjunc 
Lighting is a very crucial element of photographs and the tion with other present or future technologies . Moreover , ability to manipulate it post - capture can enable a number of although the terms “ step ” and / or “ block ” may be used herein useful image editing workflows . For example , photographs to connote different elements of methods employed , the captured in outdoor photo - shoots may have harsh shadows terms should not be interpreted as implying any particular because of direct sunlight and a photographer might want to 10 order among or between various steps herein disclosed remove the direct sunlight while retaining ambient skylight . " unless and except when the order of individual steps is In addition to lighting , material properties like specularity explicitly described . can also affect the visual appearance of a scene . Photogra 

phers often edit images to make them appear , depending on As discussed previously , photographs are often captured 
the situation , more or less glossy . However such edits are under lights with different colors leading to different color 
difficult to achieve because lighting and material properties 15 casts in different parts of images . Correcting the color of the 
affects different pixels in different ways and achieving lighting in a photograph is extremely challenging under 
high - quality results can take even very skilled artists a lot of mixed illumination because each pixel in the image has a 
time . Further , manual correction is often needed which different combination of lighting and needs to be handled 
requires considerable skill and time from the photographer . differently . In addition to lighting and material properties 

20 like specularity can also affect the visual appearance of a 
SUMMARY scene . Editing these images is difficult because lighting and 

material properties affects different pixels in different ways 
This summary is provided to introduce a selection of This summary is provided to introduce a selection of and achieving high - quality results can take even very skilled 

concepts in a simplified form that are further described artists a lot of time . 
below in the Detailed Description . This summary is not 25 In some embodiments , the editing work - flows are greatly 
intended to identify key features or essential features of the simplified by separating a photograph into components claimed subject matter , nor is it intended to be used as an aid based on lighting and appearance . A contribution of each in determining the scope of the claimed subject matter . differently color light source to the observed intensity values Embodiments of the present invention generally relate to ( lights that are the same color and treated as a single light ) lighting and material editing . More particularly , some 
embodiments are directed to leveraging flash photography to 30 can be estimated . By doing so , the image can be separated 

into diffuse and specular components . Each of these prob capture two images in quick succession , one with the flash 
activated and one without . In embodiments , the non - flash lems is highly under - constrained and typically cannot be 
image can be decomposed into components corresponding solved without extensive user input or some knowledge 
to differently colored lights and into diffuse and specular about the lights , material properties , and geometry of the 
components . This enables the color and intensity of each 35 scene . By analyzing the two captured images ( i . e . , the flash 
light in the scene , as well as the amount of specularity , to be and the non - flash image ) the scene can be decomposed into 
edited by a user to change the appearance of the scene . components corresponding to different colored lights and 

into diffuse and specular components . This enables the color 
BRIEF DESCRIPTION OF THE DRAWINGS and intensity of each light in the scene , as well as the amount 

40 of specularity , to be edited which changes the appearance of 
The patent or application file contains at least one drawing the scene . 

executed in color . Copies of this patent or patent application Referring now to FIG . 1 , a block diagram is provided that 
publication with color drawing ( s ) will be provided by the illustrates an editing system 100 for enabling editing of 
Office upon request and payment of the necessary fee . The images captured under mixed lighting conditions , in accor 
present invention is described in detail below with reference 45 dance with embodiments of the present invention . It should 
to the attached drawing figures , wherein : be understood that this and other arrangements described 

FIG . 1 is a block diagram showing a system for enabling herein are set forth only as examples . Other arrangements 
editing of an image captured under mixed lighting condi - and elements ( e . g . , machines , interfaces , functions , orders , 
tions , in accordance with an embodiment of the present and groupings of functions , etc . ) can be used in addition to 
invention ; 50 or instead of those shown , and some elements may be 

FIG . 2 is a flow diagram showing a method for enabling omitted altogether . Further , many of the elements described 
editing of an image , in accordance with an embodiment of herein are functional entities that may be implemented as 
the present invention ; discrete or distributed components or in conjunction with 

FIG . 3 is a flow diagram showing a method for enabling other components , and in any suitable combination and 
of images captured under mixed lighting conditions in 55 location . Various functions described herein as being per 
accordance with an embodiment of the present invention ; formed by one or more entities may be carried out by 

FIGS . 4 - 10 are color images illustrating light separation hardware , firmware , and / or software . For instance , various 
and editing , in accordance with embodiments of the present functions may be carried out by a processor executing 
invention ; instructions stored in memory . 

FIG . 11 is a block diagram of an exemplary computing 60 The editing system 100 generally operates to enable the 
environment suitable for use in implementing embodiments user to efficiently edit characteristics of the image without 
of the present invention . extensive user input or knowledge about the lights , material 

properties , and geometry of the scene . To do so , two images 
DETAILED DESCRIPTION are received , such as from a camera or mobile device . The 

65 first image is captured without utilizing flash and the second 
The subject matter of the present invention is described image is captured utilizing flash . The contribution of each 

with specificity herein to meet statutory requirements . How colored lights source to observed intensity values in the first 
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image can be estimated utilizing the first image and the performed by one or more entities may be carried out by 
second image . The colored lights sources may then be hardware , firmware , and / or software . For instance , various 
separated in the first image . This enables a user to edit a functions may be carried out by a processor executing 
color or intensity of one or more colored light sources in the 
first image . In some embodiments , one or more of the illustrated Among other components not shown , the system 100 components / modules are implemented as stand - alone appli 
includes a mobile device 112 , a camera 114 , and an editing cations . In other embodiments , one or more of the illustrated engine 130 . It should be understood that the system 100 components / modules are integrated directly into the oper shown in FIG . 1 is an example of one suitable computing ating system of the editing engine 130 , the mobile device system architecture . Each of the components shown in FIG . 10 112 , and / or the camera 114 . The components / modules illus 1 may be implemented via any type of computing device , trated in FIG . 1 are exemplary in nature and in number and such as computing device 1100 described with reference to 
FIG . 1100 , for example . The components may communicate should not be construed as limiting . Any number of com 
with each other via a network 110 , which may include , ponents / modules may be employed to achieve the desired 
without limitation , one or more local area networks ( LAN ) 15 functionality within the scope of embodiments hereof . Fur 
and / or wide area networks ( WANs ) . Such networking envi ther , components / modules may be located on any number of 
ronments are commonplace in offices , enterprise - wide com servers , computing devices , or the like . By way of example 
puter networks , intranets , and the Internet . only , the editing engine 130 might reside on a server , cluster 

It should be understood that any number of mobile of servers , or a computing device remote from or integrated 
devices , cameras , editing engines , and networks may be 20 with one or more of the remaining components . 
employed within the system 100 within the scope of the The editing engine 130 may be any type of computing 
present invention . Each may comprise a single device or device , or incorporated into a computing device , that can 
multiple devices cooperating in a distributed environment . access a network ( e . g . , network 110 ) . For instance , the 
For instance , the editing engine 130 may be provided via editing engine 130 may be a desktop computer , a laptop 
multiple devices arranged in a distributed environment that 25 computer , a tablet computer , a mobile device , a server , or 
collectively provide the functionality described herein . In any other device , or portion thereof , having network access . 
another instance , portions of the editing engine 130 may be Generally , a user employs the editing engine 130 via the 
provided by the mobile device 112 , camera 114 , or as a web mobile device 112 and / or camera 114 to , among other 
service provided in the cloud . Additionally , other compo - things , edit a scene in an image . 
nents not shown may also be included within the environ - 30 As previously mentioned , in embodiments , the editing 
ment 100 , while components shown in FIG . 1 may be engine 130 includes a white balance component 132 , a light 
omitted in some embodiments . separation component 134 , a material separation component 

The mobile device 112 and / or camera 114 may be any 136 , and an edit component 138 to separate components for 
type of computing device owned and / or operated by a user a scene in an image and enable the user to edit the compo 
that can capture images . In some embodiments , the mobile 35 nents of the scene . In particular , editing engine 130 com 
device 112 and / or camera 114 may allow the user to access municates with the mobile device 112 , and / or camera 114 to 
network 110 . Generally , a user may employ the mobile automatically separate an image into its components . Gen 
device 112 and / or camera 114 to , among other things , erally , to initiate automatic separation , an image is captured 
capture two images of a scene , in quick succession , one with by the mobile device 112 and / or camera 114 . 
the camera flash activated and one without . The user can 40 The white balance component is generally configured to 
efficiently edit characteristics of the image without extensive estimate a white balance kernel for each pixel in an image 
user input or some knowledge about the lights , material captured without flash . The white balance kernel is the 
properties , and geometry of the scene . To do so , the user may correction factor that can be applied at each pixel in the 
employ an editing engine 130 on the mobile device 112 image such that the color of the lights at each pixel can be 
and / or camera 114 to view and edit the scene . 45 tuned as neutral . In other words , the white balance kernel 

In some embodiments , editing engine 130 is configured to can be utilized to convert the color of light that appears in 
facilitate separating an image into its components and the image to white . This correction prevents the color of an 
enabling the user to manipulate the components to create object in the image from being distorted from the ground 
novel images . Typically , editing engine 130 communicates truth . Initially , white balance component 132 receives the 
with the mobile device 112 and / or camera 114 to receive the 50 image captured without flash ( Inf ) and the corresponding 
two images of the scene . This enables the editing engine 130 flash image ( I . ) . In general , white balance component 132 
to separate the scene into its components and provide the has no knowledge of the white balance kernel for a specific 
scene to the user via the mobile device 112 and / or camera pixel . However , white balance component 132 can utilize 
114 for editing . In accordance with embodiments described user - driven white - balancing algorithms or automated white 
herein , the editing engine 130 includes a white balance 55 balancing algorithms ( such as the one described in further 
component 132 , a light separation component 134 , a mate - detail below ) to estimate the white balance kernel for each 
rial separation component 136 , and an edit component 138 . pixel in the image . 
It should be understood that this and other arrangements The light separation component 134 is generally config 
described herein are set forth only as examples . Other ured to estimate the contribution of each differently colored 
arrangements and elements ( e . g . , machines , interfaces , func - 60 light source to the observed intensity values ( lights that are 
tions , orders , and groupings of functions , etc . ) can be used the same color are treated as a single light ) . This is a highly 
in addition to or instead of those shown , and some elements under - constrained problem and typically cannot be solved 
may be omitted altogether . Further , many of the elements without extensive user input or some knowledge about the 
described herein are functional entities that may be imple - lights , material properties , and geometry of the scene . The 
mented as discrete or distributed components or in conjunc - 65 images ( i . e . , non - flash and flash ) can be analyzed together by 
tion with other components , and in any suitable combination light separation component 134 to perform the initial 
and location . Various functions described herein as being decomposition , which is discussed in more detail below . 
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?upw ( ple = ?MAPAXP ) 

A ; ( p ) = 5 A ; ( p ) n ( p ) 

Several assumptions may be made by the light separation In Equation ( 1 ) , R denotes the albedo and 1 ; is the color of 
component 134 . First , it is assumed that most of the objects each light source in the scene . Similarly , the intensity value 
appearing in the scene are Lambertian . Second , it is assumed for the flash image can be defined by : 
that the color of the flash can be acquired via calibration with 1 f = Rº ( p ) , 2 : 0 ) 17 ( ) + Rº ( p ) N ( p ) ( p ) Equation ( 2 ) the light separation component 134 . 

The material separation component 136 is generally con In Equation ( 2 ) , ( p ) and 1 ° ( p ) denote the shading term 
figured to separate the non - flash image into diffuse and and the color of the flash . A per - pixel kernel Wc ( i . e . , the 
specular components . Like the light separation problem , correction factor ) is identified for each color channel c such 
material separation is a highly under - constrained problem that the white balanced image ( Ind ) can be represented as : 
and typically cannot be solved without extensive user input “ În ( p ) = W ( p ) R° ( p ) 2 ; 7 ; ( p ) ; ( p ) = R * ( p ) ; 2 ; ( p ) n ( ) Equation ( 3 ) 
or some knowledge about the lights , material properties , and To separate the light sources , and with reference to geometry of the scene . The images ( i . e . , non - flash and flash ) Equation ( 3 ) , n is a scalar and does not vary across the color can be analyzed together by material separation component channels . Specifically , the white balance kernel can be 136 to perform the initial decomposition , which is discussed 15 expressed by : 
in more detail below . The same assumptions made above 
with respect to the light separation component 134 are made 2 ; 1 ; 0 ) ( p ) 1 , ( p ) = 2 ; 2 ; ( p ) ( p ) Equation ( 4 ) 
by the material separation component 136 . Then , 1° in Equation ( 4 ) above can be considered as 

This enables the user , via edit component 138 , to edit the independent of the spatial location and the relation can be 
components of the scene by changing the corresponding 20 simplified as : 
color and / or intensity of one or more of the single lights or 
the diffuse or specular reflection in the first image to 
generate new images . For example , the user can utilize a 
toolbar or menu provided by the edit component 138 to 
select a new color or modify the intensity of one or more of 25 
the single lights to generate a new image . In the same way , 
the user can utilize a toolbar or menu provided by the edit By denoting the 
component to change the diffuse or specular reflection to 
generate a new image . Light separation component 134 can 

Mi ( p ) further restrict the problem by considering the scene is lit by 30 
a certain number of global lights rather than the mixed local 
lights . This provides immense reduction in the unknowns 
without losing significant generality for the most real life 
scenes . Light separation component 134 also assumes that above equation can be rewritten as : 
the number of global lights in the scene is known . 35 

Referring now to FIG . 2 , a flow diagram is provided that 
illustrates a method 200 for enabling editing of an image in Equation ( 5 ) 
accordance with an embodiment of the present invention . 
Each block of the method 200 and other methods described 
herein comprises a computing process that may be per - 40 For 57 40 Equation ( 5 ) can be rewritten in matrix form as : formed using any combination of hardware , firmware , and / 
or software . For instance , various functions may be carried 
out by a processor executing instructions stored in memory . 1 1 1 1 1 Equation ( 6 ) 
The methods may also be embodied as computer - usable W " ( p1 ) ? W8 ( p? ) ' Wb ( pa ) | 1 ; ( p? ) . . . dx ( p? ) ] instructions stored on computer storage media . The methods 45 

B = may be provided by a standalone application , a service or 
LA ; ( Pn ) . . . Akon ) ] hosted service standalone or in combination with another Wrepn ) ' W ! pn ) ' wb ( px ) hosted service ) , or a plug - in to another product , to name a 

few . For example , the method 200 may be provided as part 
of an editing system , such as the editing system 100 of FIG . 50 19 ] 
1 . Accordingly , the method may be carried out utilizing any L = AL 
of the algorithms described herein . la call As shown at step 210 , utilizing a first image of a scene and 
a second image of the scene , a contribution is estimated of 
each colored light source to observed intensity values in the 55 where N is the number of the pixels of the image , r , g , b 
first image . The first image is captured without utilizing flash denote different color channels and K is the number of 
and a second image is captured utilizing flash . In one global lights . Moreover , all the entries of A and L should be 
embodiment , the color of the flash is acquired via calibra - non - negative ( i . e . , AER _ XK , LER _ KX3 ) . 
tion . The contribution of each of the colored light sources in the 

In some embodiments , the white balance kernel may be 60 scene is separated , at step 212 . Thus , the lighting separation 
automatically determined for each pixel in the image . Once problem that seeks to retrieve the light color can be formu 
the image captured without flash shooting ( 1 . ) and the lated from a non - negative matrix factorization framework . 
corresponding flash image ( In ) are received , for a specific { A , L } = arg mins , z | | B - AL | F , such that 
pixel p , the intensity value for a single color channel c of Inf 
is defined based on the Lambertian assumption : Ajz0 , Lmn20 , Vij . mn Equation ( 7 ) 

Given the estimated Ê , each light ( row of În ) is normalized 
Infº = Rº ( p ) : : ( ) 1 : 4 ( p ) Equation ( 1 ) with unit norm . Then , the color and / or intensity of each light 

wolp ) = ?t : ( p ) 

. . . 
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Cnf ( p ) = _ ipf ( p ) 

if ( p ) = C ( p ) ( 3R ( p ) – 1 ) 

can be changed at step 214 ( such as by utilizing a toolbar or By denoting Rp ) as the maximum of the albedo chro 
menu as described above with respect to the editing engine maticity , the above equation can be rewritten as : 
130 ) and combined with the white balance results to gen 
erate the scene lit under different lighting conditions . 

Turning now to FIG . 3 , a flow diagram is provided that 5 R ( p ) ( p ) + $ , ( p ) Equation ( 12 ) 
illustrates a method 300 for enabling editing of images 
captured under mixed lighting conditions in accordance with 
an embodiment of the present invention . As shown at step 
310 , two images are received . A first image is captured Separation component 134 utilizes Equation ( 11 ) and 
without utilizing flash and a second image is captured 10 Equation ( 12 ) to derive that : 
utilizing flash . A white balance kernel and a number of 
global lights are estimated in the first image , at step 312 . 

The white balance kernel can be utilized to separate get in ipf ( P ) ( 3Cnf ( p ) – 1 ) Equation ( 13 ) 
mixed lights for the first image . In addition , given the 
knowledge of the lighting , the diffuse or specular reflection 15 
can be separated , at step 314 , for the pure flash image , which 
enables the amount of diffuse or specular reflection in the Thus , to generate a specular free image , the R ( p ) value is 
scene to be edited by a user , such as by utilizing a toolbar or set in Equation ( 13 ) with a constant scalar value across all 
menu as described above with respect to the editing engine the pixels , and af ( p ) is denoted as the intensity value at 
130 . at step 316 . The intensity observed at pixel p in the pure 20 pixel p in the specular free image . Because the geometrical 
flash image is denoted as I , ( p ) and its value is given as : profile of the specular free image and the diffuse reflectance 

can be considered the same and the specular reflectance IPAP ) = 14p ) - InAp ) should be sparse for the whole image , the problem can be 
Due to specular reflectance in the pure flash image , the formulated as a well posed optimization : 

Dichromatic model is adopted to represent the bidirectional 25 { f } = argmin | p ( i - s ) - DR | | 2 ? + 22 | | $ | | 1 , s . t . Osssi Equation ( 14 ) reflectance distribution function at each pixel . Accordingly , 
the pure flash image can be rewritten as : where D denotes the gradient operator in matrix form and 

i = [ 1 / ( p1 ) . . . . Ipf ( px ) ] " , s = ( Pi ) . . . ( pr ) ] , Ipf ( p ) = R * ( p ) ; " ( ) 1 ; + ( D ) 1 Equation ( 8 ) r = lp , ) . . . ( p 17 and N is the number of the pixels in 
where and denotes the diffuse shading term and denotes 20 the image . The optimization problem in Equation ( 14 ) 

the specular component . To estimate the from the pure requires a projected lasso problem to be solved . In embodi 
flash image , a reference is identified that can guide the ments , the soft - thresholding algorithm ( ISTA ) can be uti 
estimation . Since the color of the flash is known , the pure lized to obtain the solution . The updating rule is : 
flash image can be white balanced and Equation ( 8 ) can be G + D + D ( r + i - sty 
rewritten as : 35 

?pf ( b ) = R * ( p ) ( ) + ( p ) Equation ( 9 ) sok + dc - S2 . 15 * - G ) 
The sum of albedo can be denoted as R ( p ) = 2R° ( p ) and gik + l « - max { min { gk + 1 , i } , 0 } 

the albedo chromaticity where t denotes the step size and is updated by backtrack 
40 ing line search , and S represents the soft thresholding 

operator . 
In some embodiments , white balance kernels are detected P } IR ( p ) at unreliable pixels . White balance correction may be inter 

polated for the unreliable pixels based on similar pixels ( i . e . , 
45 pixels similar in color ) observed in the first image . Unreli and replaces the term Rº ( p ) , ( p ) with ? ( p ) R ( pad able pixels may include shadow regions , specular regions , or Rº ( p ) can be defined as âm and Equation ( 9 ) can be regions where there is motion between the first image and further simplified as : the second image . The user editing of the color and / or 

IF ( p ) = R * ( p ) Ã , thing intensity of one or more of the single lights in the first image 
50 may be combined with white balancing to generate a new Similar to diffuse reflectance , = 1 / 32 and the above image lit by new lighting conditions . equation can be rewritten as : FIGS . 4 - 10 are color photographs illustrating light sepa 

Ipf ( p ) = R * ( p ) Ã , + 1 / 3Â , ( p ) + Equation ( 10 ) ration and editing , in accordance with embodiments of the 
present invention . With initial reference to FIG . 4 , an image Note that EÂ° ( p = 1 , and the Înf ( p ) is summed across all “ 55 without flash 410 is illustrated . As shown , the lighting in the the color channels as : image without flash includes multiple colors . The ground 

ÎPAP ) = ( p ) + k ; ( p ) truth for each of the colored lights is shown in images 420 , 
However , Ñ cannot be estimated from Equation ( 11 ) 430 . After the white balance kernel for the image 412 is 

because the problem is unconstrained . However , the maxi estimated , the lights of the image may be separated resulting 
60 in an estimated image for each of the colored lights 422 , 432 . mum intensity chromaticity can be defined as : Turning now to FIGS . 5 - 10 , with reference initially to 

FIG . 5 , another image without flash 500 is illustrated . The 
lighting in image 500 may be separated into outdoor lighting 

max { 1y ( p ) , Ir ( p ) , Temp ( p ) } 610 and indoor lighting 620 , as shown in FIG . 6 . Utilizing 
Î pf ( p ) 65 embodiments of the present invention and referring now to 

FIGS . 7 - 10 , each of images 700 , 800 , 910 , 920 , 1000 may 
be edited by the user to alter the lighting and / or intensity of 

Rºp ) R? ( p ) = R * ( P ) 

Cmp ( p ) = me 
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one or more colored light sources in the image . This enables puter storage media includes both volatile and nonvolatile , 
the user to change the particular lighting in one portion of removable and non - removable media implemented in any 
the image to make the overall image easier to see . For method or technology for storage of information such as 
example , image 800 has been edited to show the outdoor computer - readable instructions , data structures , program 
lighting in the background portion of the scene but retain the 5 modules or other data . Computer storage media includes , but 
indoor lighting in the foreground . As can be appreciated , is not limited to , RAM , ROM , EEPROM , flash memory or 
such editing can enable a photograph to eliminate undesir other memory technology , CD - ROM , digital versatile disks able effects of various lighting conditions while retaining etaining ( DVD ) or other optical disk storage , magnetic cassettes , desirable ones . magnetic tape , magnetic disk storage or other magnetic Having described embodiments of the present invention , 10 storage devices , or any other medium which can be used to an exemplary operating environment in which embodiments store the desired information and which can be accessed by of the present invention may be implemented is described computing device 1100 . Computer storage media does not below in order to provide a general context for various 
aspects of the present invention . Referring initially to FIG . comprise signals per se . Communication media typically 
11 in particular , an exemplary operating environment for 15 embodies computer - readable instructions , data structures , 
implementing embodiments of the present invention is program modules or other data in a modulated data signal 
shown and designated generally as computing device 1100 . uting device 1100 such as a carrier wave or other transport mechanism and 
Computing device 1100 is but one example of a suitable includes any information delivery media . The term “ modu 
computing environment and is not intended to suggest any lated data signal ” means a signal that has one or more of its 
limitation as to the scope of use or functionality of the 20 characteristics set or changed in such a manner as to encode 
invention . Neither should the computing device 1100 be information in the signal . By way of example , and not 
interpreted as having any dependency or requirement relat - limitation , communication media includes wired media such 
ing to any one or combination of components illustrated as a wired network or direct - wired connection , and wireless 

The invention may be described in the general context of media such as acoustic , RF , infrared and other wireless 
computer code or machine - useable instructions , including 25 media . Combinations of any of the above should also be 
computer - executable instructions such as program modules , included within the scope of computer - readable media . 
being executed by a computer or other machine , such as a Memory 1112 includes computer - storage media in the 
personal data assistant or other handheld device . Generally , form of volatile and / or nonvolatile memory . The memory 
program modules including routines , programs , objects , may be removable , non - removable , or a combination components , data structures , etc . , refer to code that perform 30 thereof . Exemplary hardware devices include solid - state particular tasks or implement particular abstract data types . memory , hard drives , optical - disc drives , etc . Computing The invention may be practiced in a variety of system device 1100 includes one or more processors that read data configurations , including hand - held devices , consumer elec from various entities such as memory 1112 or I / O compo tronics , general - purpose computers , more specialty comput 
ing devices , etc . The invention may also be practiced in 35 ne 25 nents 1120 . Presentation component ( s ) 1116 present data 
distributed computing environments where tasks are per indications to a user or other device . Exemplary presentation 
formed by remote - processing devices that are linked through components include a display device , speaker , printing com 
a communications network . ponent , vibrating component , etc . 

With reference to FIG . 11 , computing device 1100 1 / O ports 1118 allow computing device 1100 to be logi 
includes a bus 1110 that directly or indirectly couples the 40 cally coupled to other devices including 1 / 0 components 
following devices : memory 1112 , one or more processors 1120 , some of which may be built in . Illustrative compo 
1114 , one or more presentation components 1116 , input / nents include a microphone , joystick , game pad , satellite 
output ( I / O ) ports 1118 , input / output components 1120 , and dish , scanner , printer , wireless device , etc . The I / O compo 
an illustrative power supply 1122 . Bus 1110 represents what nents 1120 may provide a natural user interface ( NUI ) that 
may be one or more busses ( such as an address bus , data bus , 45 processes air gestures , voice , or other physiological inputs 
or combination thereof ) . Although the various blocks of generated by a user . In some instance , inputs may be 
FIG . 11 are shown with lines for the sake of clarity , in reality , transmitted to an appropriate network element for further 
delineating various components is not so clear , and meta - processing . A NUI may implement any combination of 
phorically , the lines would more accurately be grey and speech recognition , touch and stylus recognition , facial 
fuzzy . For example , one may consider a presentation com - 50 recognition , biometric recognition , gesture recognition both 
ponent such as a display device to be an I / O component . on screen and adjacent to the screen , air gestures , head and 
Also , processors have memory . The inventors recognize that eye tracking , and touch recognition associated with displays 
such is the nature of the art , and reiterate that the diagram of on the computing device 1100 . The computing device 1100 
FIG . 6 is merely illustrative of an exemplary computing may be equipped with depth cameras , such as , stereoscopic 
device that can be used in connection with one or more 55 camera systems , infrared camera systems , RGB camera 
embodiments of the present invention . Distinction is not systems , and combinations of these for gesture detection and 
made between such categories as " workstation , " " server , ” recognition . Additionally , the computing device 1100 may 
“ laptop , " " hand - held device , " etc . , as all are contemplated be equipped with accelerometers or gyroscopes that enable 
within the scope of FIG . 11 and reference to " computing detection of motion . The output of the accelerometers or 
device . ” 60 gyroscopes may be provided to the display of the computing 

Computing device 1100 typically includes a variety of device 1100 to render immersive augmented reality or 
computer - readable media . Computer - readable media can be virtual reality . 
any available media that can be accessed by computing As can be understood , embodiments of the present inven 
device 600 and includes both volatile and nonvolatile media , tion enabling editing of images captured under mixed light 
removable and non - removable media . By way of example , 65 ing conditions . The present invention has been described in 
and not limitation , computer - readable media may comprise relation to particular embodiments , which are intended in all 
computer storage media and communication media . Com - respects to be illustrative rather than restrictive . Alternative 
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embodiments will become apparent to those of ordinary skill calculating , by the computing device , an estimated white 
in the art to which the present invention pertains without balance kernel for each pixel in the corresponding 
departing from its scope . plurality of pixels associated with the first image based 

From the foregoing , it will be seen that this invention is at least in part on the determined intensity values for the 
one well adapted to attain all the ends and objects set forth 5 color channels associated with each corresponding 
above , together with other advantages which are obvious pixel in the corresponding plurality of pixels associated 
and inherent to the system and method . It will be understood with the second image ; and 
that certain features and subcombinations are of utility and generating , by the computing device , a novel image of the may be employed without reference to other features and scene based at least in part on a number of light sources subcombinations . This is contemplated by and is within the 10 in the plurality of light sources , the estimated white 
scope of the claims . balance kernels , and a received user input that corre What is claimed is : sponds to a single light source in the plurality of light 1 . At least one non - transitory computer storage media 
storing computer - useable instructions that , when used by sources . 
one or more computing devices , cause the one or more 15 8 . The computerized method of claim 7 , wherein the white 
computing devices to perform operations comprising : balance kernels for unreliable pixels of the first image are 

obtaining a first image of a scene and a second image of interpolated , by the computing device , based on similar 
the scene , wherein the first image is captured with pixels identified in the first image . 
ambient lighting that is based on a plurality of light 9 . The computerized method of claim 8 , wherein the 
sources , and the second image is captured utilizing a 20 unreliable pixels include at least one of shadow regions , 
flash , the first and second images having a first and specular regions , and other regions indicating motion 
second corresponding plurality of pixels ; between the first image and the second image . 

determining an intensity value for each color channel 10 . The computerized method of claim 7 , further com 
associated with each pixel in the first and second prising providing , by the computing device , a toolbar or 
corresponding plurality of pixels ; 25 menu to facilitate receipt of the user input . 

calculating an estimated white balance kernel for each 11 . The computerized method of claim 7 , further com 
pixel in the first corresponding plurality of pixels of the prising determining , by the computing device employing a 
first image based at least in part on the determined non - negative matrix factorization framework , a light color 
intensity values for the color channels associated with and a light intensity for each of the plurality of light sources 
each corresponding pixel in the second corresponding 30 based at least in part on a pixel count of the first image and 
plurality of pixels of the second image ; and the number of light sources . 

generating a novel image of the scene based at least in part 12 . A computerized system comprising : 
on a number of light sources in the plurality of light one or more processors ; and 
sources , the estimated white balance kernels , and a a non - transitory computer storage media storing com 
received user input that corresponds to a single light 35 puter - useable instructions that , when used by the one or 
source in the plurality of light sources . more processors , cause the one or more processors to : 

2 . The at least one non - transitory computer storage media obtain a first image of a scene and a second image of the 
of claim 1 , wherein a color of the flash is acquired via scene , wherein the first image is captured with ambient 
calibration , and the estimated white balance kernels are lighting that is based on a plurality of light sources , and 
calculated based further on the color of the flash . 40 the second image is captured utilizing a flash , wherein 

3 . The at least one non - transitory computer storage media the first image includes a first plurality of pixels , and 
of claim 1 , wherein the white balance kernels for unreliable the second image includes a second plurality of pixels 
pixels of the first image are interpolated based on similar that each corresponds to the first plurality of pixels ; 
pixels identified in the first image . determine an intensity value for each color channel asso 

4 . The at least one non - transitory computer storage media 45 ciated with each pixel in the first and second plurality 
of claim 2 , further comprising separating diffuse and specu of pixels of the first and second images ; 
lar reflection for the second image based at least in part on calculate an estimated white balance kernel for each pixel 
the color of the flash and the estimated white balance in the first plurality of pixels based at least in part on the 
kernels . determined intensity values for the color channels 

5 . The at least one non - transitory computer storage media 50 associated with each corresponding pixel in the second 
of claim 1 , wherein each of the plurality of light sources is plurality of pixels ; 
considered a global light source as opposed to a local light generate a novel image of the scene that is free of specular 
source . reflection based at least in part on the determined 

6 . The at least one non - transitory computer storage media intensity value for each color channel associated with 
of claim 5 , further obtaining a number of light sources in the 55 each pixel in the first plurality of pixels , a color of the 
plurality of light sources . flash , and the estimated white balance kernels . 

7 . A computerized method for independently modifying 13 . The at least one non - transitory computer storage 
light sources in images captured under mixed lighting con - media of claim 1 , wherein the novel image is generated 
ditions , the computerized method comprising : based further in part on another received user input that 

obtaining , by a computing device , two images of a scene , 60 corresponds to a different light source in the plurality of light 
wherein a first image of the two images is captured with sources . 
ambient lighting that is based on a plurality of light 14 . The at least one non - transitory computer storage 
sources , and a second image of the two images is media of claim 1 , wherein the received user input corre 
captured utilizing a flash ; sponds to a modified characteristic of the single light source 

determining , by the computing device , an intensity value 65 in the plurality of light sources . 
for each color channel associated with each pixel in a 15 . The at least one non - transitory computer storage 
corresponding plurality of pixels of the two images ; media of claim 14 , wherein the modified characteristic is at 

calcuia 
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least one of a light color and a light intensity associated with 
the single light source in the plurality of light sources . 

16 . The at least one non - transitory computer storage 
media of claim 14 , wherein a new ambient lighting of the 
novel image is generated based on the modified character 
istic of the single light source in the plurality of light 
sources 

17 . The at least one non - transitory computer storage 
media of claim 4 , wherein the novel image of the scene is 
generated free of specular reflection based at least in part on 10 
the determined intensity value for each color channel asso 
ciated with each pixel in the first plurality of pixels . 

18 . The computerized method of claim 7 , wherein the 
received user input corresponds to a modified characteristic 
of the single light source in the plurality of light sources . 15 

19 . The computerized method of claim 7 , wherein the 
modified characteristic is at least one of a light color and a 
light intensity associated with the single light source in the 
plurality of light sources . 

20 . The computerized system of claim 12 , wherein the 20 
instructions further cause the one or more processors to 
separate diffuse and specular reflection for the second image 
based at least in part on the color of the flash and the 
estimated white balance kernels . 

25 * * * * 


