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ABSTRACT

A method for video effect processing includes receiving a
video effect processing instruction associated with a video,
performing a movement amount detection on each of a
plurality of video frames of the video to determine target
video frames that require the video effect processing, and
performing the video effect processing on the target video
frames during playback of the video.
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METHOD, DEVICE, TERMINAL DEVICE,
AND STORAGE MEDIUM FOR VIDEO
EFFECT PROCESSING

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is based upon and claims priority
to Chinese Patent Application 201510541656.9, filed on
Aug. 28, 2015, the entire contents of which are incorporated
herein by reference.

TECHNICAL FIELD

[0002] The present disclosure relates to video processing
and, more particularly, to a method, device, terminal device,
and storage medium for video effect processing.

BACKGROUND

[0003] In conventional technologies, in order to add a
video effect, such as fast forward or slow motion, to a video
in a terminal device, a user needs to install video editing
software on the terminal device, perform effect processing
operations on the video using the video edit software, and
then save a new copy of the video. Then, the user can play
the copy on the terminal device to watch the video with the
video effect, such as fast forward or slow motion.

SUMMARY

[0004] In accordance with the present disclosure, there is
provided a method for video effect processing. The method
includes receiving a video effect processing instruction
associated with a video, performing a movement amount
detection on each of a plurality of video frames of the video
to determine target video frames that require the video effect
processing, and performing the video effect processing on
the target video frames during playback of the video.

[0005] In accordance with the present disclosure, there is
also provided a terminal device including a processor and a
memory storing instructions. The instructions, when
executed by the processor, cause the processor to receive a
video effect processing instruction associated with a video,
perform a movement amount detection on each of a plurality
of video frames of the video to determine target video
frames that require the video effect processing, and perform
the video effect processing on the target video frames during
playback of the video.

[0006] In accordance with the present disclosure, there is
also provided a non-transitory computer-readable storage
medium storing instructions that, when executed by a pro-
cessor in a terminal, cause the terminal to receive a video
effect processing instruction associated with a video, per-
form a movement amount detection on each of a plurality of
video frames of the video to determine target video frames
that require the video effect processing, and perform the
video effect processing on the target video frames during
playback of the video.

[0007] It is to be understood that both the foregoing
general description and the following detailed description
are exemplary and explanatory only and are not restrictive of
the present disclosure.

Mar. 2, 2017

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] The accompanying drawings, which are incorpo-
rated in and constitute a part of this specification, illustrate
embodiments consistent with the present disclosure and,
together with the description, serve to explain the principles
of the present disclosure.

[0009] FIG. 1 is a flow chart showing a method for video
effect processing according to an exemplary embodiment.
[0010] FIG. 2 is a flow chart showing a method for video
effect processing according to another exemplary embodi-
ment.

[0011] FIG. 3 is a schematic diagram showing a user
clicking a video effect processing button.

[0012] FIG. 4 is a flow chart showing a method for video
effect processing according to another exemplary embodi-
ment.

[0013] FIG. 5 is a schematic diagram showing a user
performing a slide operation on an interface of a terminal
device that is playing a video.

[0014] FIG. 6 is a flow chart showing a method for video
effect processing according to another exemplary embodi-
ment.

[0015] FIG. 7 is a block diagram illustrating a device for
video effect processing according to an exemplary embodi-
ment.

[0016] FIG. 8 is a block diagram illustrating a device for
video effect processing according to another exemplary
embodiment.

[0017] FIG. 9 is a block diagram illustrating a device for
video effect processing according to another exemplary
embodiment.

[0018] FIG. 10 is a block diagram illustrating a device for
video effect processing according to another exemplary
embodiment.

[0019] FIG. 11 is a block diagram illustrating a device for
video effect processing according to another exemplary
embodiment.

[0020] FIG. 12 is a block diagram illustrating a terminal
device according to an exemplary embodiment.

DETAILED DESCRIPTION

[0021] Reference will now be made in detail to exemplary
embodiments, examples of which are illustrated in the
accompanying drawings. The following description refers to
the accompanying drawings in which the same numbers in
different drawings represent the same or similar elements
unless otherwise represented. The implementations set forth
in the following description of exemplary embodiments do
not represent all implementations consistent with the present
disclosure. Instead, they are merely examples of devices and
methods consistent with aspects related to the invention as
recited in the appended claims.

[0022] A method for video effect processing consistent
with the present disclosure can be implemented, for
example, in a terminal device such as a smart phone, a
computer, a tablet device, a Personal Digital Assistant
(PDA), or the like, and more specifically, can be performed
by a component with processing function, such as a Central
Processing Unit (CPU), in the terminal device.

[0023] FIG. 1 is a flow chart of a method for video effect
processing according to an exemplary embodiment. As
illustrated in FIG. 1, at 101, a video effect processing
instruction is received. Sometimes, while watching a video
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on the terminal device, the user may wish to add video
effects to the video. For example, for a video showing a
rabbit running on grass, if a slow motion effect is added to
the part showing the rabbit running, movement of the
running rabbit can be clearly seen, such that the user
watching the video may have a feeling of enjoying a
blockbuster movie. As another example, in a surveillance
video, a large portion may be merely a still picture that does
not change for a long time. The user watching the surveil-
lance video may wish to fast forward the surveillance video
to reduce the time for watching the video. According to the
present disclosure, a fast forward or a slow motion video
effect can be performed directly while the video is played.
Generally, the terminal device decodes and plays the video
under a normal speed. If the user wishes to add a video effect
of fast forward or slow motion on the video, the user can turn
on a video effect processing function before playing the
video, or input a video effect processing instruction to the
terminal interactively while the video is being played. The
video effect processing instruction generated by such opera-
tions can trigger the terminal device to perform a video
effect processing on the video.

[0024] At 102, during playback of the video, a fast for-
ward or a slow motion video effect processing is performed
on the video according to the video effect processing instruc-
tion. That is, when being triggered by the video effect
processing instruction, the terminal device initiates the fast
forward or the slow motion video effect processing on the
video. At the same time, the terminal device can also acquire
instruction information on performing the video effect pro-
cessing on the video according to the video effect processing
instruction. For example, the user can generate the video
effect processing instruction by clicking a preset video effect
processing button, which can be a virtual button on a touch
screen of the terminal device, or a physical button of the
terminal device. In some embodiments, the terminal device
can include two special buttons for fast forward or slow
motion, respectively. In some embodiments, the terminal
device can include only one special button and the video
effect processing instruction can be generated by various
clicking operations, such as a single click and a double click.

[0025] FIG. 2 is a flow chart of a method for video effect
processing according to another exemplary embodiment. As
illustrated in FIG. 2, at 201, a video effect processing
instruction is received. The video effect processing instruc-
tion is generated after a user clicks a preset video effect
processing button, which is configured to trigger a video
effect processing on a video to be played, such as the fast
forward or slow motion video effect processing. For
example, the user can click on the preset video effect
processing button before playing the video to generate a
slow motion video effect processing instruction that triggers
the terminal device to perform the slow motion video effect
processing while playing the video. The preset video effect
processing button can be a virtual button on the touch screen
of the terminal device or a physical button of the terminal
device. The preset video effect processing button can be one
of two special buttons for fast forward and slow motion,
respectively, or can be a special button configured to gen-
erate different video effect processing instructions for fast
forward and slow motion by different clicking operations
such as single click and double click. FIG. 3 is a schematic
diagram showing the user clicking the video effect process-
ing button. As illustrated in FIG. 3, the buttons for fast
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forward and slow motion are provided on an interface for
playing the video on the terminal device.

[0026] At202, a movement amount detection is performed
on the video according to the video effect processing instruc-
tion and video frames that require the video effect processing
are determined.

[0027] The terminal device can perform the movement
amount detection automatically on the video during the
playback of the video according to the above video effect
processing instruction. The video includes a plurality of
video frames, which may be processed differently according
to the present disclosure. For example, for video frames
containing fast movement, which are also referred to herein
as “fast movement frames,” the slow motion video effect
processing can be performed such that the user can more
clearly see the movement or can be performed to realize a
slowing-down effect of the fast movement. On the other
hand, for video frames containing slow movement or includ-
ing still or close-to-still images, which are also referred to
herein as “slow movement frames,” the fast forward video
effect processing can be performed to shorten the watching
time or to prevent the user from being impatient. In some
embodiments, the terminal device can perform the move-
ment amount detection in each frame of the video using a
Motion Estimate and Motion Compensation (MEMC) tech-
nology, to find fast movement frames or slow movement
frames, according to the received video effect processing
instruction, based on the speed of changes of the image
content in each frame of the video. The terminal device can
determine the fast movement frames as video frames that
require slow motion video effect processing and the slow
movement frames as video frames that require fast forward
video effect processing.

[0028] In some embodiments, each video frame can be
divided to a plurality of preset blocks. The terminal device
can perform the movement amount detection, for example,
through the MEMC technology, on the video according to
the above video effect processing instruction to acquire a
motion vector magnitude value for each of the preset blocks
in each video frame. If the video effect processing instruc-
tion is the slow motion video effect processing instruction,
the terminal device determines the number of fast blocks in
each ofthe video frames, where a fast block refers to a preset
block having a motion vector magnitude value greater than
a motion vector threshold. For each video frame, the termi-
nal device calculates a first ratio between the number of fast
blocks and the total number of preset blocks in the video
frame, and judges whether the first ratio is greater than a first
preset ratio threshold. If the first ratio is greater than the first
preset ratio threshold, which means the corresponding video
frame involves fast movement, the terminal device deter-
mines that the corresponding video frame is a video frame
that requires the slow motion video effect processing.
[0029] On the other hand, if the video effect processing
instruction is the fast forward video effect processing
instruction, the terminal device determines the number of
slow blocks in each of the video frames, where a slow block
refers to a preset block having a motion vector magnitude
value smaller than the motion vector threshold. For each
video frame, the terminal device calculates a second ratio
between the number of slow blocks and the total number of
preset blocks in the video frame, and judges whether the
second ratio is greater than a second preset ratio threshold.
If the second ratio is greater than the second preset ratio
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threshold, which means the corresponding video frame
involves slow movement or a still or close-to-still image, the
terminal device determines that the corresponding video
frame is a video frame that requires the fast forward video
effect processing. Hereinafter, a video frame that requires
either the slow motion video effect processing or the fast
forward video effect processing is also referred to as a
“video frame to be processed.”

[0030] At 203, the video effect processing is performed on
the video frames to be processed according to the video
effect processing instruction. If the video effect processing
instruction is the slow motion video effect processing
instruction, the terminal device performs a frame interpola-
tion, such as an MEMC technology based frame interpola-
tion, on the video frames to be processed according to a
preset interpolation algorithm. The preset interpolation algo-
rithm can include a multiple of the interpolation and a
correspondence between the number of interpolating frames
and a moving speed in the video frames to be processed.

[0031] On the other hand, if the video effect processing
instruction is the fast forward video effect processing
instruction, the terminal device performs a frame extraction,
such as an MEMC technology based frame extraction, on the
video frames to be processed according to a preset extraction
algorithm. The preset extraction algorithm can include a
ratio of the extraction and a correspondence between the
number of extracted frames and the moving speed in the
video frames to be processed.

[0032] FIG. 4 is a flow chart showing a method for video
effect processing according to another exemplary embodi-
ment. As illustrated in FIG. 4, at 401, a video effect
processing instruction is received. The video effect process-
ing instruction is generated after a user performs a slide
operation on an interface of the terminal device that is
playing a video. The slide operation can include, for
example, a left slide operation to generate a slow motion
video effect processing instruction or a right slide operation
to generate a fast forward video effect processing instruc-
tion. For example, FIG. 5 is a schematic diagram of the user
performing the left slide operation on the interface with a
finger during the playback of the video. Thus, if the slide
operation is the left slide operation, a slow motion video
effect may be added to the video. On the other hand, if the
slide operation is the right slide operation, a fast forward
video effect may be added to the video.

[0033] At 402, according to the video effect processing
instruction and a preset algorithm, a video effect process is
performed on video frames that start from a video frame
corresponding to the time at which the video effect process-
ing instruction is received, also referred to herein as
“instruction receiving time,” to realize the corresponding
video effect processing on the video.

[0034] If the slide operation is the left slide operation, the
terminal device starts to perform a frame interpolation on the
video frames starting from the video frame corresponding to
the instruction receiving time. Specifically, the terminal
device processes these video frames according to a preset
interpolation algorithm to realize the slow motion video
effect in the video. On the other hand, if the slide operation
is the right slide operation, the terminal device starts to
perform a frame extraction on the video frames starting from
the video frame corresponding to the instruction receiving
time. Specifically, the terminal device processes these video
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frames according to a preset extraction algorithm to realize
the fast forward video effect in the video.

[0035] FIG. 6 is a flow chart showing a method for video
effect processing according to another exemplary embodi-
ment. As illustrated in FIG. 6, at 601, a video effect
processing instruction is received. The video effect process-
ing instruction is generated after a user clicks a preset video
effect processing button on an interface of the terminal
device that is playing a video, and the preset video effect
processing button is configured to trigger the video effect
processing on the video being played.

[0036] At 602, according to the video effect processing
instruction and a preset algorithm, a video effect process is
performed on the video frames that start from a video frame
corresponding to the instruction receiving time, to realize
the corresponding video effect processing on the video.
[0037] If the video effect processing button clicked by the
user is a slow motion video effect processing button, the
terminal device starts to perform a frame interpolation on the
video frames starting from the video frame corresponding to
the instruction receiving time. Specifically, the terminal
device processes these video frames according to a preset
interpolation algorithm to realize the slow motion video
effect in the video. On the other hand, if the video effect
processing button clicked by the user is a fast forward video
effect processing button, the terminal device starts to per-
form a frame extraction on the video frames starting from
the video frame corresponding to the instruction receiving
time. Specifically, the terminal device processes these video
frames according to a preset extraction algorithm to realize
the fast forward video effect in the video.

[0038] In the exemplary methods described above in con-
nection with FIGS. 2 and 3, the video effect processing
instruction is received before the video is played. Thus,
during the playback of the video, the terminal device auto-
matically performs the movement amount detection to deter-
mine the video frames that need to be processed. On the
other hand, in the exemplary methods described above in
connection with FIGS. 4-6, the video effect processing
instruction is received while the video is being played. In
this scenario, the terminal device does not actively perform
the movement amount detection on the video. Rather, the
terminal device starts to perform the corresponding video
effect processing on the video from the video frames cor-
responding to the instruction receiving time. That is, in this
scenario, the terminal triggers the video effect processing
according to an interactive operation of the user.

[0039] FIG. 7 is a block diagram illustrating a device 700
for video effect processing according to an exemplary
embodiment. Referring to FIG. 7, the device 700 includes a
receiving unit 701 and a video effect processing unit 702.
The receiving unit 701 is configured to receive a video effect
processing instruction. The video effect processing unit 702
is configured to perform a video effect processing, such as
a slow motion video effect processing or a fast forward video
effect processing, on a video according to the video effect
processing instruction during the playback of the video.
[0040] In some embodiments, the receiving unit 701 is
further configured to receive the video effect processing
instruction that is generated after a user clicks a preset video
effect processing button.

[0041] FIG. 8 is a block diagram illustrating a device 800
for video effect processing according to another exemplary
embodiment. Referring to FIG. 8, the video effect processing



US 2017/0064245 Al

unit 702 includes a slow motion movement detection mod-
ule 801 and an interpolation processing module 802. The
slow motion movement detection module 801 is configured
to perform a movement amount detection on the video
according to the video effect processing instruction and
determine video frames that require the slow motion video
effect processing in the video. The interpolation processing
module 802 is configured to perform a frame interpolation
process on these video frames according to a preset inter-
polation algorithm to realize the slow motion video effect
processing on the video.

[0042] FIG. 9 is a block diagram illustrating a device 900
for video effect processing according to another exemplary
embodiment. Referring to FIG. 9, the slow motion move-
ment detection module 801 includes a magnitude value
acquiring sub module 901, a first determining sub module
902, a calculation sub module 903, a deciding sub module
904, and a slow motion frame determining sub module 905.
The magnitude value acquiring sub module 901 is config-
ured to perform a movement amount detection on the video
according to the video effect processing instruction and
acquire motion vector magnitude values of all preset blocks
in each video frame of the video. The first determining sub
module 902 is configured to determine fast blocks in a video
frame. The calculation sub module 903 is configured to
calculate a first ratio between the number of fast blocks and
the total number of preset blocks in the video frame. The
deciding sub module 904 is configured to judge whether the
first ratio is greater than a first preset ratio threshold. The
slow motion frame determining sub module 905 is config-
ured to determine that the video frame requires the slow
motion video effect processing if the first ratio is greater than
the first preset ratio threshold.

[0043] FIG. 10 is a block diagram illustrating a device
1000 for video effect processing according to another exem-
plary embodiment. Referring to FIG. 10, the video effect
processing unit 702 includes a fast forward movement
detection module 1001 and an extraction processing module
1002. The fast forward movement detection module 1001 is
configured to perform a movement amount detection on the
video that is to be processed according to the video effect
processing instruction and determine, from the video, video
frames that require the fast forward video effect processing.
The extraction processing module 1002 is configured to
perform a frame extraction process on these video frames
according to a preset extraction algorithm to realize the fast
forward video effect processing on the video.

[0044] FIG. 11 is a block diagram illustrating a device
1100 for video effect processing according to another exem-
plary embodiment. Referring to FIG. 11, the fast forward
movement detection module 1001 includes the magnitude
value acquiring sub module 901, a second determining sub
module 1102, a calculation sub module 1103, a deciding sub
module 1104, and a fast forward frame determining sub
module 1105. The second determining sub module 1102 is
configured to determine slow blocks in a video frame. The
calculation sub module 1103 is configured to calculate a
second ratio between the number of fast blocks and the total
number of preset blocks in the video frame. The deciding
sub module 1104 is configured to judge whether the second
ratio is greater than a second preset ratio threshold. The fast
forward frame determining sub module 1105 is configured to
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determine that the video frame requires the fast forward
video effect processing if the second ratio is greater than the
second preset ratio threshold.

[0045] In some embodiments, the receiving unit 701 is
further configured to receive the video effect processing
instruction that is generated after the user performs a slide
operation on an interface of the terminal that is playing a
video.

[0046] Ifthe slide operation includes a left slide operation
indicating the slow motion video effect processing, the video
effect processing unit 702 is further configured to perform,
according to the video effect processing instruction and a
preset interpolation algorithm, a frame interpolation process
on the video frames that start from a video frame corre-
sponding to the instruction receiving time, to realize the
slow motion effect processing on the video.

[0047] On the other hand, if the slide operation includes a
right slide operation indicating the fast forward effect pro-
cessing, the video effect processing unit 702 is further
configured to perform, according to the video effect pro-
cessing instruction and a preset extraction algorithm, a frame
extraction process on the video frames that start from a video
frame corresponding to the instruction receiving time, to
realize the fast forward effect processing on the video.
[0048] In some embodiments, the receiving unit 701 is
further configured to receive the video effect processing
instruction that is generated after the user clicks a preset
video effect processing button on the interface of the termi-
nal device that is playing the video.

[0049] If the preset video effect processing button is
configured to trigger the slow motion video effect process-
ing, the video effect processing unit 702 is further configured
to perform, according to the video effect processing instruc-
tion and a preset interpolation algorithm, a frame interpo-
lation process on the video frames that start from a video
frame corresponding to the instruction receiving time, to
realize the slow motion video effect processing on the video.
[0050] On the other hand, if the preset video effect pro-
cessing button is configured to trigger the fast forward video
effect processing, the video effect processing unit 702 is
further configured to perform, according to the video effect
processing instruction and a preset extraction algorithm, a
frame extraction process on the video frames that start from
a video frame corresponding to the instruction receiving
time, to realize the fast forward video effect processing on
the video.

[0051] Operations of individual modules in the above-
described exemplary devices are similar to the exemplary
methods described above, and thus their details are omitted
here.

[0052] FIG. 12 is a block diagram of a terminal device
1200 according to an exemplary embodiment. For example,
the terminal device 1200 may be a smart phone, a computer,
a tablet device, a PDA (Personal Digital Assistant), or the
like.

[0053] Referring to FIG. 12, the terminal device 1200
includes one or more of the following components: a pro-
cessing component 1202, a memory 1204, a power compo-
nent 1206, a multimedia component 1208, an audio com-
ponent 1210, an input/output (1/0) interface 1212, a sensor
component 1214, and a communication component 1216.
[0054] The processing component 1202 typically controls
overall operations of the terminal device 1200, such as the
operations associated with display, telephone calls, data
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communications, camera operations, and recording opera-
tions. The processing component 1202 may include one or
more processors 1220 to execute instructions to perform all
or part of a method consistent with the present disclosure,
such as one of the above-described exemplary methods.
Moreover, the processing component 1202 may include one
or more modules which facilitate the interaction between the
processing component 1202 and other components. For
example, the processing component 1202 may include a
multimedia module to facilitate the interaction between the
multimedia component 1208 and the processing component
1202.

[0055] The memory 1204 is configured to store various
types of data to support the operation of the terminal device
1200. Examples of such data include instructions for any
applications or methods operated on the terminal device
1200, contact data, phonebook data, messages, pictures,
video, etc. The memory 1204 may be implemented using
any type of volatile or non-volatile memory devices, or a
combination thereof, such as a static random access memory
(SRAM), an electrically erasable programmable read-only
memory (EEPROM), an erasable programmable read-only
memory (EPROM), a programmable read-only memory
(PROM), a read-only memory (ROM), a magnetic memory,
a flash memory, a magnetic or optical disk.

[0056] The power component 1206 provides power to
various components of the terminal device 1200. The power
component 1206 may include a power management system,
one or more power sources, and any other components
associated with the generation, management, and distribu-
tion of power in the terminal device 1200.

[0057] The multimedia component 1208 includes a screen
providing an output interface between the terminal device
1200 and the user. In some embodiments, the screen may
include a liquid crystal display (LCD) and a touch panel. If
the screen includes the touch panel, the screen may be
implemented as a touch screen to receive input signals from
the user. The touch panel includes one or more touch sensors
to sense touches, swipes, and gestures on the touch panel.
The touch sensors may not only sense a boundary of a touch
or swipe action, but also sense a period of time and a
pressure associated with the touch or swipe action. In some
embodiments, the multimedia component 1208 includes a
front camera and/or a rear camera. The front camera and the
rear camera may receive an external multimedia datum
while the terminal device 1200 is in an operation mode, such
as a photographing mode or a video mode. Each of the front
camera and the rear camera may be a fixed optical lens
system or have focus and optical zoom capability.

[0058] The audio component 1210 is configured to output
and/or input audio signals. For example, the audio compo-
nent 1210 includes a microphone configured to receive an
external audio signal when the terminal device 1200 is in an
operation mode, such as a call mode, a recording mode, and
a voice recognition mode. The received audio signal may be
further stored in the memory 1204 or transmitted via the
communication component 1216. In some embodiments, the
audio component 1210 further includes a speaker to output
audio signals.

[0059] The I/O interface 1212 provides an interface
between the processing component 1202 and peripheral
interface modules, such as a keyboard, a click wheel,
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buttons, and the like. The buttons may include, but are not
limited to, a home button, a volume button, a starting button,
and a locking button.

[0060] The sensor component 1214 includes one or more
sensors to provide status assessments of various aspects of
the terminal device 1200. For instance, the sensor compo-
nent 1214 may detect an open/closed status of the terminal
device 1200, relative positioning of components, e.g., the
display and the keypad, of the terminal device 1200, a
change in position of the terminal device 1200 or a compo-
nent of the terminal device 1200, a presence or absence of
user contact with the terminal device 1200, an orientation or
an acceleration/deceleration of the terminal device 1200,
and a change in temperature of the terminal device 1200.
The sensor component 1214 may include a proximity sensor
configured to detect the presence of nearby objects without
any physical contact. The sensor component 1214 may also
include a light sensor, such as a CMOS (Complementary
Metal Oxide Semiconductor) or CCD (Charge-coupled
Device) image sensor, for use in imaging applications. In
some embodiments, the sensor component 1214 may also
include an accelerometer sensor, a gyroscope sensor, a
magnetic sensor, a pressure sensor, or a temperature sensor.
[0061] The communication component 1216 is configured
to facilitate communication, wired or wirelessly, between
the terminal device 1200 and other devices. The terminal
device 1200 can access a wireless network based on a
communication standard, such as WiFi (Wlreless-Fidelity),
3G or 4Q or a combination thereof. In one exemplary
embodiment, the communication component 816 receives a
broadcast signal or broadcast associated information from an
external broadcast management system via a broadcast
channel. In one exemplary embodiment, the communication
component 1216 further includes a near field communica-
tion (NFC) module to facilitate short-range communica-
tions. For example, the NFC module may be implemented
based on a radio frequency identification (RFID) technol-
ogy, an infrared data association (IrDA) technology, an
ultra-wideband (UWB) technology, a Bluetooth technology,
or other technologies.

[0062] In exemplary embodiments, the terminal device
1200 may be implemented with one or more application
specific integrated circuits (ASICs), digital signal processors
(DSPs), digital signal processing devices (DSPDs), pro-
grammable logic devices (PLDs), field programmable gate
arrays (FPGAs), controllers, micro-controllers, micropro-
cessors, or other electronic components, for performing a
method consistent with the present disclosure, such as one of
the above-described exemplary methods.

[0063] In exemplary embodiments, there is also provided
a non-transitory computer-readable storage medium includ-
ing instructions, such as included in the memory 1204,
executable by the processor 1220 in the terminal device
1200, for performing a method consistent with the present
disclosure, such as one of the above-described exemplary
methods. For example, the non-transitory computer-read-
able storage medium may be a ROM, a RAM (Random
Access Memory), a CD-ROM (Compact Disc Read-Only
Memory), a magnetic tape, a floppy disc, an optical data
storage device, or the like.

[0064] According to the present disclosure, a fast forward
video effect processing or a slow motion video effect pro-
cessing can be performed during playback of a video accord-
ing to a video effect processing instruction. Thus, the video
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playback and the video effect processing can be performed
simultaneously. As a result, the efficiency of the video effect
processing is increased and a user’s enjoyment of the video
playback is improved.

[0065] Other embodiments of the invention will be appar-
ent to those skilled in the art from consideration of the
specification and practice of the present disclosure disclosed
herein. This application is intended to cover any variations,
uses, or adaptations of the present disclosure following the
general principles thereof and including such departures
from the present disclosure as come within known or
customary practice in the art. It is intended that the speci-
fication and examples be considered as exemplary only, with
atrue scope and spirit of the invention being indicated by the
following claims.

[0066] It will be appreciated that the present invention is
not limited to the exact construction that has been described
above and illustrated in the accompanying drawings, and
that various modifications and changes can be made without
departing from the scope thereof. It is intended that the
scope of the present disclosure only be limited by the
appended claims.

What is claimed is:

1. A method for video effect processing, comprising:

receiving a video effect processing instruction associated

with a video;

performing a movement amount detection on each of a

plurality of video frames of the video to determine
target video frames that require the video effect pro-
cessing; and

performing the video effect processing on the target video

frames during playback of the video.

2. The method according to claim 1, wherein receiving the
video effect processing instruction includes:

receiving a video effect processing instruction generated

by a user clicking a preset video effect processing
button.

3. The method according to claim 2, wherein:

the video effect processing instruction includes a slow

motion video effect processing instruction, and
performing the video effect processing on the target video
frames includes:
performing a frame interpolation process on the target
video frames according to a preset interpolation
algorithm.

4. The method according to claim 3, wherein performing
the movement amount detection to determine the target
video frames includes, for each of the plurality of video
frames:

acquiring motion vector magnitude values of all preset

blocks in the video frame;

determining a number of fast blocks in the video frame,

a fast block being a preset block that has a motion
vector magnitude value greater than a motion vector
threshold;

calculating a ratio between the number of fast blocks and

a total number of preset blocks in the video frame;
deciding whether the ratio is greater than a preset ratio
threshold; and

determining, if the ratio is greater than the preset ratio

threshold, the video frame to be a target video frame.

5. The method according to claim 2, wherein:

the video effect processing instruction includes a fast

forward video effect processing instruction, and
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performing the video effect processing on the target video
frames includes:
performing a frame extraction process on the target
video frames according to a preset extraction algo-
rithm.

6. The method according to claim 5, wherein the perform-
ing the movement amount detection to determine the target
video frames includes, for each of the plurality of video
frames:

acquiring motion vector magnitude values of all preset

blocks in the video frame;

determining a number of slow blocks in the video frame,

a slow block being a preset block that has a motion
vector magnitude value smaller than a motion vector
threshold;

calculating a ratio between the number of slow blocks and

a total number of preset blocks in the video frame;
deciding whether the ratio is greater than a preset ratio
threshold; and

determining, if the ratio is greater than the preset ratio

threshold, the video frame to be a target video frame.

7. A terminal device, comprising:

a processor; and

a memory storing instructions that, when executed by the

processor, cause the processor to:

receive a video effect processing instruction associated
with a video;

perform a movement amount detection on each of a
plurality of video frames of the video to determine
target video frames that require the video effect
processing; and

perform the video effect processing on the target video
frames during playback of the video.

8. The terminal device according to claim 7, wherein the
instructions further cause the processor to:

receive a video effect processing instruction generated by

a user clicking a preset video effect processing button.

9. The terminal device according to claim 8, wherein:

the video effect processing instruction includes a slow

motion video effect processing instruction, and

the instructions further cause the processor to:

perform a frame interpolation process on the target
video frames according to a preset interpolation
algorithm.

10. The terminal device according to claim 9, wherein the
instructions further cause the processor to, for each of the
plurality of video frames:

acquire motion vector magnitude values of all preset

blocks in the video frame;

determine a number of fast blocks in the video frame, a

fast block being a preset block that has a motion vector
magnitude value greater than a motion vector thresh-
old;

calculate a ratio between the number of fast blocks and a

total number of preset blocks in the video frame;
decide whether the ratio is greater than a preset ratio
threshold; and

determine, if the ratio is greater than the preset ratio

threshold, the video frame to be a target video frame.

11. The terminal device according to claim 8, wherein:

the video effect processing instruction includes a fast

forward video effect processing instruction, and
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the instructions further cause the processor to:
perform a frame extraction process on the target video
frames according to a preset extraction algorithm.
12. The terminal device according to claim 11, wherein
the instructions further cause the processor to, for each of the
plurality of video frames:
acquire motion vector magnitude values of all preset
blocks in the video frame;
determine a number of slow blocks in the video frame, a
slow block being a preset block that has a motion vector
magnitude value smaller than a motion vector thresh-
old;
calculate a ratio between the number of slow blocks and
a total number of preset blocks in the video frame;
decide whether the ratio is greater than a preset ratio
threshold; and
determine, if the ratio is greater than the preset ratio
threshold, the video frame to be a target video frame.
13. A non-transitory computer-readable storage medium
storing instructions that, when executed by a processor in a
terminal, cause the terminal to:
receive a video effect processing instruction associated
with a video;
perform a movement amount detection on each of a
plurality of video frames of the video to determine
target video frames that require the video effect pro-
cessing; and
perform the video effect processing on the target video
frames during playback of the video.

#* #* #* #* #*
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