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(57) ABSTRACT 

An exemplary display is placed in an optical pathway extend 
ing from an entrance pupil of a person's eye to a real-world 
scene beyond the eye. The display includes at least one 2-D 
added-image source that is addressable to produce a light 
pattern corresponding to a virtual object. The source is situ 
ated to direct the light pattern toward the person's eye to 
Superimpose the virtual object on an image of the real-world 
scene as perceived by the eye via the optical pathway. An 
active-optical element is situated between the eye and the 
added-image source at a location that is optically conjugate to 
the entrance pupil and at which the active-optical element 
forms an intermediate image of the light pattern from the 
added-image source. The active-optical element has variable 
optical power and is addressable to change its optical power to 
produce a corresponding change in perceived distance at 
which the intermediate image is formed, as an added image to 
the real-world scene, relative to the eye. 
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3-DIMIENSIONAL ELECTRO-OPTICAL 
SEE-THROUGH DISPLAYS 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This application claims priority to and the benefit of 
U.S. Provisional Patent Application No. 61/276,578, filed 
Sep. 14, 2009, which is incorporated herein by reference in its 
entirety. 

ACKNOWLEDGEMENT OF GOVERNMENT 
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0002 This invention was made with funding from grant 
nos. 05-34777 and 09-15035 from the National Science 
Foundation. The government has certain rights in the inven 
tion. 

FIELD 

0003. This disclosure pertains to, inter alia, three-dimen 
sional electro-optical displays that can be head-worn or oth 
erwise placed relative to a person's eyes in a manner allowing 
the person to view images rendered by the display. 

BACKGROUND 

0004 Interest in 3-dimensional (3-D) displays is long 
standing and spans various fields including, for example, 
flight simulation, scientific visualization, education and train 
ing, tele-manipulation and tele-presence, and entertainment 
systems. Various types of 3-D displays have been proposed in 
the past, including head-mounted displays (HMDs) (Hua and 
Gao, Applied Optics 46:2600-2610, May 2007: Rollandet al., 
Appl. Opt. 39:3209-3215, July 2000; Schowengerdt and Sei 
bel, J. Soc. Info. Displ. 14:135-143, February 2006); projec 
tion-based immersive displays (Cruz-Neira et al., Proc. 20th 
Ann. Conf. Comp. Graphics Interactive Techniques, pp 135 
142, ACM SIGGRAPH, ACM Press, September 1993); volu 
metric displays (Sullivan, SID Symp. Dig. Tech. Papers 
34:1531-1533, May 2003: Favalora et al., Proc. SPIE, 4712: 
300-312, August 2002: Downing et al., Science 273:1185 
1189, August 1996); and holographic displays (Heanue et al., 
Science 265:749-752, August 1994). HMDs are desirable 
from the standpoints of cost and technical capabilities. For 
instance, HMDs provide mobile displays for wearable com 
puting. For use in augmented reality, they can merge images 
of virtual objects with actual physical scenes. (AZuma et al., 
IEEE Comp, Graphics and Applies. 21:34-47, November/ 
Dececember 2001; Hua, Opt. Photonics News 17:26-33, 
October 2006.) 
0005. Despite ongoing advances in Stereoscopic displays, 
many persistent technical and usability issues prevent the 
current technology from being widely accepted for demand 
ing applications and daily usage. For example, various visual 
artifacts and other problems are associated with long-term 
use of Stereoscopic displays, particularly HMDs. Such as 
apparent distortions and inaccuracies in perceived depth, 
visual fatigue, diplopic vision, and degradation of oculomoter 
responses. Although at least some of these artifacts may arise 
from engineering-related aspects of the display itself. Such as 
poor image quality, limited eye relief, and inappropriate inter 
pupillary distance (IPD), a key factor is the discrepancy 
between accommodation and convergence associated with 
use of a conventional display. Mon-Williams et al., Ophth. 
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Physiol. Opt. 13:387-391, October 1993: Wann et al., Vis. 
Res. 35:2731-2736, October 1995. 
0006. In most people, accommodation and convergence 
are normally tightly coupled with each other so that conver 
gence depth coincides with accommodation depth as required 
for three-dimensional (3-D) depth perception. Conventional 
Stereoscopic displays, however, lack the ability to render 
focus cues correctly because such displays present stereo 
scopic images on a fixed image plane while forcing the eyes 
to converge at different distances to perceive objects at dif 
ferent depths. In other words, contrary to natural vision, 
whenever a viewer is using a conventional stereoscopic dis 
play, all objects (regardless of their actual locations relative to 
the viewer's eyes) are perceived to be in focus if the viewer 
focuses his eyes on the image plane of the display. Also, all 
objects (regardless of their actual locations relative to the 
viewer's eyes) are perceived as blurred if the viewer's accom 
modation varies with convergence. This results in a forced, 
and unnatural, decoupling of the accommodation and conver 
gence cues, which results in an erroneous focus cue. An 
erroneous focus cue induces incorrect blurring of images 
formed on the retina that do not vary with the rendered depth 
of a virtual scene. As a result, unfaithful focus cues can cause, 
for example, under-estimation or mis-estimation of the ren 
dered depth of a 3-D scene and visual fatigue after prolonged 
exposure to the Stereoscopic environment produced by the 
display. 
0007 Significant interest has arisen in developing 3-D 
displays that can provide corrector nearly correct focus cues. 
One conventional approach is a “volumetric display that 
portrays a large number (e.g., millions) of Voxels within a 
physical Volume. Volumetric displays are conventionally 
classified as “true 3-D displays. The practical implementa 
tion of such technology, however, has been hindered by sev 
eral technical challenges, such as its low efficiency with 
which the large number of calculations are made to update all 
the Voxels, its limited rendering Volume, and its poor ability to 
render view-dependent lighting effects correctly such as 
occlusions, specular reflection, and shading. 
0008 Another conventional approach is a “multi-focal 
plane' display that renders respective focus cues for virtual 
objects at different “depths' by forming respective images of 
light patterns produced at multiple focal planes by respective 
2-D micro-displays located at respective discrete “depths' 
from the eyes. Rollandet al., Appl. Opt. 39:3209-3215, 2000; 
Akeley et al., ACM Trans. Graphics 23:804-813, July 2004. 
(As used herein, “depth' in this context means the optical 
path distance from the viewer’s eyes.) Each of the focal planes 
is responsible for rendering 3-D virtual objects at respective 
nominal depth ranges, and these discrete focal planes collec 
tively render a volume of virtual 3-D objects with focus cues 
that are specific to a given viewpoint. 
0009. A multi-focal-plane display may be embodied via a 
“spatial-multiplexed' approach which uses multiple layers of 
2-D micro-displays. For example, Rolland (cited above) pro 
posed use of a thick stack of fourteen equally spaced planar 
(2-D) micro-displays to form respective focal planes in an 
head-mounted display that divided the entire volumetric 
space from infinity to 2 diopters. Implementation of this 
approach has been hindered by the lack of practical technolo 
gies for producing micro-displays having sufficient transmit 
tance to allow stacking them and passing light through the 
stack, and by the displays demands for large computational 
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power to render simultaneously a stack of 2-D images of a 
3-D scene based on geometric depth. 
0010. Another conventional approach is a “time-multi 
plexed multi-focal-plane display, in which multiple virtual 
focal planes are created time sequentially and synchronously 
with the respective depths of the objects being rendered. See, 
e.g., Schowengerdt and Seibel, J. Soc. Info. Displ. 14:135 
143, February 2006; McQuaide et al., Displays 24:65-72, 
August 2003. For example, in the work cited here, a see 
through retinal scanning display (RSD) including a deform 
able membrane mirror (DMM) was reported in which a nearly 
collimated laser beam is modulated and Scanned across the 
field of view (FOV) to generate pixels on the retina. Mean 
while, correct focusing cues are rendered on a pixel-by-pixel 
basis by defocusing the laser beam through the DMM. To 
achieve a practical full-color and flicker-free multi-focal 
planestereo display, extremely fast address speeds of both the 
laser beam and the DMM are required, up to MHz. Rendering 
each pixel by a beam-Scanning mechanism limits the com 
patibility of the system with existing 2-D displays and ren 
dering techniques. 
0011 Yet another conventional approach is a variable 
focal-plane display, in which the focal distance of a 2-D 
micro-display is controllably changed synchronously with 
the respective depths of the objects correlated with the region 
of interest (ROI) of the viewer. The region of interest of a 
viewer may be identified through a user feedback interface. 
See, e.g., Shiwa et al., J. Soc. Info. Displ. 4:255-261, Decem 
ber 1996; Shibata et al., J. Soc. Info. Displ. 13:665-671, 
August 2005. Shiwa's device included a relay lens that, when 
physically displaced, changed the perceived depth position of 
a rendered virtual object. Shibata achieved similar results by 
axially displacing the 2-D micro-display mounted using a 
micro-controlled stage on which the micro-display was 
mounted. Although these approaches were capable of render 
ing adaptive accommodation cues, they were unable to render 
retinal blur cues in 3-D space and requires a user input to 
determine the ROI in real time. 
0012 Despite all the past work on 3-D displays summa 
rized above, none of the conventional displays, including 
conventional addressable-focus displays, has the capability 
of incorporating variable-focal-plane, multiple-focal plane, 
and depth-fused 3-D techniques into a cohesively integrated 
system allowing the flexible, precise, and real-time address 
ability of focus cues. There is still a need for a see-through 
display with addressable focal planes for improved depth 
perceptions and more natural rendering of accommodation 
and convergence cues. There is also a need for Such displays 
that are head-mounted. 

SUMMARY 

0013. In view the limitations of conventional displays 
Summarized above, certain aspects of the invention are 
directed to stereoscopic displays that can be head-mounted 
and that have addressable focal planes for improved depth 
perceptions but that require Substantially less computational 
power than existing methods Summarized above while pro 
viding more accurate focus cues to a viewer. More specifi 
cally, the invention provides, inter alia, Vari-focal or time 
multiplexed multi-focal-plane displays in which the focal 
distance of a light pattern produced by a 2-D “micro-display” 
is modulated in a time-sequential manner using a liquid-lens 
or analogous active-optical element. An active-optical ele 
ment configured as, for example, a “liquid lens' provides 
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addressable accommodation cues ranging from optical infin 
ity to as close as the near point of the eye. The fact that a liquid 
lens is refractive allows the display to be compact and prac 
tical, including for head-mounted use, without compromising 
the required accommodation range. It also requires no mov 
ing mechanical parts to render focus cues and uses conven 
tional micro-display and graphics hardware. 
0014 Certain aspects of the invention are directed to see 
through displays that can be monocular or binocular, head 
mounted or not. The displays have addressable means for 
providing focus cues to the user of the display that are more 
accurate than provided by conventional displays. Thus, the 
user receives, from the display, images providing improved 
and more accurate depth perceptions for the user. These 
images are formed in a manner that requires Substantially less 
computational power than conventional displays Summarized 
above. The displays are for placement in an optical pathway 
extending from an entrance pupil of a person's eye to a real 
world scene beyond the eye. 
0015. One embodiment of such a display comprises an 
active-optical element and at least one 2-D added-image 
Source. The added-image source is addressable to produce a 
light pattern corresponding to a virtual object and is situated 
to direct the light pattern toward the person's eye to Superim 
pose the virtual object on an image of the real-world Scene as 
perceived by the eye via the optical pathway. The active 
optical element is situated between the eye and the added 
image source at a location that is optically conjugate to the 
entrance pupil and at which the active-optical element forms 
an intermediate image of the light pattern from the added 
image source. The active-optical element has variable optical 
power and is addressable to change its optical power to pro 
duce a corresponding change in perceived distance at which 
the intermediate image is formed, as an added image to the 
real-world scene, relative to the eye. 
0016. An exemplary added-image source is a micro-dis 
play comprising a 2-D array of light-producing pixels. The 
pixels, when appropriately energized, produce a light pattern 
destined to be the virtual object added to the real-world scene. 
0017. In some embodiments the active-optical element is a 
refractive optical element, Such as a lens that, when 
addressed, exhibits change in optical power or a change in 
refractive index. An effective type of refractive optical ele 
ment is a so-called “liquid lens' that operates according to the 
“electrowetting effect, wherein the lens addressed by appli 
cation thereto of a respective electrical Voltage (e.g., an AC 
Voltage) exhibits a change in shape Sufficient to effect a cor 
responding change in optical power. Another type of refrac 
tive optical element is a liquid-crystal lens that is addressed 
by application of a Voltage causing the liquid-crystal material 
to exhibit a corresponding change in refractive index. The 
refractive active-optical element is situated relative to the 
added-image source such that light from the added-image 
Source is transmitted through the optical element. A liquid 
lens, being refractive, allows the display to be compact and 
practical, including for head-mounted use, without compro 
mising the required accommodation range. It also requires no 
moving mechanical parts to render focus cues and uses con 
ventional micro-display and graphics hardware. 
0018. In other embodiments the active optical element is a 
reflective optical element Such as an adaptive-optics mirror, a 
deformable membrane minor, a micro-mirror array, or the 
like. The reflective active-optical element desirably is situ 
ated relative to the added-image source Such that light from 
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the added-image source is reflected from the optical element. 
As the reflective optical element receives an appropriate 
address, it changes its reflective-surface profile sufficiently to 
change its optical power as required or desired. 
0019. A refractive active-optical element is desirably 
associated with an objective lens that provides most of the 
optical power. The objective lens typically operates at a fixed 
optical power, but the optical power can be adjustable. The 
objective lens desirably is located adjacent the active-optical 
element on the same optical axis. Desirably, this optical axis 
intersects the optical pathway. The added-image source also 
can be located on this optical axis. In an example embodiment 
a beam-splitter is situated in the optical pathway to receive 
light of the intermediate image from the active-optical ele 
ment along the optical axis that intersects the optical pathway 
at the beam-splitter. 
0020. If the active-optical element is on a first side of the 
beam-splitter, then a mirror can be located on the axis on a 
second side of the beam-splitter to reflect light back to the 
beam-splitter that has passed through the beam-splitter from 
the active-optical element. This minor desirably is a condens 
ing mirror, and can be spherical or non-spherical. If the mirror 
has a center of curvature and a focal plane, then the active 
optical element can be situated at the center of curvature to 
produce a conjugate exit pupil through the beam-splitter. 
0021. As the active-optical element addressably changes 

its optical power, the intermediate image is correspondingly 
moved along the optical pathway relative to the focal plane to 
produce a corresponding change in distance of the added 
image relative to the eye. The distance at which the added 
image is formed can serve as an accommodation cue for the 
person with respect to the intermediate image. 
0022. The following definitions are provided for respec 

tive terms as used herein: 
0023. A “stereoscopic” display is a display configured for 
use by both eyes of a user, and to display a scene having 
perceived depth as well as length and width. 
0024. Accommodation' is an action by an eye to focus, in 
which the eye changes the shape of its crystalline lens as 
required to “see’ objects sharply at different distances from 
the eye. 
0025 “Convergence” is an action by the eyes to rotate in 
their sockets in a coordinated manner to cause their respective 
visual axes to intersect at or on an object at a particular 
distance in 3-D space. 
0026. An “accommodation cue' is a visual stimulus (e.g., 
blurred image) that is perceived by a viewer to represent an 
abnormal accommodation condition and that, when so per 
ceived, urges the eyes to correct the accommodation condi 
tion by making a corresponding accommodation change. 
0027. A “convergence cue' is a visual stimulus (e.g. bin 
ocular disparity, i.e., slightly shifted image features in a ste 
reoscopic image pair) that is perceived by a viewer to repre 
sent an abnormal convergence condition and that, when so 
perceived, urges the eyes to correct the convergence condition 
by making a corresponding convergence change. 
0028. A “retinal blur cue' is visual stimulus (e.g., blurred 
image) that is perceived by a viewer to represent an out-of 
focus condition and that, when so perceived, provides the 
eyes information for depth judgment and may urge the eyes to 
correct the accommodation condition by making a corre 
sponding change. (Note, the eyes do not necessarily make 
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accommodation change, in many cases the retinal blur cue 
provides a sense of how far the appeared blurred object is 
from in-focus objects.) 
0029 Normally, a combination of an accommodation cue 
and a retinal blur cue provides a “focus cue' used by a per 
son's eyes and brain to sense and establish good focus of 
respective objects at different distances from the eyes, 
thereby providing good depth perception and visual acuity. 
0030. An “addressable' parameter is a parameter that is 
controlled or changed by input of data and/or command(s). 
Addressing the parameter can be manual (performed by a 
person using a “user interface') or performed by machine 
(e.g., a computer or electronic controller). Addressable also 
applies to the one or more operating modes of the Subject 
displays. Upon addressing a desired mode, one or more oper 
ating parameters of the mode are also addressable. 
0031. An “accommodation cue' is a stimulus (usually an 
image) that stimulates the eye(s) to change or adjust its or 
their accommodation distance. 
0032. A “see-through’’ display allows a user to receive 
light from the real world, situated outside the display, wherein 
the light passes through the display to the user's eyes. Mean 
while, the user also receives light corresponding to one or 
more virtual objects rendered by the display and superim 
posed by the display on the image of the real world. 
0033. A “virtual object' is not an actual object in the real 
world but rather is in the form of an image artificially pro 
duced by the display and Superimposed on the perceived 
image of the real world. The virtual object may be perceived 
by the eyes as being an actual real-world object, but it nor 
mally does not have a co-existing material counterpart, in 
contrast to a real object. 
0034. An “added-image source' is any of various 2-D 
devices that are addressable to produce a light pattern corre 
sponding to at least one virtual object Superimposed by the 
display on the real-world view, as perceived by the user of the 
display. In many embodiments the added-image source is a 
“micro-display comprising an X-Y array of multiple light 
producing pixels that, when addressed, collectively produce a 
light pattern. Other candidate added-image sources include, 
but are not limited to, digital micro-mirror devices (DMDs) 
and ferroelectric liquid-crystal-on-silicon (FLCOS) devices. 
0035. For producing accommodation cues, the displays 
address focal distances in at least two possible operational 
modes. One mode involves a single but variable-distance 
focal plane, and the other mode involves multiple focal planes 
at respective distances. The latter mode addresses the active 
optical element and a 2-D virtual-image source in a time 
sequential manner. Compared to a conventional time-multi 
plexed RSD that depends upon pixel-by-pixel rendering, the 
presenting of multiple full-color 2D images by a subject 
display from a 2-D added-image source in a time-sequential, 
image-by-image manner Substantially reduces the address 
speed (from MHz to approximately 100 Hz) required for 
addressing all the pixels and the active-optical element(s). As 
the response speed of the active-optical element is increased 
(e.g., from about 75 ms to less than 10 ms), the efficiency of 
the display is correspondingly increased. 
0036. The foregoing and additional advantages and fea 
tures of the invention will be more apparent from the follow 
ing detailed description, which proceeds with reference to the 
accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0037 FIG. 1 is a schematic diagram of a display according 
to a first representative embodiment. The depicted display can 
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be used as either a monocular or binocular display, the latter 
requiring an additional assembly as shown for a user's second 
eye (not shown). 
0038 FIGS. 2(a)-2(d) depict respective binocular viewing 
situations, including real-world (FIG. 2(a)), use of a conven 
tional stereoscopic display (FIG. 2(b)), use of the embodi 
ment for near convergence and accommodation (FIG. 2(c)), 
and use of the embodiment for far convergence and accom 
modation (FIG. 2(d)). 
0039 FIG. 2(e) is a perspective depiction of operation in a 
multi-focal-plane mode. In this example, there are two select 
able focal planes. 
0040 FIG. 3 is an unfolded optical diagram of the display 
of FIG. 1. 
0041 FIG. 4(a) is a plot of the optical power of the liquid 
lens used in Example 1, as a function of applied Voltages. 
0042 FIG. 4(b) is a plot of the accommodation cue pro 
duced by the display of Example 1, as a function of the 
Voltage applied to the liquid lens. 
0043 FIGS. 5(a)-5(c) are respective images captured by a 
camcorder fitted to a display operating in the variable-single 
focus-plane mode, showing the change in focus of a virtual 
torus achieved by changing the Voltage applied to the liquid 
lens. 
0044 FIGS. 6(a)-6(d) are respective images of a simple 
mixed-reality application of a display operating in the Vari 
able-single-focus-plane mode. Sharp images of the COKE 
can (virtual object) and coffee cup (real world) were obtained 
whenever the accommodation cue was matched to actual 
distance (rendered “depth' of the can is 40 cm in FIGS. 6(a) 
and 6(b) and 100 cm in FIGS. 6(c) and 6(d)), and the camera 
obtaining the images was focused at 40 cm in FIGS. 6(a) and 
6(d) and at 100 cm in FIGS. 6(b) and 6(c). 
0045 FIGS. 7(a)-7(b) are plots of a square-wave signal for 
driving the liquid lens of a display operating in the multi 
focal-plane mode (FIG. 7(a)) and the resulting rendering of 
the virtual object (FIG. 7(b)). In this example, the liquid lens 
is fast-switched between two selected driving Voltages as 
separate image frames are displayed sequentially in a syn 
chronous manner. 
0046 FIG. 8 is a plot of the time response of two liquid 
lenses. 
0047 FIG.9(a) is a schematic optical diagram of a display 
according to the second representative embodiment. 
0048 FIG. 9(b) is a plot of the focus cue (Z) as a function 
of voltage (U) applied to the liquid lens of the second repre 
sentative embodiment. 
0049 FIG. 10(a) is a time plot of an exemplary square 
wave of Voltage applied to the liquid lens in the second rep 
resentative embodiment, with fast switching between 49 and 
37V, so as to time-multiplex the focal planes at 1D and 6D, 
respectively, in the second representative embodiment. 
0050 FIG.10(b) is a time plot of an exemplary rendering 
and display of images (Frame I and Frame II) of an object 
(torus) synchronously with energization of the liquid lens in 
the second representative embodiment. The accompanying 
Frame I shows the Superposition of a sphere and a mask for a 
torus in front of the sphere. Frame II is a full image of the 
torus, with the sphere masked out. 
0051 FIG.10(c) is a time plot of a square wave, synchro 
nous with energization of the liquid lens, including respective 
blank frames per cycle. 
0052 FIGS. 11(a) and 11(b) depict exemplary results of 
the display of the second representative embodiment operat 
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ing at 37.5 Hz in the multi-focal-plane mode, according to the 
lens-driving scheme of FIGS. 10(a)-10(b). In FIG. 11(a), 
when the camera was focused at the bar target at 6D, the torus 
(rendered at 6D) appears to be in focus while the sphere is 
blurred. FIG.11(b) shows an image in which the camera was 
focused on the sphere at 1D, causing the sphere to appear in 
Substantial focus. 
0053 FIGS. 11(c) and 11(d) show operation of the display 
of the second representative embodiment according to the 
rendering scheme of FIG.10(c), producing better focus cues. 
0054 FIG. 12 is a control diagram of a variable-focus 
gaZe-contingent display including real-time POG (point of 
gaze) tracking and DOF (depth of focus) rendering, in the 
third representative embodiment operating in the single-vari 
able-focal-plane mode. 
0055 FIG. 13 is a schematic diagram of the eye-tracking 
as used in the third representative embodiment, wherein a pair 
of monocular trackers was used to triangulate the conver 
gence point using respective lines of sight of a user's eyes. 
0056 FIGS. 14(a)-14(f) are example results obtained with 
the third representative embodiment configured as a VF-GCD 
(variable-focus gaze-contingent display). FIG. 14(a) is a ren 
dered image of a virtual scene (rabbits) obtained using a 
standard pin-hole camera. FIG. 14(b) is a virtual image post 
processed by applying a blur filter. FIGS. 14(c) and 14(e) are 
degree-of-blur maps of the virtual scene with the eye focused 
at 3D and 1D, respectively. FIGS. 14(d) and 14(f) are final 
rendered images of the 3-D scene with corresponding focus 
cues when the eye is focused at 3D and 1D, respectively. 
0057 FIGS. 15(a)-15(d) are example results obtained 
with the third representative embodiment configured as a 
VC-GCD. FIG. 15(a) is a plot of eye-tracked convergence 
distances versus time. FIG. 15(b) is a real-time rendering of 
focus cues while tracking the convergence distance. FIGS. 
15(c) and 15(d) are optical see-through images of the VC 
GCD captured with a camera, placed at the eye-pupil posi 
tion, focused at 3D and 1D, respectively, while the optical 
power of the liquid lens was updated accordingly to match the 
focal distance of the display with the convergence distance. 
0.058 FIG. 16 is a schematic diagram of a depth-fused 
display operating in the multi-focal-plane mode, as described 
in the fourth representative embodiment. Pixels on the front 
(A) and back (B) focal planes are located at Z and Z, respec 
tively, from the eye, and the fused pixel (C) is located at Z 
(Z-Z-Z). All distances are in dioptric units. 
0059 FIG. 17(a) is a plot of modulation transfer functions 
(MTF) of a depth-fused display (operating in the multi-focal 
plane mode as described in the fourth representative embodi 
ment) as a function of dioptric spacings of 0.2D, 0.4D, 0.6D, 
0.8D, and 1.0D. MTF of an ideal viewing condition is plotted 
as a dashed line. Also included are plots of defocused MTFs 
(+0.3D) and (-0.3D). 
0060 FIG. 17(b) is a plot of MTFs as a function of accom 
modations with Z=1.3, 1.2, 1.1, 1.0, 0.9, 0.8, 0.7D, obtained 
with the fourth representative embodiment. The medial focal 
plane is set up at 1D and the luminance ratio is L/L-0.5. 
0061 FIGS. 18(a)-18(I) are simulated retinal images of a 
Snellen E target in a display operated in the depth-fused 
multi-focal-plane mode, as described in the fourth represen 
tative embodiment, with Z=1.3D, Z, 0.7D, and w=0.5. The 
accommodation distances are Z=1.3D in FIGS. 18(a), 18(d), 
18(g), and 18(f); Z=1.0D in FIGS. 18(b), 18(e), 18(h), and 
18(k); and Z=0.7D in FIGS. 18(c), 18(f), 18(i), and 18(I), 
respectively. The target spatial frequencies are V-2 cpd in 
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FIGS. 18(a), 18(b), and 18(c): v-5 cpd in FIGS. 18(d), 18(e), 
and 18(f); V=10 cpd in FIGS. 18(g), 18(h), and 18(i); and 
v=30 cpd in FIGS. 18(f), 18(k), and 18(I), respectively. The 
sizes of the images are proportional to the relative sizes as 
viewed on the retina. 
0062 FIG. 19 provides plots of simulated filter curves of 
accommodation cue versus depth, obtained with the fourth 
representative embodiment. For a six-focal-plane display 
operating as a DFD, with Z=3D, ZOD, and AZ 0.6D. 
0063 FIGS. 200a)-20(d) show simulated retinal images, 
obtained as described in the fourth representative embodi 
ment, of a 3-D scene through a six-focal-plane DFD display 
with depth-weighted non-linear fusing functions as given in 
Eq. (11), as well as the box filter (FIG. 200b)), linear filter 
(FIG.20(c)), and non-linear filter (FIG.20(c)) shown in FIG. 
19. FIG. 200a) is a depth map of the scene rendered by 
shaders. 
0064 FIGS. 21(a)-21(g) are comparative plots of MTFs in 
a dual-focal-plane DFD display using liner and non-linear 
depth-weighted fusing functions, respectively. Front and 
back focal planes are assumed at Z=1.8D and Z=1.2D, 
respectively. Accommodation distance is Z=1.8D (FIG. 
21(a)), 1.7D (FIG. 21(b)), 1.6D (FIG. 21(c)), 1.5D (FIG. 
21(d)), 1.4D (FIG. 21(e), 1.3D (FIG. 21(f)), and 1.2D (FIG. 
21(g)), respectively. 
0065 FIG.22 is a schematic diagram of the experimental 
setup used in the depth-judgment Subjective evaluations. 
0066 FIG. 23 is a bar graph of average error rate and 
Subjective ranking on depth perception by all subjects under 
the viewing condition without presenting real reference tar 
gets (case A), as described in the Subjective evaluations. 
0067 FIG. 24 is a plot of mean perceived depths among 
ten Subjects as a function of accommodation cues rendered by 
the display operating in the variable-single-focal-plane 
mode, as described in the Subjective evaluations. 
0068 FIG. 25 is a plot of averaged rankings on depth 
perception when the real target reference was not presented 
(solid bar) and when the real target reference was presented 
(hatched bar), as described in the subjective evaluations. 
0069 FIG. 26 is a plot of objective measurements of the 
accommodative responses to the accommodation cues pre 
sented by the see-through display, as described in the Subjec 
tive evaluations. 
0070 FIG. 27 is a schematic diagram showing the first 
representative embodiment configured for use as a head 
mounted display. 
0071 FIG. 28 is a schematic diagram of the first represen 

tative embodiment including driving electronics, controller, 
and user interface. 
0072 FIG. 29 is similar to FIG. 28, but depicting a bin 
ocular display. 

DETAILED DESCRIPTION 

0073. The following disclosure is presented in the context 
of representative embodiments that are not to be construed as 
being limiting in any way. This disclosure is directed toward 
all novel and non-obvious features and aspects of the various 
disclosed embodiments, alone and in various combinations 
and sub-combinations with one another. The disclosed meth 
ods, apparatus, and systems are not limited to any specific 
aspector feature or combination thereof, nor do the disclosed 
embodiments require that any one or more specific advan 
tages be present or problems be solved. 
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0074 Although the operations of the disclosed methods 
are described in a particular, sequential order for convenient 
presentation, it should be understood that this manner of 
description encompasses rearrangement of the operations, 
unless a particular ordering is required by specific language 
set forth below. For example, operations described sequen 
tially may in Some cases be rearranged or performed concur 
rently. Moreover, for the sake of simplicity, the attached fig 
ures may not show the various ways in which the disclosed 
systems, methods, and apparatus can be used in conjunction 
with other things and methods. 
0075. The following explanations ofterms are provided to 
better describe the present disclosure and to guide those of 
ordinary skill in the art in the practice of the present disclo 
SUC. 

0076. This disclosure sometimes uses terms like “pro 
duce.” “generate.” “select,” “receive,” “exhibit,” and “pro 
vide” to describe the disclosed methods. These terms are 
high-level abstractions of the actual operations that are per 
formed. The actual operations that correspond to these terms 
may vary depending on the particular implementation and are 
readily discernible by one of ordinary skill in the art. 
(0077. The singular forms “a,” “an,” and “the include the 
plural forms unless the context clearly dictates otherwise. The 
term “includes’ means "comprises.” Unless the context dic 
tates otherwise, the term "coupled' means mechanically, 
electrically, or electromagnetically connected or linked and 
includes both direct connections or direct links and indirect 
connections or indirect links through one or more intermedi 
ate elements not affecting the intended operation of the 
described system. 
0078 Certain terms may be used such as “up,” “down.” 
“upper,” “lower,” and the like. These terms are used, where 
applicable, to provide some clarity of description when deal 
ing with relative relationships. But, these terms are not 
intended to imply absolute relationships, positions, and/or 
orientations. 
(0079. The term “or” refers to a single element of stated 
alternative elements or a combination of two or more ele 
ments, unless the context clearly indicates otherwise. 
0080 Unless explained otherwise, all technical and scien 

tific terms used herein have the same meaning as commonly 
understood to one of ordinary skill in the art to which this 
disclosure belongs. Although methods and materials similar 
or equivalent to those described herein can be used in the 
practice or testing of the present disclosure, Suitable methods 
and materials are described below. The materials, methods, 
and examples are illustrative only and not intended to be 
limiting. Other features of the disclosure are apparent from 
the following detailed description and the claims. 
I0081. Unless otherwise indicated, all numbers expressing 
quantities of components, percentages, temperatures, times, 
and so forth, as used in the specification or claims are to be 
understood as being modified by the term “about' or 
“approximately.” Accordingly, unless otherwise indicated, 
implicitly or explicitly, the numerical parameters set forth are 
approximations that may depend on the desired properties 
sought and/or limits of detection under standard test condi 
tions/methods. When directly and explicitly distinguishing 
embodiments from discussed prior art, the embodiment num 
bers are not approximates unless the word “about is recited. 
I0082. The various embodiments of displays address mul 
tiple focal planes in an optical see-through display. A particu 
larly desirable display configuration is head-mountable; how 
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ever, head-mountability is not a mandatory feature. For 
example, contemplated as being within the scope of the 
invention are displays relative to which a viewer simply 
places his or her head or at least his or her eyes. The displays 
include binocular (intended and configured for use with both 
eyes) as well as monocular displays (intended and configured 
for use with one eye). 
0083. Each of the various embodiments of displays 
described herein comprises an active-optical element that can 
change its focal length by application of an appropriate elec 
trical stimulus (e.g., Voltage) or command. An active-optical 
element can be refractive (e.g., a lens) or reflective (e.g., a 
mirror). 
0084. A practical active-optical element in this regard is a 
so-called “liquid lens.’ A liquid lens operates according to the 
electrowetting phenomenon, and can exhibit a wide range of 
optical power. Electrowetting is exemplified by placement of 
a small Volume (e.g., a drop) of water on an electrically 
conductive substrate, wherein the water is covered by a thin 
layer of an electrical insulator. A Voltage applied to the Sub 
strate modifies the contact angle of the liquid drop relative to 
the substrate. Currently available liquid lenses actually com 
prise two liquids having the same density. One liquid is an 
electrical insulator while the other liquid (water) is electri 
cally conductive. The liquids are not miscible with each other 
but contact each other at a liquid-liquid interface. Changing 
the applied Voltage causes a corresponding change in curva 
ture of the liquid-liquid interface, which in turn changes the 
focal length of the lens. One commercial source of liquid 
lenses is Varioptic, Inc., Lyon, France. In one example 
embodiment the respective liquid lens exhibits an optical 
power ranging from -5 to +20 diopters (-5D to 20D) by 
applying an AC Voltage ranging from 32 V, to 60 V, 
respectively. Such a lens is capable of dynamically control 
ling the focal distance of a light pattern produced by a 2-D 
micro-display from infinity to as close as the near point of the 
eye. 

First Representative Embodiment 
0085. A representative embodiment of a stereoscopic dis 
play 10 is shown in FIG. 1, which depicts half of a binocular 
display. The depicted display 10 is used with one eye while 
the other half (not shown) is used with the viewer's other eye. 
The two halves arc normally configured as mirror images of 
each other. The display 10 is configured as an optical see 
through (OST) head-mounted display (HMD) having mul 
tiple addressable focal planes. “See-through” means the user 
sees through the display to the real world beyond the display. 
Superimposed on the image of the real world, as seen through 
the display, is one or more virtual objects formed and placed 
by the display. 
I0086. The display 10 comprises a 2-D micro-display 12 
(termed herein an “added-image source”), a focusing lens 14, 
a beam-splitter (BS) 16, and a condensing (e.g., concave 
spherical) mirror 18. The added-image source 12 generates a 
light pattern intended to be added, as an image, to the view of 
the “real world' being perceived by a user wearing or other 
wise using the display 10. 
0087 To illustrate generally the operation of the display 
10, reference is made to FIGS. 2(a)-2(d). FIG. 2(a) depicts 
normal viewing of the real world; FIG. 2(b) depicts viewing 
using a conventional stereoscopic display; and FIGS. 2(c) and 
2(d) depict viewing using this embodiment. For simplicity, 
only two objects (configured as boxes) located near (Box A) 
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and far (Box B) are shown. In the real-worldviewing situation 
(FIG. 2(a)), the eyes alternatingly adjust focus between near 
and far distances while natural focus cues are maintained. As 
used herein, "distance' is outward along the optical axis of 
the display, as measured from the exit pupil of the eye. The 
accommodation and convergence distances are normally 
coupled to each other, and an object out of the current focal 
distance will appear blurred, as indicated by the simulated 
retinal images in the inset to the right. In a conventional 
Stereoscopic display (FIG. 2(b)), assuming the image plane is 
fixed at a far distance, converging at the near distance will 
cause an unnatural conflict between convergence and accom 
modation, causing both rendered boxes to appear either in 
focus or blurred as the eyes accommodate at the far or near 
distance, respectively. This situation yields incorrect focus 
cues as shown in the corresponding inset images in FIG. 2(b). 
In contrast, the Subject display 10 approximates the viewing 
condition of the real world, as shown in FIGS. 2(c) and 2Cd). 
When the eyes converge at the near distance (Box A), the 
display's image plane is moved to the near distance accord 
ingly, thereby rendering Box A in focus and rendering Box B 
with appropriate blur. When the eyes converge at the far 
distance (Box B), the image plane is translated to the far 
distance, thereby rendering BoxB in focus and rendering Box 
A with appropriate blur. Therefore, the retinal images shown 
in the insets of FIGS. 2(c) and 2Cd) simulate those of the real 
world situation by concurrently adjusting the focal distance 
of the display to match with the user's convergence distance 
and rendering retinal blur cues in the scene according to the 
current focal status of the eyes. 
I0088. The focusing lens 14 is drawn as a singlet in FIG. 1, 
but it actually comprises, in this embodiment, an “accommo 
dation lens” (i.e., the liquid lens) 14a with variable optical 
power d, and an objective lens 14b having a constant optical 
power did. The two lenses 14a, 14b form an intermediate 
image 20 of the light pattern produced by the added-image 
source 12 on the left side of the mirror 18. (The objective lens 
provides most of the optical power and aberration control for 
forming this intermediate image.) The liquid lens 14a is opti 
cally conjugate to the entrance pupil of the eye 15, which 
allows accommodative changes made by the eye 15 to be 
adaptively compensated by optical-power changes of the liq 
uid lens. The mirror 18 relays the intermediate image 20 
toward the viewer's eye through the beam-splitter 16. Since 
the liquid lens 14a is the limiting aperture of the display 
optics, it desirably is placed at the center of curvature (Os) 
of the mirror 18 so that a conjugate exit pupil is formed 
through the beam-splitter 16. The viewer, by positioning an 
eye 15 at the conjugate exit pupil, sees both the added image 
of the light pattern produced by the added-image source 12 
and an image of the real world through the beam-splitter 16. 
Indicated by the dashed and solid lines, respectively, as the 
accommodation lens 14a changes its optical power from high 
(I) to low (II), the intermediate image 20 produced by the 
accommodation lens is displaced toward (I) or away from 
(II), respectively, the focal plane (f) of the mirror 18. 
Correspondingly, the added image is formed either far (I") or 
close (II"), or in between, to the eye 15. Since the liquid lens 
34a is located optically conjugate to the entrance pupil, any 
change in power produced by the liquid lens does not change 
the apparent field of view. 
I0089. Thus, the two lenses 14a, 14b together form an 
intermediate image of the light pattern produced by the 
added-image source 12, and the mirror 18 relays and directs 
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the intermediate image toward the viewer's eye via the beam 
splitter 16. The minor 18 is configured to ensure a conjugate 
exit pupil is formed at the eye of a person using the display 10. 
By placing the eye at the conjugate pupil position, the viewer 
sees both the image of the light pattern produced by the 
added-image source 12 and a view of the real world. Although 
the minor 18 in this embodiment is spherically concave, it will 
be understood that it alternatively could be aspherical-con 
CaV. 

0090. In certain alternative configurations, the minor 18 
can be omitted. The main benefit of the mirroris its ability to 
fold the optical pathway and provide a compact optical sys 
tem in the display. In certain situations such compactness may 
not be necessary. 
0091. The accommodation lens 14a is a liquid lens in this 
embodiment, which is an example of a refractive active 
optical element. It will be understood that any of several other 
types of refractive active-optical elements can alternatively 
be used, such as but not limited to a liquid-crystal lens. Fur 
ther alternatively, the accommodation lens can be a reflective 
active-optical element. Such as an actively deformable mirror. 
In other words, any of various optical elements can be used 
that have the capability of changing their focal length upon 
being addressed (i.e., upon command). 
0092 Based on first-order optics and use of a liquid lens as 
an active-optical element, the accommodation cue, d, of the 
display 10 (i.e., the distance from the eye 15 to the image 
plane of the virtual object produced by the added-image 
source 12) is determined by: 

- itR (1) 

where d=db+d-dbdD it is the combined optical power of 
the focusing lens, t is the axial separation between the objec 
tive lens 14b and the accommodation lens 14a, it is the axial 
distance from the 2-D added-image source 12 to the focusing 
lens 14, and R is the radius of curvature of the mirror 18. All 
distances are defined by the sign convention in optical 
designs. 
0093. This display 10 has multiple addressable focal 
planes for improved depth perceptions. Similarly to the 
accommodative ability of the crystalline lens in the human 
visual system, the liquid lens 14a or other refractive active 
optical element provides an addressable accommodation cue 
that ranges from infinity to as close as the near-point of the 
eye. Unlike mechanical focusing methods, and unlike retinal 
scanning displays (RSDS) based on reflective deformable 
membrane mirrors (DMMs), the transmissive nature of the 
liquid lens 14a or other refractive active-optical element 
allows for a compact and practical display that has Substan 
tially no moving mechanical parts and that does not compro 
mise the accommodation range. FIG. 3 shows the unfolded 
optical path of the schematic diagram in FIG. 1. 
0094) Focus cues are addressable with this embodiment in 
at least one of two modes. One mode is a variable-single 
focal-plane mode, and the other in a time-multiplexed multi 
focal-plane mode. In the variable-single-focal-plane mode, 
the accommodation cue of a displayed virtual object is con 
tinuously addressed from far to near distances and vice versa. 
Thus, the accommodation cue provided by a virtual object 
can be arbitrarily manipulated in a viewed 3-D world. In the 
time-multiplexed multi-focal-plane mode, the active-optical 
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element, operating synchronously with graphics hardware 
and Software driving the added-image source, is driven time 
sequentially to render both accommodation and retinal blur 
cues for virtual objects at different depths. In comparison to 
the conventional time-multiplexed RSD approach using indi 
vidually addressable pixels, use in this embodiment of the 
2-D added-image source to render multiple full-color 2-D 
images on a frame-sequential basis Substantially eliminates 
any requirement for high addressing speeds. 
0.095. This embodiment is head-mountable, as shown, for 
example, in FIG. 27, in which the dashed line indicates a 
housing and head-band for the display. 
0096 FIG. 1 depicts a monocular display, used with one of 
a person's eyes. The monocular display is also shown in FIG. 
28, which also depicts driving electronics connected to the 
“microdisplay' (added-image source), and a controller con 
nected to the active-optical element. As described in more 
detail below, also shown is a “user interface' that is manipu 
lated by the user. The driving electronics, controller, and user 
interface are shown connected to a computer, but it will be 
understood that the controller can be used for top-level con 
trol without having also to use a computer. A corresponding 
binocular display is shown in FIG. 29. 

EXAMPLE 1. 

0097. In this example a monocular display was con 
structed, in which the accommodation lens 14a was a liquid 
lens (Arctic 320” manufactured by Varioptic, Inc., Lyon, 
France) having a variable optical power from -5 to +20 diopt 
ers by applying an AC voltage from 32 V, to 60 V, 
respectively. The liquid lens 14a, having a clearaperture of 3 
mm, was coupled to an objective lens 14b having an 18-mm 
focal length. The source of images to be placed in a viewed 
portion of the real world was an organic-LED. full-color, 2-D 
added-image source ("micro-display. 0.59 inches square) 
having 800x600 pixels and a refresh rate of up to 85 Hz 
(manufactured by eMagin, Inc., Bellevue, Wash.). The mirror 
18 was spherically concave, with a 70-mm radius of curvature 
and a 35-mm clearaperture. Based on these parametric com 
binations, the display had an exit-pupil diameter of 3 mm, an 
eye-relief of 20 mm, a diagonal field of view (FOV) of about 
28, and an angular resolution of 1.7 arcmins. The 28° FOV 
was derived by accounting for the chief-ray angle in the image 
Space. 
0.098 FIG. 4(a) is an exemplary plot of the optical power 
of the liquid lens 14a of this example as a function of applied 
Voltages. The curve was prepared by entering specifications 
of the liquid lens 14a, under different driving Voltages, into an 
optical-design software, CODE V (http://www.opticalres. 
com). Two examples are shown in FIG. 4(a). At 38 V, of 
applied Voltage, the liquid lens 14a produced 0 diopter of 
optical power, as indicated by the planarity of the liquid 
interface (lower inset). At 49 V, the liquid lens 14a pro 
duced 10.5 diopters of optical power, as indicated by the 
strongly curved liquid interface (upper inset). 
0099 Based on the parametric selections in this example 
and on Eq. (1), FIG. 4(b) is a plot of the accommodation cue 
produced by the display as a function of the Voltage applied to 
the liquid lens 14a. As denoted by two Solid-triangular mark 
ers in FIG. 4(b), driving the liquid lens at 38V, and 49 V, 
produced accommodation cues at 6 diopters and 1 diopter, 
respectively. Changing the applied Voltage of 32 V, to 51 
V, changed the accommodation cue of the display from 
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12.5 cm (8 diopters) to infinity (O diopter), respectively, 
thereby covering almost the entire accommodative range of 
the human visual system. 
0100. As indicated by FIGS. 4(a)-4(b), addressing the 
accommodation cue being produced by the display is 
achieved by addressing the liquid lens 14a. I.e., addressing 
the optical power of the liquid lens 14a addresses the corre 
sponding accommodation cue produced by the display. The 
display 10 can be operated in at least one of two modes: 
variable-single-focal-plane mode and time-multiplexed 
multi-focal-plane mode. The variable single-focal-plane 
mode meets specific application needs, for instance, match 
ing the accommodation cue of virtual and real objects in 
mixed and augmented realities. 
0101. In the multi-focal plane mode, the liquid lens 14a is 
fast-switched among between multiple discrete driving Volt 
ages to provide multiple respective focal distances, such as I" 
and II" in FIG. 1, in a time-sequential manner. Synchronized 
with this switching of the focal-plane, the electronics used for 
driving the 2-D added-image source 12 are updated as 
required to render the added virtual object(s) at distances 
corresponding to the rendered focus cues of the display 10. 
The faster the response speed of the liquid lens 14a and the 
higher the refresh rate of the added-image source 12, the more 
focal planes that can be presented to the viewer at a Substan 
tially flicker-free rate. 
0102 FIG. 2(e) is a perspective view of the display of this 
embodiment used in the multi-focal-plane mode, more spe 
cifically a dual-focal-plane mode. The liquid lens is switched 
between two discrete operating Voltages to provide two focal 
planes FPI and FPII. The eye perceives these two focal planes 
at respective distances Z and Z. The added images are similar 
to those shown in the insets in FIGS. 10(a) and 10(b), dis 
cussed later below. 
0103) In the multi-focal-plane mode, the dioptric spacing 
between adjacent focal planes and the overall range of accom 
modation cues can be controlled by changing the Voltages 
applied to the liquid lens 14a. Switching among various 
multi-focal-plane settings, or between the variable-single 
focal-plane mode and the multi-focal-plane mode, does not 
require any hardware modifications. These distinctive capa 
bilities provide a flexible management of focus cues suited for 
a variety of applications, which may involve focal planes 
spanning a wide depth range or dense focal planes within a 
relatively smaller depth range for better accuracy. 
0104 Certain embodiments are operable in a mode that is 
essentially a combination of both operating modes Summa 
rized above. 

Variable-Single-Focal-Plane Mode 

0105 Operating the system under the variable-single-fo 
cal-plane mode allows for the dynamic rendering of accom 
modation cues which may vary with the viewer's position of 
interest in the viewing Volume. Operation in this mode usu 
ally requires some form of feedback and thus some form of 
feedback control. The feedback control need not be auto 
matic. The feedback can be generated by a user using the 
display and responding to accommodation and/or conver 
gence cues provided by the display and feeding back his 
responses using a user interface. Alternatively, the feedback 
can be produced using sensors producing data that are fed to 
a computer or processor controlling the display. A user inter 
face also typically requires a computer or processor to inter 
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pret commands from the interface and produce corresponding 
address commands for the active-optical element. 
0106. In this mode the added-image source 12 produces a 
light pattern corresponding to a desired image to be added, as 
a virtual object, to the real-world view being produced by the 
display 10. Meanwhile, the voltage applied to the liquid lens 
14a is dynamically adjusted to focus the added image of the 
light pattern at different focal distances, from infinity to as 
close as the near point of the eye, in the real-worldview. This 
dynamic adjustment can be achieved using a “user interface.” 
which in this context is a device manipulated by a user to 
produce and input data and/or commands to the display. An 
example command is the particular depth at which the user 
would like the added image placed in the real-worldview. The 
image of the light pattern produced by the added-image 
source 12 is thus contributed, at the desired depth, to the view 
of the “real world being provided by the display 10. Another 
user interface is a 3-D eye-tracker, for example, that is 
capable of tracking the convergence point of the left and right 
eyes in 3-D space. A hand-held device offers easy and robust 
control of slowly changing points of interest, but usually lacks 
the ability to respond to rapidly updating points of interest at 
a pace comparable to the speed of moderate eye movements. 
An eye-tracker interface, which may be applicable for images 
of virtual objects graphically rendered with the depth-of-field 
effects, enables synchronous action between the focus cues of 
the virtual images and the viewer's eye movements. In various 
experiments we adopted a hand-held device, e.g., “Space 
Traveler' (3DConnexion, Inc., Fremont, Calif.) for manipu 
lating accommodation cues of the display in 3-D space. 
0107 The variable-single-focal-plane mode meets spe 
cific application needs, such as Substantially matching the 
accommodation cues of virtual and real objects in mixed and 
augmented realities being perceived by the user of the display. 
The accommodation and/or focus cues can be pre-pro 
grammed, if desired, to animate the virtual object to move in 
3-D space, as perceived by the user. 
0108. To demonstrate the addressability of focus cues in 
the variable-single-focal-plane mode, three bar-type resolu 
tion targets were placed along the visual axis of an actually 
constructed display. The targets served as references to the 
virtual image with variable focus cues. As shown on the left 
side of each sub-image in FIGS. 5(a)-5(c), the bar targets 
were placed at 16 cm (largest target), 33 cm (mid-sized tar 
get), and 100 cm (Smallest target), respectively, away from the 
exit pupil of the display (i.e., the eye position). The periods of 
the bar targets were inversely proportional to their respective 
distances from the eye so that the Subtended angular resolu 
tion of the grating remained constant among all targets. A 
digital camcorder, with which the images in FIGS. 5(a)-5(d) 
were obtained, was situated at the eye position. 
0109 The added-image source 12 was addressed to pro 
duce an image of a torus and to place the image of the torus 
Successively, at a constant rate of change, along the visual axis 
of the display at 16 cm, 33 cm, and 100 cm from the eye, or in 
reverse order. Meanwhile, the voltage applied to the liquid 
lens 14a was changed synchronously with the rate of change 
of the distance of the virtual torus from the eye. By varying the 
Voltage between 38 V, and 49 V, the accommodation cue 
of the displayed torus image was varied correspondingly from 
6 diopters to 1 diopter. 
0110 Meanwhile, the digital camcorder captured the 
images shown in FIGS. 5(a)-5(c). Comparing these figures, 
the virtual torus in FIG. 5(a) only appears in focus whenever 
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the Voltage applied to the liquid lens was 38 V, (note, the 
camcorder in FIG. 5(a) was constantly focused at 16 cm, or 6 
diopters, distance). Similarly, the virtual torus in each of 
FIGS. 5(b) and 5(c) only appears in focus whenever the 
driving Voltage was 45 V, and 49 V, respectively. These 
images clearly demonstrate the change of accommodation 
cue provided by the virtual object. 
0111 FIGS. 6(a)-6(d) shows a simple mixed-reality appli 
cation in the variable-single-focal-plane mode. The real scene 
is of two actual coffee mugs, one located 40 cm from the 
viewer and the other located 100 cm from the viewer (exit 
pupil). The virtual image was of a COKER) can rendered at 
two different depths, 40 cm and 100 cm, respectively. A 
digital camera placed at the exit pupil served as the “eye.” In 
FIG. 6(a) the digital camera was focused on the mug at 40 cm 
while the liquid lens was driven (at 49 V) to render the can 
at a matching depth of 40 cm. Whenever the accommodation 
cue was matched to actual distance, a sharp image of the can 
was perceived. In FIG. 6(b) the digital camera was focused on 
the mug at 100 cm while the liquid lens was driven (at 49 
V.) to render the can at a depth of 40 cm. The resulting 
mismatch of accommodation cue to actual distance produced 
a blurred image of the can. In FIG. 6(c) the camera was 
focused on the mug at 100 cm while the liquid lens was driven 
(at 46 V) to render the can at a depth of 100 cm. The 
resulting match of accommodation cue to actual distance 
yielded a sharp image of the can. In FIG. 6(d) the camera was 
focused on the mug at 40 cm while the liquid lens was driven 
(at 46 V) to render the can at a depth of 100 cm. The 
resulting mismatch of accommodation cue to actual distance 
produced a blurred image of the can. Thus, by applying 46 
V, or 49 V, respectively, to the liquid lens, the virtual 
image of the COKE can appeared realistically (in good focus) 
with the two mugs at a near and far distance, respectively. In 
this example, while a user is interacting with the virtual 
object, the focusing cue may be dynamically modified to 
match its physical distance to the user, yielding a realistic 
augmentation of a virtual object or scene with a real Scene. 
Thus, accurate depth perceptions are produced in an aug 
mented reality application. 
0112 A series of focus cues can be pre-preprogrammed to 
animate a virtual object in the real-world view to move 
Smoothly in the view in three-dimensional space. 

Multi-Focal-Plane Mode 

0113 Although the variable-single-focal-plane mode is a 
useful mode for many applications, the multi-focal-plane 
mode addresses needs for a true 3-D display, in which depth 
perceptions are not limited by a single or a variable focal 
plane that may need an eye tracker or the like to track a 
viewer's point of interest in a dynamic manner. In other 
words, the multi-focal-plane mode can be used without the 
need for feedback or feedback control. Compared to the volu 
metric displays, a display operating in the multi-focal-plane 
mode balances accuracy of depth perception, practicability 
for device implementation, and accessibility to computa 
tional resources and graphics-rendering techniques. 
0114. In the multi-focal-plane mode, the liquid lens 14a is 
rapidly switched among multiple selectable driving Voltages 
to provide multiple respective focal distances, such as I" and 
II" in FIG. 1, in a time-sequential manner. Synchronously 
with switching of the focal-plane, the pattern produced by the 
added-image source 12 is updated (“refreshed') as required 
to render respective virtual objects at distances approximately 
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matched to the respective accommodation cues being pro 
vided by the display, as produced by the liquid lens 14a. The 
faster the response speed of the liquid lens 14a and the higher 
the refresh rate of the added-image source 12, the greater the 
number of focal planes that can be presented per unit time. 
The presentation rate of focal planes can be sufficiently fast to 
avoid flicker. In the multi-focal-plane mode, the dioptric 
spacing between adjacent focal planes and the overall range 
of accommodation cue can be controlled by changing the 
respective Voltages applied to the liquid lens 14a. This dis 
tinctive capability enables the flexible management of 
accommodation cues as required by a variety of applications 
requiring either focal planes spanning a wide depth range or 
dense focal planes within a relatively smaller depth range for 
better accuracy. 
0115 Use of the display in the time-multiplexed multi 
focal-plane mode is made possible, for example, by using the 
liquid lens 14a as an active-optical element to control the 
accommodation cue. There are a few major differences 
between this mode as used with certain of the displays 
described herein versus the conventional retinal scanning 
display (RSD) technique. Firstly, the subject embodiments of 
the display 10 use a liquid lens 14a (a refractive active-optical 
element), rather than a reflective DMM device. Use of the 
liquid lens 14a provides a compact and practical display 
without compromising the range of accommodation cues. 
Secondly, instead of addressing each pixel individually by a 
laser-scanning mechanism as in the RSD technique, the Sub 
ject embodiments use a 2-D added-image source 12 to gen 
erate and present high-resolution, images (typically in full 
color) in a time-Sequential, image-by-image manner to 
respective focal planes. Consequently, the Subject embodi 
ments do not require the very high addressing speed (at the 
MHz level) conventionally required to render images pixel 
by-pixel. Rather, the addressing speeds of the added-image 
Source 12 and of the active-optical element 14a are substan 
tially reduced to, e.g., the 100-Hz level. In contrast, the pixel 
sequential rendering approach used in a conventional RSD 
system requires MHz operation speeds for both the DMM 
device and the mechanism for scanning multiple laser beams. 
0116 For an example display in a dual-focal-plane mode 
(as an example of a multi-focal-plane mode), the driving 
signal of the liquid lens 14a and an exemplary manner of 
driving the production of virtual objects are shown in FIGS. 
7(a) and 7(b), respectively. Differently from the variable 
single-focal-plane mode, in this mode the liquid lens 14a is 
fast-switched between two selected driving Voltages, as 
shown in FIG. 7(a). Thus, the accommodation cue provided 
by the display 10 is consequently fast-switched between 
selected far and near distances. In synchrony with the signal 
driving the liquid lens 14a, far and near virtual objects are 
rendered on two or more separate image frames and displayed 
sequentially, as shown in FIG. 7(b). The two or more image 
frames can be separated from each other by one or more 
“blank” frames. If the switching rate is sufficiently rapid to 
eliminate “flicker, the blank frames are not significantly 
perceived. To create a substantially flicker-free appearance of 
the virtual objects rendered sequentially at the two depths, the 
added-image source 12 and graphics electronics driving it 
desirably have frame rates that are at least two-times higher 
than their regular counterparts. Also, the liquid lens 14a desir 
ably has a compatible response speed. In general, the maxi 
mally achievable frame rate, f, of a display 10 operating in 
the multi-focal-plane mode is given by: 

- finin (2) 
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where N is the total number of focal planes and f is the 
lowest response speed (in HZ) among the added-image source 
12, the active-optical element 14a, and the electronics driving 
these components. The waveforms in FIGS. 7(a)-7(b) reflect 
operation of all these elements at ideal speed. 

EXAMPLE 2 

0117. In this example, the liquid lens 14a (Varioptic “Arc 
tic 320) was driven by a square wave oscillating between 49 
V, and 38 V, respectively. Meanwhile, the accommoda 
tion cue provided by the display 10 was fast-switched 
between the depths of 100 cm and 16 cm. The period, T, of the 
driving signal was adjustable in the image-rendering pro 
gram. Ideally, T should be set to match the response speed of 
the slowest component in the display 10, which determines 
the frame rate of the display operating in the dual-focal-plane 
mode. For example, if T is set at 200 ms, matching the speed 
(f) of the slowest component in the display 10, the speed of 
the display will be 5 Hz, and the virtual objects at the two 
depths will appear alternatingly to a user of the display. If T is 
set at 20 ms (50 Hz) faster than the slowest component (in one 
example the highest refresh rate of the electronics driving the 
added-image source 12 is 75 Hz), then the virtual objects will 
be rendered at a speed of about f/2=37.5 Hz. In another 
example, the control electronics driving the liquid lens 14a 
allows for a high-speed operational mode, in which the driv 
ing voltage is updated every 600 us to drive the liquid lens. 
The response speed of this liquid lens 14a (shown in FIG. 8 as 
the curve formed with diamond-shaped markers) is approxi 
mately 75 ms. The maximum refresh rate of the added-image 
source 12 is 85 Hz and of the electronics driving it is 75 Hz. 
Hence, in this example the speed at which the liquid lens 14a 
can be driven is the limiting factor regarding the speed of the 
display 10. 
0118. This is shown in Table 1. In the left-hand column of 
Table 1, potential limiting factors to the maximum speed of 
the display operating in a dual-focal-plane mode are listed, 
including the liquid lens 14a, the added-image source 12, and 
the driving electronics (“graphics card'). For example, if the 
particular liquid lens 14a used in the display 10 is the “Arctic 
320, then the maximum achievable frame rate in the dual 
focal-plane mode is 7 Hz. A more recent type of liquid lens, 
namely the Arctic 314 from Varioptic, has a purported 5-10 
times faster response speed than the Arctic 320. In FIG. 8, the 
curve of data indicated by circles indicates a 9-ms rise-time of 
the Arctic 314 to reach 90% of its maximum optical power. 
With this liquid lens, the highest achievable frequency of the 
display operating in the dual-focal-plane mode would be 56 
HZ if the liquid lens were the limiting factor of speed in the 
display. This frame rate is almost at the flicker-free frequency 
of 60 HZ. 

TABLE 1. 

Hardware Max. Display 
Limiting Factor Speed (ms) Speed (Hz) 

Liquid Lens, Arctic 320 74 7 
Graphics Card, 75 Hz 13.3 37.5 
OLED Micro-display, 85 Hz 11.8 42.5 
Liquid Lens, Arctic 314 9 56 
Flicker-Free Frequency 8.4 60 
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Second Representative Embodiment 
EXAMPLE 3 

0119) A display 30 according to this embodiment and 
example comprised a faster liquid lens 34a than used in the 
first embodiment. Specifically, the faster liquid lens 34a was 
the Arctic 314 manufactured by Varioptic, Inc. This liquid 
lens 34a had a response speed of about 9 ms, which allowed 
the frame rate of the display 30 (operating in dual-focal-plane 
mode) to be increased to 37.5 Hz. Referring to FIG. 9(a), the 
display 30 (only the respective portion, termed a “monocular 
portion, for one eye is shown; a binocular display would 
include two monocular portions for stereoscopic viewing) 
also included a spherical concave mirror 38, a 2-D added 
image source 32, and a beam-splitter (BS) 36. 
0.120. An alternative object-rendering scheme was used in 
this embodiment and example to reduce artifacts and further 
improve the accuracy of the convergence cues produced by 
the display 30. The liquid lens 34a had a clearaperture of 2.5 
mm rather than the 3-mm clearaperture of the liquid lens 14a. 
To compensate for the reduced clear aperture, certain modi 
fications were made. As shown in FIG. 9(a), the liquid lens 
34a was offset from the center of the radius of curvature O of 
the mirror 38 by A, thus the exit pupil of the display 30 was 
magnified by 

R 
"p R2A 

to the size of the clear aperture of the liquid lens 34a. The 
focus cue is specified by the distance Z from the virtual image 
to the exit pupil of the display 30, given as: 

I0121 The liquid lens 34a had a variable optical power 
ranging from -5 to +20 diopters by applying an AC Voltage, 
ranging from 32 V, to 60 V., respectively. The other 
optical components (e.g., the beam-splitter 36 and singlet 
objective lens 34b) were as used in Example 1. The axial 
distance t between the objective lens 34b and the liquid lens 
34a was 6mm, the offset A was 6mm, and the object distance 
(-u) was 34 mm. With these parameters, the display 30 exhib 
ited a 24 diagonal field-of-view (FOV) with an exit pupil of 
3 mm. A comparison of the Arctic 314 and Arctic 320 lenses 
is shown in Table 2. 

TABLE 2 

Parameter ARCTIC 320 ARCTIC 314 

Applied voltage 0-60 V. 0-60 V. 
Optical Power -5D-2OD -5D-2OD 
Effective aperture 3.0 mm 2.5 mm 
Response time 75 msec (90% rise time) 9 msec (90% rise time) 
Operate wavelength Visible Visible 
Linear range 38-49 V. 38-49 V. 
Drive Freq. 1 kHz 1 kHz 
Wavefront distort. <0.5 m 80 nm (typ.) 
Transmittance (c) >90% rms >97%rms 
587 mm 
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0122 Given the dependence of the optical power d upon 
the voltage U applied to the liquid lens 34a, FIG.9(b) is a plot 
of the focus cue (Z) as a function of the voltage U applied to 
the liquid lens (the focus cue was calculated per Eq. (3)). To 
produce a substantially flicker-free appearance of 3-D virtual 
objects rendered sequentially on multiple focal planes, the 
speed requirements for the liquid lens 34a, of the 2-D added 
image source 32, and of the driving electronics ('graphics 
card') were proportional to the number of focal planes. Thus, 
this example operated at up to 37.5 Hz, which is half the 
75-Hz frame rate of the driving electronics. FIG. 9(b) sug 
gests that the dual focal planes can be positioned as far as 0 
diopter or as close as 8 diopters to the viewer by applying 
respective voltages ranging between 51 V, and 32 V, 
respectively, to the liquid lens 34a. For example, in one 
experimental demonstration, two time-multiplexed focal 
planes were positioned at 1 diopter and 6 diopters with appli 
cation of 49 V, and 37 V, respectively, to the liquid lens 
34a. 

0123. As illustrated in FIG. 10(a), the liquid lens 34a was 
driven by a square wave, with a period T of fast-switching 
between 49 V, and 37 V, to temporally multiplex the 
focal planes at 1 diopter and 6 diopters, respectively. In Syn 
chrony with energization of the liquid lens 34a, two frames of 
images (I and II), corresponding to far and near objects, 
respectively, were rendered and displayed sequentially as 
shown in FIG. 10(b). Correct occlusion can be portrayed by 
creating a stencil mask for near objects rendered on the frame 
II. As an example, frame I in FIG.10(b) shows the Superpo 
sition of a sphere and the mask for a torus in front of the 
sphere. In this rendering, the duration to of both the far- and 
near-frames is one-half of the period T. The refresh rate of the 
display 30 is given as f1/T=1/(2to), which specifies the 
speed at which the far and near focal states are rendered. 
Limited by the 75-Hz frame rate of the electronics in this 
example, the minimum value of to was 13.3 ms, and the 
highest refresh rate of the display was 37.5Hz to complete the 
rendering of both far and near focal states. A depth-weighted 
blending algorithm can be used to improve the focus-cue 
accuracy for objects located between two adjacent focal 
planes. 
0.124. Using the lens-driving scheme of FIGS. 10(a) and 
10(b), FIGS.11(a) and 11(b) show experimental results pro 
duced by the display operating at 37.5 Hz in the multi-focal 
plane mode. Three real bar-type resolution targets, shown on 
the left side of each of FIGS.11(a)-11(d), were placed along 
the visual axis of the display. The targets at 6 diopters (large 
size) and 1 diopter (small size) were used as references for 
visualizing the focus cues rendered by the display. The target 
at 3 diopters (medium size) helped to visualize the transition 
of focus cues from far to near distances and vice versa. To 
obtain the respective picture shown in FIGS. 11(a)-11(d), a 
camera was mounted at the eye location shown in FIG. 9(a). 
Two virtual objects, a sphere and a torus, were rendered 
sequentially at 1 diopter and 6 diopters, respectively. As 
shown in FIG.11(a), when the camera was focused on the bar 
target at 6 diopters, the torus (rendered at 6D) appears to be in 
focus while the sphere shows noticeable out-of-focus blur 
ring. FIG.11(b) demonstrates a situation in which the camera 
was focused on the sphere at 1 diopter. The sphere appears to 
be in focus while the torus is not in focus. The virtual objects 
were animated in Such a way that they both moved along the 
visual axis at a constant speed from either 6 diopters to 1 
diopter, or vice versa. Synchronously, the Voltage applied to 
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the liquid lens 34a was adjusted accordingly such that the 
locations of the two focal planes always corresponded to the 
respective depths of the two objects. These results demon 
strated correct correspondence of focus cues for the two vir 
tual objects, matching with the focus-setting change of the 
CaCa. 

0.125. In this example, since the response speed of the 
liquid lens 34a was about 9ms, longitudinal shifts of the focal 
planes during the settling time of the liquid lens were 
expected as the driving signal was Switched between the two 
Voltages. This phenomenon can produce minor image blur 
and less than ideally accurate depth representations. A liquid 
lens (or other adaptive optical element) having a faster 
response speed can reduce these artifacts and render more 
accurate focus cues at high speed. 
0.126 Experiments were also performed to investigate 
another scheme for image rendering. As shown in FIG.10(c), 
a blank frame (having a duration t) was inserted to lead the 
rendering of each actual image frame (the duration of which 
being reduced to t to-t) to maintain synchrony with the 
liquid lens 34a. Limited by the 75-HZ refresh rate of the 
graphics electronics, the minimum value for both tandt was 
13.3 ms, and the highest refresh rate of the display 30 oper 
ating in the multi-focal-plane mode was f1/(2t+2t)=18.75 
HZ. 

I0127 FIGS. 11(c) and 11(d) show operation of the display 
at near and far focus, respectively, using the rendering scheme 
of FIG. 10(c). Compared to FIGS. 11(a) and 11(b), the in 
focus virtual objects in FIGS. 11(c) and 11(d) (i.e., the torus 
and the sphere, respectively) appear to be sharper than the 
out-of-focus objects (i.e., the sphere and the torus, respec 
tively), matching well with the real reference targets at 1 
diopter and 6 diopters. The insets of FIGS. 11(c) and 11(d), 
showing the same area as in FIG. 11(a), demonstrated 
improved focus cues. Furthermore, the occlusion cue became 
more prominent than shown in FIGS.11(a) and 11(b), with a 
sharper boundary between the near torus and far sphere. 
I0128. Due to the shortened duration of image frames, 
brightness level may be correspondingly lower, as quantified 
by: 

i2 (4) 

If t—t 13.3 ms, the relative brightness level in FIGS. 11(c) 
and 11(d) is B=0.5, which is half the brightness of FIGS. 
11(a) and 11(b), with B=1. Another possible artifact is flicker 
which was more noticeable 18.75 Hz than at 37.5 HZ. 

I0129. A faster liquid lens and/or added-image source and 
higher-speed driving electronics are beneficial for producing 
accurate focus cues at a substantially flicker-free rate. For less 
flicker the liquid lens can be driven in an overshoot manner 
with decreased time-to-depth-of-field in an auto-focusing 
imaging system. Other active-optical technologies, such as 
high-speed DMM and liquid-crystal lenses, could also be 
used in the time-multiplexed multi-focal-plane mode to 
reduce flicker. 

0.130. In any event, by using a faster active-optical ele 
ment, a display operating in the time-multiplexed multi-fo 
cal-plane mode was produced and operated in this example. 
The display was capable of rendering nearly correct focus 
cues and other depth cues such as occlusion and shading, and 
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the focus cues were presentable within a wide range, from 
infinity to as close as 8 diopters. 
0131 We compared the effects of two rendering schemes 
having respective refresh rates; the first scheme having a 
higher refresh rate (e.g., f=37.5 Hz) and producing a brighter 
image (B-1.0) but with reduced image sharpness and focus 
cue accuracy due to the limited response speed of the liquid 
lens, and the second scheme producing sharper images and 
more accurate focus cues but with compromised speed (e.g., 
f=18.75 Hz) and image brightness (B=0.5) due to the limited 
frame rate of the driving electronics. 

Third Representative Embodiment 
0132) This embodiment is directed to a display that is 
gaZe-contingent and that is capable of rendering nearly cor 
rect focus cues in real-time for the attended region of interest. 
The display addresses accommodation cues produced in the 
variable-single-focal-plane mode in Synchrony with the 
graphical rendering of retinal blur cues and tracking of the 
convergence distance of the eye. 
0133. This embodiment is termed herein a “variable-focus 
gaze-contingent display” (VF-GCD). It can produce 
improved focus-cue presentation and better matching of 
accommodation and convergence in the single-variable-fo 
cal-plane. Thus, this embodiment utilizes a display operating 
in the variable-single-focal-plane mode and provides inte 
grated convergence tracking to provide accurate rendering of 
real-time focus cues. Unlike conventional stereoscopic dis 
plays, which typically fix the distance of the focal plane in the 
visual space, the VF-GCD automatically tracks the viewer's 
current 3-D point-of-gaze (POG) and adjusts the focal plane 
of the display to match the viewer's current convergence 
distance in real-time. (In contrast, a display operating in the 
variable-single-focal-plane mode with user interface typi 
cally has a delay in feedback produced by the user mentally 
processing feedback information and utilizing that informa 
tion in responding to accommodation and/or convergence 
cues.) Also, in contrast to Volumetric displays that typically 
render the entire 3-D scene as a discretized space of voxels, 
the VF-GCD renders the projected 2-D image of the 3-D 
scene onto moving image planes, thereby significantly 
improving the rendering efficiency as well as taking full 
advantage of commercially available graphics electronics for 
rendering focus cues. 
0134. This embodiment incorporates three principles for 
rendering nearly correct focus cues: addressable accommo 
dation cues, convergence tracking, and real-time rendering of 
retinal blur cues. Reference is made again to FIGS. 2(a)-2(d). 
discussed above. 
0135. By passively involving the viewer (user) for feed 
back purposes, the VF-GCD forms a closed-loop system that 
can respond in real-time to user feedback in the form of 
convergent or divergent eye rotations. See FIG. 12. In par 
ticular, by tracking the viewer's 3-D POG, the convergence 
distance can be computed, so that the accommodation cue 
rendered by the display can be matched accordingly. This 
tracking can be performed using an "eye-tracker” which 
obtains useful information from the Subject's gaze. Likewise, 
the scene elements can be rendered with appropriately simu 
lated DOF effects using the graphics electronics. The combi 
nation of eye-tracking together with an addressable active 
optical element and DOF rendering provides visual feedback 
to the viewer in the form of updated focus cues, thereby 
closing the system in a feedback sense. 
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0.136. In this embodiment the focal plane moves in three 
dimensions, matching with the convergence depth of the 
viewer. In practice, the addressable accommodation cue is 
realized by an active-optical element having variable optical 
power. From a practical standpoint, the active-optical element 
should satisfy the following conditions: (1) It should provide 
a variable range of optical power that is compatible with the 
accommodative range of the human eye. (2) It should be 
optically conjugate to the entrance pupil of the viewer, mak 
ing the display appearing to have a fixed FOV that is inde 
pendent of focus changes. (3) It should have a response speed 
that Substantially matches the speed of rapid eye movements. 
0.137 The display of this embodiment comprises a liquid 
lens (Arctic 314 made by Varioptic), which has a variable 
optical power ranging from -5 diopters (-5D) (1 diopter=1/ 
meter) to 20D, a clear aperture of ~3 mm, and a response 
speed of about 10 msec. 
0.138. To maintain proper focus cues, the VF-GCD com 
putes changes in the viewer's convergence distance using a 
binocular eye-tracking system adapted from a pair of 2-D 
monocular eye-trackers. In general, current monocular eye 
trackers utilize one or more of non-imaging-based tracking, 
image-based tracking, and model-based tracking methods. 
Among the image-based tracking methods, dark-pupil track 
ing is generally regarded as the simplest and most robust. 
0.139. To compute the viewer's convergence distance in 
3-D space, a pair of monocular trackers was used to triangu 
late the convergence point using the lines of sight of both 
eyes, as shown in FIG. 13. Using multi-points calibration, the 
2-D gaze points (x, y) and (x, y) for left (E1) and right 
(E2) eyes, respectively, are determined in the local coordinate 
system of a calibration plane (bold grey line in FIG. 12) at an 
established distance Z from the eye in 3-D space. The frame 
of reference of the 3-D space has its origin O., located at the 
mid-point between the eyes. By using the relative position 
(Xo, yo."), which is the orthogonal projection of the world 
origin onto the calibration plane, the points (x, y) may be 
transformed into their world-space correspondences (x, y, 
Zo) So that the convergence point (x, y, z) is given by: 

IPD (5) 
* - IPD .30 

x1 + x2 2. 
X 2 zo 

- I - 23. 
2 zo 

where IPD is the inter-pupillary distance of the viewer. As 
shown in FIG. 13, as the eye-tracker tracks the 3-D POG in 
real-time, the convergence distance Z is updated for the dis 
play optics and the image-rendering system, such that the 
image plane is translated to the same depth Z for the presen 
tation of the correct accommodation cue. 
0140. The VF-GCD also desirably includes an image-ren 
dering system capable of simulating real-time retinal blur 
effects, which is commonly referred to as “DOF rendering.” 
Depth-of-field effects improve the photo-realistic appearance 
of a 3-D scene by simulating a thin-lens camera model with a 
finite aperture, thereby inducing a circle of confusion into the 
rendered image for virtual objects outside the focal plane. 
Virtual scenes rendered with DOF effects provide a more 
realistic appearance of the scene than images rendered with 
the more typical pinhole-camera model and can potentially 
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reduce visual artifacts. Real-time DOF has particular rel 
evance in the VF-GCD since the focal distance of the display 
changes following the convergence distance of the viewer. 
Maintaining the expected blurring cues is thus important to 
preventing depth confusion as the viewer browses objects at 
varying depths in the scene. 
0141 Graphically rendering DOF effects can be done in 
any of several ways that differ from one another significantly 
in their rendering accuracy and speed. For instance, ray 
tracing and accumulation-buffer methods provide good 
visual results on rendered blur cues but are typically not 
feasible for real-time systems. Single-layer and multiple 
layer post-processing methods tend to yield acceptable real 
time performance with somewhat lesser visual accuracy. The 
latter methods are made computationally feasible due to the 
highly parallel nature of their algorithms; this feasibility is 
Suitable for implementation on currently available high-per 
formance graphics processing units (GPUs). We used a 
single-layer post-processing DOF method. To illustrate this 
DOF algorithm, note the rabbits rendered in FIGS. 14(a)-14 
(f). Nearly correct retinal blur cues can be derived by blending 
the image rendered by the pinhole camera model (FIG. 14(a)) 
with another down-sampled and post-blurred image (FIG. 
14(b)) using a depth map (also known as a degree-of-blur 
map; FIGS. 14(c) and 14(e)) to weight the relative contribu 
tions of each image, formulated as I'-I-(I-I)xDOB. The 
final blended images are given in FIGS. 14(d) and 14(f) for the 
eyes converging at 3D and 1D, respectively. 
0142. A key component of the DOF algorithm is the com 
putation of the DOB (depth of blur) map, which is used for 
weighted blending of the pin-hole and blurred images. The 
DOB map is created by normalizing the depth values Z. 
which are retrieved from the Z-buffer for the image, with 
respect to the viewer's current convergence distance Z given 
by the binocular eye-tracker: 

- 6 DOB = - Zors Z, Zs Zor (6) 
near far 

where Z and Z indicate the nearest and furthest depths, 
respectively, of the rendered 3-D space from the viewer's 
eyes. Note that all distances expressed in capital letters in Eq. 
(6) are defined in dioptric rather than Euclidian space. Taking 
FIG. 14(c) as an example, when the eye is focused at near 
distance of Z=Z3D, the rabbit at Z=3D appears totally 
black (indicating Zero blur), while the rabbit at Z=1D appears 
to be white, indicating maximum blur. 
0143 We constructed a VF-GCD comprising a variable 
focus display, convergence tracking, and real-time DOFren 
dering. The optical path for the VF-GCD was arranged per 
pendicularly, mainly due to ergonomic reasons, to prevent the 
spherical mirror from blocking the center FOV of both eyes. 
The key element for controlling focal distance in real-time 
was a liquid lens, which was coupled to an imaging lens to 
provide variable and sufficient optical power. The entrance 
pupil of the viewer was optically conjugate with the aperture 
of the liquid lens. As a result, without affecting the size of the 
FOV, the focus adjustment of the eye was optically compen 
sated by the optical power change of the liquid lens, thus 
forming a closed-loop control system as shown in FIG. 12. In 
addition, two commercial eye-trackers (Viewpoint, Arlington 
Research, Inc.) were attached to the VF-GCD, one for each 
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eye, by setting up two near-infrared (NIR) cameras, with NIR 
LED illumination attached to each camera. The NIR camera 
as a pixel resolution of 640x480 pixels at 30 frames per 
second (fps), which is capable of tracking 2-D POG in real 
time. 

0144. The capability of the VF-GCD was demonstrated in 
an experiment as outlined in FIGS. 15(a)-15(d). To stimulate 
convergence changes by the viewer, three bar-type resolution 
targets were arranged along the visual axis of the VF-GCD at 
3-D, 2-D, and 1-D, respectively. Three rabbits were graphi 
cally rendered at these corresponding locations, as shown in 
FIGS. 15(c) and 15(d). During the experiment, the viewer 
alternatingly changed his focus from far (1D) to near (3D) 
distances and then from near to far. FIG. 15(a) shows the 
real-time tracking result on the convergence distance of the 
viewer, versus time. As shown in FIG. 15(a), the eye-tracked 
convergence distances approximately matched the distances 
of the real targets. (Any slight mismatch may be explained in 
part by the about 0.6D depth-of-field of the eyes.) FIG. 15(b) 
shows the synthetic-focus-cues effects in the VF-GCD. Simi 
lar to the images shown in FIGS. 14(a)-14(f), as the eye was 
focused at the far distance 1D, the rabbit at the corresponding 
distance was sharply and clearly rendered while the other two 
rabbits (at 2D and 3D, respectively) were out of focus and 
hence proportionately blurred with respect to the defocused 
distance from 1D; vice versa when the eye was focused at 
either 2D or 3D. The rendering program ran on a desk-top 
computer equipped with a 3.20 GHz Intel Pentium 4 CPU and 
a Geforce 8600 GS graphics card, which maintained a frame 
rate of 37.6 fps for rendering retinal blur cues. 
(0145 FIGS. 15(c) and 15(d) provide further comparison 
of the addressable focus cues rendered by the VF-GCD 
against the focus cues of real-world targets. A digital camera 
was disposed at the exit-pupil location of the VF-GCD. The 
camera was set at f/4.8, thereby approximately matching the 
speed of the human eye. As shown in FIG. 15(c), when the 
observer focused at the near distance 3D, the rabbit at 3D was 
rendered sharply and clearly while the rabbits at 2D and 1D 
were blurred. Meanwhile, the focal distance of the VF-GCD 
was adjusted to 3D using the liquid lens, thereby matching 
with the viewer's convergence distance (and vice versa in 
FIG. 15(d)) as the viewer focused at 1D. The images in FIGS. 
15(c) and 15(d) simulate the retinal images of looking 
through the VF-GCD at different convergence conditions. 
The virtual rabbits located at three discrete depths demon 
strated nearly correct focus cues similar to those of the real 
resolution targets. The results indicated a viewing situation 
with the VF-GCD that was analogous to the real-world, with 
nearly correct focus cues being rendered interactively by the 
display hardware (i.e., liquid lens) and Software (i.e., graphics 
card). 
0146 This embodiment is directed to a variable-focus 
gaZe-contingent display that is capable of rendering nearly 
correct focus cues of a Volumetric space in real-time and in a 
closed-loop manner. Compared to a conventional stereo 
scopic display, the VF-GCD provided rendered focus cues 
more accurately, with reduced visual artifacts such as the 
conflict between convergence and accommodation. Com 
pared to conventional volumetric displays, the VF-GCD was 
much simpler and conserved hardware and computational 
SOUCS. 

0147 Although this embodiment and example were 
described in the context of a monocular system, the embodi 
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ment encompasses corresponding binocular systems that can 
provide both binocular and monocular depth cues. 

Fourth Representative Embodiment 

0148. This embodiment is directed to the multi-focal 
plane mode that operates in a so-called "depth fused manner. 
A large number of focal planes and Small dioptric spacings 
between them are desirable for improving image quality and 
reducing perceptual effects in the multi-focal-plane mode. 
But, to keep the number of focal planes to a manageable level. 
a depth-weighted blending technique can be implemented. 
This technique can lead to a “depth-fused 3-D' (DFD) per 
ception, in which two overlapped images displayed at two 
different respective depths may be perceived as a single-depth 
image. The luminance ratio between the two images may be 
modulated to change the perceived depth of the fused image. 
The DFD effect can be incorporated into the multi-focal 
plane mode. Another concern addressed by this embodiment 
is the choice of diopter spacing between adjacent focal 
planes. 
0149. In this embodimenta systematic approach is utilized 
to address these issues. It is based on quantitative evaluation 
of the modulation transfer functions (MTF) of DFD images 
formed on the retina. The embodiment also takes into account 
most of the ocular factors, such as pupil size, monochromatic 
and chromatic aberrations, diffraction, Stiles-Crawford effect 
(SCE), and accommodation; and also takes into account cer 
tain display factors, such as dioptric midpoint, dioptric spac 
ing, depth filter, and spatial frequency of the target. Based on 
the MTFs of the retinal images of the display and the depth of 
field (DOF) of the human visual system under photopic view 
ing conditions, the optimal arrangement of focal planes was 
determined, and the depth-weighted fusing function between 
adjacent focal planes was characterized. 
0150 FIG. 16 illustrates the depth-fusion concept of two 
images displayed on two adjacent focal planes separated by a 
dioptric distance of AZ. The dioptric distance from the eye to 
the front focal plane is Z and to the rear plane is Z. When the 
images shown on the two-layer displays are aligned such that 
each pixel on the front and rear planes Subtends the same 
visual angle to the eye, the front and back pixels (e.g., A and 
B, respectively) are viewed as completely overlapped at the 
viewpoint and fused as a single pixel (e.g., C). The luminance 
of the fused pixel (L) is summed from the front and rear pixels 
(L and L, respectively), and the luminance distribution 
between the front and back pixels is weighted by the rendered 
depth Z of the fused pixel. These relationships may be 
expressed as: 

where w(Z) and w(Z) are the depth-weighted fusing func 
tions modulating the luminance of the front and back focal 
planes, respectively. Typically, w (Z)+w (Z)-1 is enforced 
such that the luminance of the fused pixel is L when w (z)=1 
and is L., when w(z)=1. We hereafter assume the peak lumi 
nance of individual focal planes is normalized to be uniform, 
without considering system-specific optical losses poten 
tially in Some forms of multi-focal plane displays (e.g., in 
spatially multiplexed displays where light may be projected 
through a thick stack of display panels). Optical losses of a 
system should be characterized to normalize non-uniformity 
across the viewing Volume before applying depth-weighted 
fusing functions. 
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0151. The depth-fused 3-D perception effect indicates 
that, as the depth-weighted fusing functions (w and wa) 
change, the perceived depth 2 of the fused pixel will change 
accordingly. This is formulated as: 

f=f(w1, wa) (8) 

For instance, when w (z)=1, the perceived depth should be Z. 
and should be Z when w(Z)-1. In a generalized n-focal plane 
DFD system, the dioptric distances from the eye to then focal 
planes are denoted as Z, Z. . . . , Z, in distance order, where 
Z is the closest one to the eye. We assume that the 3-D scenes 
contained between a pair of adjacent focal planes are rendered 
only on this corresponding focal plane pair. Under this 
assumption, a given focal plane at Z, will render all the 3-D 
scenes contained between the (I-1)" and the (I+1)" focal 
planes. Within the depth range of Z, 2Z2Z, many scene 
points may be projected onto the same pixel of the i' focal 
plane, among which only the closest scene point to the eye is 
un-occluded and thus effectively determines the depth 
weighted fusing function modulating the luminance of the 
specific pixel. 
0152 The closest scene point corresponding to a specific 
pixel can typically be retrieved from the Z-buffer in a com 
puter graphics renderer. Letus assume the depth of the closest 
3-D scene point projected onto a given pixel of the i” focal 
plane is Z. Based on the depth-fused 3-D perception described 
above, the luminance of the 3-D point is distributed between 
the (I-1)" and i' focal planes if Zezez, otherwise 
between the i' and (I+1)" focal planes if Z,272Z. The 
luminance attribution to the i' focal plane is weighted by the 
depth Z. It may be characterized by the ratio of the luminance 
attribution L(z) on the i' focal plane at Z, to that of the total 
scene luminance L(Z), written as g, (Z)-L,(Z)/L(Z), where L(Z) 
-L (Z)--L,(Z) if Z 12Z2Z, or L(Z)-L, (Z)--Li (Z) if 
Z,2Z2Z. In general, the depth-weighted fusing function, 
w,(z), of the i' focal plane can be defined as: 

g; (3), (; 22, 2 3i, (1 s is n) (9) 
w; (3) = 1 -gi (3), 3-1 2 3, 2 3i. (2 s is n) 

In summary, by knowing the rendered depth Zofa 3-D virtual 
scene, the luminance levels of the multi-focal plane images 
can be modulated accordingly by the depth-weighted fusing 
functions in Eq. (9) to render pseudo-correct focus cues. 
0153. In displays comprising DFD operability, the adja 
cent focal planes are separated in space at a considerable 
distance. The retinal image quality is expected to worsen 
when the eye is accommodated at a distance in between the 
front and back focal planes than when focusing on the front or 
back focal planes. However, both the dioptric spacing 
between adjacent focal planes and the depth-weighted fusing 
functions can be selected such that the perceived depth of the 
fused pixel I closely matches with the rendered depth Zand 
the image quality degradation is minimally perceptible as the 
observer accommodates to different distances between the 
focal planes. 
0154 The optical quality of a fused pixel in DFD displays 
may be quantitatively measured by the point spread function 
(PSF) of the retinal image, or equivalently by the modulation 
transfer function (MTF), which is characterized by the ratio 
of the contrast modulation of the retinal image to that of a 
sinusoidal object on the 3-D display. Without loss of gener 
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ality, hereafter a dual-focal plane display is assumed and the 
results therewith can be extended to n focal planes. Based on 
Eq. (7), when the eye is accommodated at the rendered dis 
tance Z, the PSF of the fused pixel, PSF, may be described 
aS 

where PSF (Z, Z) and PSF(z, Z) are the point spread func 
tions of the front and back pixels, respectively, corresponding 
to the eye accommodated distance Z. The MTF of a DFD 
display can then be calculated via the Fourier Transform (FT) 
of the PSF and subsequently the FT of the PSF and PSF. 
0155 Multiple factors may affect the retinal image qual 

ity PSF and MTF of a DFD display. Table 3 catego 
rizes the parameters, along with their notation and typical 
range, into two types: ocular and display factors. Ocular 
factors are mostly related to the human visual system when 
viewing DFD images from a viewer's perspective. These 
variables, including pupil size, pupil apodization, reference 
wavelength, and accommodation state, should be carefully 
considered when modeling the eye optics. Display factors are 
related to the practical configuration of the display with DFD 
operability, Such as the covered depth range, dioptric mid 
point of two adjacent focal planes to the eye, dioptric spacing 
between two adjacent focal planes, depth-weighted fusing 
functions, as well as the spatial frequency of a displayed 
target. 

TABLE 3 

Type of 
Factors Factors Notation Typical range 

Ocular Pupil diameter D 2 mm-8 mm 
Stiles-Crawford effect B -0.116 mm ? 
Reference wavelength F (486.1 nm), d (587.6 

nm), C (656.3 nm) 
Accommodation Z. Z1 < Zs Z. 

Display Focal range ZZ 3D 
Medial focus Zi,i-1 OD-3D 

(Z; + Z;1)/2 
Dioptric spacing AZ = Z - Z. OD-1D 
Depth filter W. W. OS W, W S 1 
Target spatial V 1 cpd-30 cpd 
frequency 

0156 Instead ofusing observer- and display-specific mea 
surements to evaluate the PSF and MTF of DFD displays, we 
adopted a schematic Arizona eye model to simulate and ana 
lyze the retinal image quality from simulated targets to derive 
generalizable results. In the fields of optical design and oph 
thalmology, various schematic eye models have been widely 
used to predict the performance of an optical system involved 
with human Subjects. In this study, the Arizona eye model was 
set up in CODE V. The Arizona eye model is designed to 
match clinical levels of aberration, both on- and off-axis 
fields, and can accommodate to different distances. The 
accommodative distance Z, as shown in FIG. 16, determines 
the lens shape, conic constant, and refractive index of the 
surfaces in the schematic eye. The distances of the front and 
back focal planes, Z and Z, respectively, and their spacing Z 
are varied to simulate different display configurations. 
(O157 Ocular characteristics of the HVS, such as depth of 
field, pupil size, diffraction, Stiles-Crawford effect, mono 
chromatic and chromatic aberrations, and accommodation, 
play important roles on the perceived image quality of a DFD 
display. Although there have been investigations of image 
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quality dependence upon pupil size, high-order aberration, 
and accommodation, the treatment to the aforementioned 
factors lacks generality to average Subjects and to a full-color 
DFD display with different display configurations. For 
instance, only monochromatic aberrations specific to one 
user's eye were considered and a linear depth-weighted fus 
ing function was assumed. 
0158 To simulate the PSF/MTF of the retinal images 
accurately in a DFD display, we firstly examined the depen 
dence of the polychromatic MTF of a fused pixel upon eye 
pupil diameter while fixing other ocular and display factors. 
Particularly, we examined the MTFs under the condition that 
the luminance of a rendered pixel is equally distributed 
between the front and back focal planes separated by 0.5D, 
and the eye is accommodated at the midpoint between the two 
focal planes. The midpoint is generally expected to have the 
worst retinal image quality for a fused pixel. Assuming the 
same pupil size, we further compared the MTFs of the fused 
pixel against that of a real pixel that is physically placed at the 
dioptric midpoint between the two focal planes. For pupil 
diameters no larger than 4 mm, we found the MTF differences 
of the fused pixel from a real pixel at the same distance is 
acceptable for spatial frequencies below 20 cpd, while a con 
siderable degradation is observed for larger pupils. Therefore, 
we set the eye pupil diameter of the eye model to be 4 mm, 
which in fact corresponded well to the pupil size viewing 
conventional HMD-like displays. Secondly, to account for 
the directional sensitivity of photoreceptors on the human 
retina, which commonly refers to the Stiles-Crawford effect 
(SCE), a Gaussian apodization filter was applied to the 
entrance pupil with an amplitude transmittance coefficient of 
B=-0.116 mm. Consequently, SCE may induce a slightly 
contracted effective pupil, and thus reduce spherical aberra 
tion and improve MTF. 
0159 Furthermore, the image source in the model was set 
up with polychromatic wavelengths, including F, d, and C 
components as listed in Table 3, to simulate a full-color DFD 
display. To compensate the longitudinal chromatic aberration 
(LCA) that commonly exists in human eyes, we inserted a 
Zero optical power achromat at 15 mm from the cornea Vertex 
with the LCA opposite to the Arizona eye model. In a prac 
tical DFD display, instead of inserting anachromat directly in 
front of the eye, the display optics may be optimized to have 
an equivalent chromatic aberration to compensate the LCA of 
the visual system. Finally, the effect of diffraction was 
accounted for in the modeling software (CODE V) while 
simulating PSFs. The effect of accommodation is discussed 
below with depth filters. 
0160 Based on the model setup described above, for a 
given eye accommodation status and display settings, PSF (Z. 
Z) and PSF (Z, Z) for an on-axis point source are simulated 
separately in CODE V. Using the relationship in Eq. (9), a 
series of PSF(z) are computed by varying w from 1 to 0. 
which corresponds to varying the rendered depth Z from Z to 
Z. The corresponding MTF(z) of the DFD display is 
derived by taking the FT of PSF. 
0.161 To evaluate the retinal image quality of a depth 
fused pixel against a physical pixel placed at the same dis 
tance, we further simulated the PSF of a real point source 
placed at distance Z. PSF (Z), and computed the corre 
sponding MTF (Z). The degradation of MTF (Z) from 
MTF (Z) was expected to vary with the dioptric spacing of 
the two adjacent focal planes, rendered depth Z, as well as 
eye-specific parameters. Through comprehensive analysis of 
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the retinal image quality of the DFD display, threshold values 
were established to ensure the degradation from a real display 
condition was minimally perceptible to average subjects. 
Optimal depth-weighted fusing functions were then obtained. 
0162. As mentioned earlier, a fused pixel that is rendered 
to be at the dioptric midpoint of two adjacent focal planes was 
expected to have the worst retinal image quality compared 
with other points between the focal planes. Therefore, in the 
following analysis, we used the retinal image quality of a 
fused pixel rendered at the midpoint of two adjacent focal 
planes as a criterion for determining appropriate settings for 
display designs. 
0163. In this study to determine optimal dioptric spacing, 
the overall focal range of a DFD display covers the depth 
varying from 3D (Z) to OD (Z). Within this range, we further 
assumed a constant dioptric spacing between two adjacent 
focal planes (e.g., Z, and Z.) independent of the dioptric 
midpoint of the focal plane pair relative to the eye noted as 
Z, -(z+Z)/2 in Table 3. Using the simulation method 
described above, we validated this assumption by examining 
the dependence of the MTF of a fused pixel at the midpoint of 
two focal planes upon the dioptric distance of the midpoint to 
the eye while fixing other ocular and display factors (i.e., 
w=w=0.5, AZ 0.5D. z. z.). As expected the MTF of a 
fused pixel at the midpoint varies as the midpoint gets closer 
to the eye due to ocular aberrations being highly correlated to 
accommodation. However, the average variation is less than 
15% for spatial frequencies below 20 cpd for within the 
OD-3D range. 
0164 Under these assumptions, the effect of dioptric spac 
ing on DFD displays can be evaluated by setting the midpoint 
of a pair of adjacent focal planes at an arbitrary position 
within the depth range without loss of generality. We thus 
chose 1D as the midpoint of a focal-plane pair and varied their 
dioptric spacing AZ from 0.2D to 1D at an interval of 0.2D. 
For each dioptric spacing condition, the MTF of a fused pixel 
at the dioptric midpoint (i.e., MTF(ZZ, )) of the two 
focal planes was calculated with the assumption that the 
luminance level was evenly divided between front and back 
focal planes. FIG. 17(a) is a plot of the results corresponding 
to different dioptric spacings. For comparison, on the same 
figure are also plotted MTF, which corresponds to the 
MTF of a real pixel placed at the midpoint, and the MTFo 
and MTF, which correspond to the MTF of the eye 
model with +0.3D and -0.3D defocus from the midpoint 
focus, respectively. The +0.3D defocus was chosen to match 
the commonly accepted DOF of the human eye. As expected, 
MTF consistently degraded with the increase of the spacing 
of the focal planes. However, when AZ was no larger than 
0.6D, MTF fell within the region enclosed by MTF, 
(green dashed line) and the +0.3D defocused MTFs (the over 
lapped blue and red dashed lines). The results indicated that 
the DOF of the human eye under photopic viewing conditions 
can be selected as the threshold value of the dioptric spacing 
in a display operating in the multi-focal-plane mode, which 
ensures the degradation of the retinal image quality of a DFD 
display from an ideal display condition is minimally percep 
tible to average Subjects. If better retinal image quality is 
required for certain applications, a smaller AZ may be used but 
at the expense of adding more focal planes. For instance, if 
AZ=0.6D is selected, six focal planes would be sufficient to 
cover the depth range from 3.0D to OD, while nine focal 
planes would be necessary to cover the same range if AZ 0. 
4D were selected. 
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0.165. By setting a dioptric spacing of Az=0.6D and a 
dioptric midpoint of Z=1D from the eye, we further exam 
ined the MTF of a fused pixel while incrementally varying the 
eye accommodation distance from the front focal plane (Z=1. 
3D) to the back focal plane (z=0.7D) at an increment of 
0.1D, as shown in FIG. 17(b). As expected, an accommoda 
tion distance at the dioptric midpoint (Z=Z=1D) would 
maximize the MTF of the fused pixel, while shifting the 
accommodation distance toward either front or back focal 
planes will always decrease the MTF. For instance, the MTF 
values for a target spatial frequency of 10 cpd is reduced from 
0.6 when Z=1D to nearly OD when Z=1.3D or Z=0.7D. Past 
studies of the effects of stimulus contrast and contrast gradi 
ent on eye accommodation in viewing real-world Scenes have 
Suggested that the accommodative response attempts to maxi 
mize the contrast of the foveal retinal image, and the contrast 
gradient helps stabilize the accommodation fluctuation of the 
eye on the target of interest. Therefore, pseudo-correct focus 
cues can be generated at the dioptric midpoint by applying an 
appropriate depth-fusing filter even without a real focal plane. 
0166 To further demonstrate the pseudo-correct focus 
cues created using a DFD display, we configured a dual-focal 
plane display similarly to that used in the previous paragraph 
(i.e., Z=1D, and AZ 0.6D). We simulated multiple retinal 
images of a Snellen E target by convolving the target with the 
PSF(z) defined in Eq. (9), while the luminance of the target 
was evenly divided between the two focal planes (i.e. 
ww.0.5). Thus, the fused target was expected to appear at 
the dioptric midpoint of the two focal planes. In FIG. 18, the 
left-to-right columns correspond to the eye accommodation 
distances of Z=1.3, 1, and 0.7D, respectively, while the top 
to-bottom rows correspond to the target spatial frequencies of 
v=2, 5, 10, and 30 cpd, respectively. As predicted by the 
results in FIG. 17(b), the retinal image contrast was higher 
when the eye was focused at Z=1D rather than at either 
ZZ =1.3D or z z=0.7D. Meanwhile, at the same accommo 
dation distance, the retinal-image contrast clearly depended 
on the spatial frequency of the target, where the targets with 
lower spatial frequencies (e.g., 2, 4, and 10 cpd) had better 
image contrast than the higher frequencies (e.g., V–30 cpd). 
0.167 To derive the dependence of the rendered accommo 
dation cue on the depth-weighted fusing function as 
described in Eq. (8), we extended the MTF simulation shown 
in FIG. 17(b) by incrementally varying w from 1 to 0 at an 
increment of 0.01 while having w1-w. For each w incre 
ment, we simulated the MTF of a fused pixel while incre 
mentally varying the eye accommodation distance from the 
front focal plane (Z=1.3D) to the back focal plane (z=0.7D) 
at an increment of 0.02D. We selected the accommodation 
distance that maximizes the MTF to be the rendered accom 
modation cue corresponding to the given depth-weighted fus 
ing factor (w) of the front focal plane. The accumulated 
results yielded the optimal depth-weighted luminance (L 
and L) of the front and back focal planes to the luminance of 
the fused target (L) as a function of the accommodation 
distance (Z) for a focal-plane pair. 
(0168 This evaluation can be extended to more than two 
focal planes covering a much larger depth range. As an 
example, we chose a 6-focal-plane DFD display covering a 
depth range from 3D to OD. By assuming a 0.6D dioptric 
spacing, six focal planes were placed at 3D (Z). 2.4D (Z), 
1.8D (Z), 1.2D (Z), 0.6D (Zs), and OD (Z), respectively. In 
this display configuration, we repeated the above-described 
simulations independently to each adjacent pair of focal 
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planes. The black solid curves in FIG. 19 are plots of the 
luminance ratio g(i=1,2,3,4,5) of the front focal plane in 
each focal-plane pair of (i, i+1) as a function of the rendered 
accommodation cue Z. Also plotted in the same figure is a 
typical box filter (blue dashed curves), which corresponds to 
multi-focal-plane displays in which depth-weighted fusing is 
not applied, and a linear depth-weighted filter (green dashed 
curves). The fusing functions based on the maximal MTF 
values had some non-linearity. As mentioned above, since the 
retinal image quality is affected by defocus, the non-linearity 
could be due to the non-linear degradation of the retinal image 
quality with defocus. 
0169 Based on the simulated results shown in FIG. 19, a 
periodical function g(z) can be used to describe the depen 
dence of the luminance ratio of the front focal plane in a given 
pair of focal planes upon the scene depth: 

1 (11) 
g; (3) = Li(z)/ L = 1 - - , , , ; d. 3 c 3-1.(1 < i < 6) 

where Z, represents the pseudo-correct accommodation 
cue rendered by aluminance ratio ofg,(Z Z)-0.5, and Oz' 
characterizes the nonlinearity of g, (Z). Ideally, z, is equal 
to the dioptric midpoint Z. Table 4 lists detailed param 
eters of g(z) for the six-focal-plane DFD display. As the 
distance of the focal planes from the eye increased from 2.7D 
to 0.3D, the difference between Z, andz, increased from 
-0.013D to +0.024D. The slight mismatch between z', and 
Z, may be attributed to the dependence of spherical aber 
ration on eye-accommodation distances. The nonlinear fit 
tings of the luminance ratio functions were plotted as red 
dashed curves in FIG. 19 with a correlation coefficient of 
0.985 to the simulated black curves. The depth-weighted 
fusing function was defined in Eq. (9), for each focal plane 
of an N-focal plane DFD display was then obtained. 

TABLE 4 

Parameters of Eq. (15) for a 6-focal plane DFD display. 

1 2 3 4 5 

Z, 1 (diopters) 2.7 2.1 1.5 O.9 O.3 
Z'i, (diopters) 2.7134 2.1082 1 SO34 0.8959 O.2758 
Az' (diopters) O.O347 O.O318 O.O.366 0.0408 O.OS34 

(0170 FIGS. 20(a)-20(d) show the simulated retinal 
images of a 3-D scene through a 6-focal plane DFD display 
with depth-weighted nonlinear fusing functions given in Eq. 
(11), as well as with the box and linear filters shown in FIG. 
19. The six focal planes were placed at 3, 2.4, 1.8, 1.2,0.6, and 
OD, respectively, and the accommodation of the observer's 
eye was assumed at 0.5D. The 3-D scene consisted of a planar 
object extending from 3D to 0.5Data slanted angle relative to 
the Z-axis (depth-axis) and a green grid as ground plane 
spanning the same depth range. The planar object was tex 
tured with a sinusoidal grating Subtending a spatial frequency 
of 1.5-9 cpd from its left (front) to right (back) ends. The 
entire scene subtended a FOV of 14.2x 10.7 degrees. The 
simulation of the DFD images required five steps. We first 
rendered a regular 2-D perspective image of a 3-D scene using 
computer-graphics-rendering techniques. A 2-D depth map 
(FIG. 200a)) in the same size as that of the 2-D perspective 
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image is then generated by retrieving the depth (Z) of each 
rendered pixel from the Z-buffer in OpenGL shaders. Next, a 
set of six depth-weighted maps was generated, one for each of 
the focal planes, by applying the depth-weighted filtering 
functions in Eq. (11) to the 2-D depth map. In the fourth step, 
we rendered six focal-plane images by individually applying 
each of the depth-weighted maps to the 2-D perspective 
image rendered in the first step through an alpha-blending 
technique. Finally, the six focal-plane images were convolved 
with the corresponding PSFs of the eye determined by the 
specific accommodation distance (Z-0.5D) and the focal 
plane distances. The resulting retinal images were then 
obtained by summing up the convolved images. FIGS. 200b). 
200c), and 200d) show the simulated retinal images of the 
DFD display by employing a box, linear, and non-linear 
depth-weighted fusing function, respectively. As expected, 
the 3-D scene rendered by the box filter (FIG.20(b)) indicated 
a strong depth-discontinuity effect around the midpoint of 
two adjacent focal planes, while those rendered by linear and 
non-linear filters showed smoothly rendered depths. Whereas 
the non-linear filters were expected to yield higher image 
contrast in general than the linear filters, the contrast differ 
ences were barely visible by only comparing FIGS. 200c) and 
200d), partially due to the low spatial frequency of the grating 
target. 
0171 To quantitatively evaluate the retinal-image quality 
differences between the linear and nonlinear fusing functions, 
we further evaluated the MTFs of the retinal images simu 
lated with the method described above. A display operating in 
the dual-focal-plane mode, with Z=1.8D and Z=1.2D, was 
assumed in the simulation without loss of generality. The 
eye-accommodation distance Z was varied from Z to Z at an 
interval of 0.1D. For each eye-accommodation distance, 
FIGS. 21(a)-21(g) are plots of the respective MTFs of the 
retinal images simulated with the linear (green circle) and 
nonlinear (red square) depth-weighted fusing functions. As 
shown in FIGS. 21(a), 21 (d), and 21(g), when the accommo 
dation distance was at Z, Z, or Z, the MTFs of using the 
linear depth filter were nearly identical to that of using the 
non-linear filters. Meanwhile, at all other accommodation 
distances, the MTFs of using the nonlinear filter were consis 
tently better than when using the linear filter, as indicated by 
FIGS. 21(b), 21(c), 21(e), and 21(f). Whereas conventional 
thinking would have included the assumption that the worst 
image quality occurs at the dioptric midpoint by employing a 
linear depth filter, our quantitative analysis showed this 
assumption is not supported by a linear filter, while it appears 
to be true for the nonlinear filter. For instance, the green 
colored MTF in FIG. 21(b) (as Z=1.7D) is even worse than 
that in FIG. 21(d) (as ZZ=1.5D). 
0172. In summary, the non-linear depth-weighted fusing 
functions shown in FIG. 19 can produce better retinal image 
quality compared to a linear filter. Consequently, a display 
incorporating these functions may better approximate the real 
3-D viewing condition and further improve the accuracy of 
depth perception. 
0173. In this embodiment we presented an exemplary sys 
tematic method to address two issues in configuring a display 
for operation in the multi-focal-plane mode: (1) the appropri 
ate dioptric spacing between adjacent focal planes; and (2) 
the depth-weighted fusing function to render a continuous 
3-D volume. By taking account of both ocular and display 
factors, we determined the optimal spacing between two adja 
cent focal planes to be ~0.6D to ensure the MTF of a fused 
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pixel at the dioptric midpoint is comparable to the DOF effect 
of the HVS on the MTF of a real pixel at the same distance 
under photopic viewing conditions. We further characterized 
the optimal form of a set of depth-weighted fusing functions 
as a function of rendered accommodation cues. Based on 
simulation results, the non-linear form of depth filters appears 
to be better than a box filter in terms of improved depth 
continuity, and better than a linear filter in terms of retinal 
image contrast modulation. Although our evaluation did not 
take into account certain other ocular factors such as scatter 
ing on the retina and psychophysical factors such as the 
neuron response, it provides a systematic framework that can 
objectively predict the optical quality and guide efforts to 
configure DFD displays for operation in the multi-focal-plane 
mode. 

Subjective Evaluations 
0.174. To better understand how depth perception is 
affected by the displays disclosed herein, and how the human 
visual system responds to the addressable focal planes in the 
display, we performed two user studies. One was a depth 
judgment experiment, in which we explored the perceived 
depth of the displayed virtual object with respect to the vari 
able accommodation cues rendered by the display. The other 
was an accommodative response measurement, in which we 
quantitatively measured the accommodative response of a 
user to a virtual object being presented at different depths. 
Both experiments were carried out using a display operating 
in the variable-single-focal-plane mode, configured as a 
monocular bench prototype. 
0.175. The major purpose of the depth-judgment experi 
ment was to determine the relationship of the perceived 
depths of virtual objects versus the accommodation cues ren 
dered by the active optical element. A depth-judgment task 
was devised to evaluate depth perceptions in the display in 
two viewing conditions. In Case A, a subject was asked to 
estimate subjectively the depth of a virtual stimulus without 
seeing any real target references. In Case B, a Subject was 
asked to position a real reference target at the same perceived 
depth as the displayed virtual object. 
0176 FIG.22 illustrates the schematic setup of the experi 
ment. The total FOV of the display is divided into left and 
right halves, each of which Subtending about an 8-degree 
FOV horizontally. The left region was either blocked by a 
black card (Case A) or displayed a real target (Case B), while 
the right region displayed a virtual object as a visual stimulus. 
To minimize the influence of perspective depth cues on the 
depth judgment, a resolution target similar to the Siemens Star 
in the ISO 15775 chart was employed for both the real and 
virtual targets, shown as the left and right insets of FIG.22. An 
aperture was placed in front of the beam-splitter, limiting the 
overall horizontal visual field to about 16 degrees to the 
subject's eye. Therefore, if the real target was sufficiently 
large so that the Subject could not see the edge of the real 
target through the aperture, the Subtended angle of each 
white/black sector remained constant and the real target 
appeared unchanged to the viewer, in spite of the varying 
distance of the target along the visual axis. On the other hand, 
since the liquid lens is the limiting stop of the optics, the chief 
rays of the virtual display did not change as the lens changed 
its optical power. Throughout the depth-judgment task, the 
display optics, together with the Subject, were enclosed in a 
black box. The subject positioned his or her head on a chin 
rest and only viewed the targets with one eye (dominant eye 
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with normal or corrected vision) through the limiting aper 
ture. Therefore, perspective depth cues were minimized for 
both the real and the virtual targets as they moved along the 
visual axis. The white arms in the real and virtual targets 
together divided the 2n angular space into 16 evenly spaced 
triangular sectors. Consequently, from the center of the visual 
field to the edge, the spatial frequency in the azimuthal direc 
tion dropped from infinity to about 1 cycle/degree. Gazing 
around the center of the visual field was expected to give the 
most accurate judgment on perceived depths. 
0177. On an optical bench, the real target was mounted on 
a rail to allow movement along the visual axis of the display. 
To avoid the accommodative dependence on the luminance, 
multiple light sources were employed to create a uniform 
illumination on the real target throughout the viewing space. 
The rail was about 1.5 meters long, but due to the mechanical 
mounts, the real target could be as close as about 15 cm to the 
viewer's eye, specifying the measurement range of perceived 
depths from 0.66 diopters to about 7 diopters. The accommo 
dation distance of the virtual target was controlled by apply 
ing five different voltages to the liquid lens, 49, 46.8, 44.5, 
42.3, and 40 V, which corresponded to rendered depths at 
1, 2, 3, 4 and 5 diopters, respectively. 
0.178 Ten subjects, 8 males and 2 females, participated in 
the depth-judgment experiments. The average age of all Sub 
jects was 28.6. Six subjects had previous experiences with 
stereoscopic displays, while the other four were from unre 
lated fields. All subjects had either normal or corrected vision. 
(0179 The depth-judgment task started with a 10-minute 
training session, followed by 25 consecutive trials. The tasks 
were to subjectively (Case A) and objectively (Case B) deter 
mine the depth of a virtual target displayed at one of the five 
depths among 1,2,3,4, and 5 diopters. Each of the five depths 
was repeated in five trials. In each trial, the subject was first 
asked to close his/her eyes. The virtual stimulus was then 
displayed and the real target was placed randomly along the 
optical rail. The experimenter blocked the real target with a 
black board and instructed the subject to open his/her eyes. 
The subject was then asked to subjectively estimate the per 
ceived depth of the virtual target and rate its depth as Far, 
Middle, or Near, accordingly. (Case A). The blocker of the 
real target was then removed. Following the Subject's instruc 
tion, the experimenter moved the real target along the optical 
rail in directions in which the real target appeared to approach 
the depth of the virtual target. The subject made a fine depth 
judgment by repeatedly moving the real target backward and 
forward from the initial judged position until he/she deter 
mined that the virtual and real targets appeared to collocate at 
the same depth. The position of the real target was then 
recorded as the objective measurement of the perceived depth 
of the virtual display in Case B. Considering that all the depth 
cues except the accommodation cue were minimized in the 
subjective experiment (Case A), we expected that the depth 
estimation accuracy would below. Therefore, the subjective 
depth estimations for stimuli at 2 and 4 diopters were disre 
garded to avoid low-confidence, random guessing. Only vir 
tual targets at 1, 3, and 5 diopters were considered as valid 
stimuli, corresponding to Far, Middle, and Near depths, 
respectively. 
0180. To counter potential learning effects, the order of 

first five trials, with depths of 1D, 2D, 3D, 4D, and 5D, 
respectively, were counter-balanced among the ten Subjects 
using a double Latin Square design. The remaining twenty 
trials for each Subject were then generated by random orders. 
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An additional requirement was that two consecutive trials 
have different rendered depths. Overall, 10x25 trials were 
performed with 150 valid data points being collected for the 
subjective experiment and 250 data points for the objective 
experiment. 
0181. After completing all the trials, each subject was 
asked to fill out a questionnaire, asking how well he/she could 
perceive depth without (Case A) or with (Case B) seeing the 
real reference target. The Subject was given three choices, 
ranking his/her sense of depth as Strong, Medium, or Weak in 
both Cases A and B. 

0182 We firstly analyzed the data of the subjective assess 
ments of the perceived depth in the viewing condition without 
the real target references (Case A). For each subject, we 
counted the number of correct and incorrect depth estima 
tions among the 15 trials to compute the error rate. For 
example, when the virtual target was presented at 5 diopters, 
the correct count would increase by 1 only if the subject 
estimated the perceived depth as Near; otherwise (either 
Middle or Far) the error count would increase by 1. Similar 
counting methods were applied to stimuli displayed at 3 
diopters and at 1 diopter. The average error rate for each 
subject was quantified by the overall error count divided by 
15. FIG. 23 is a plot of the error rate (blue solid bars with 
deviations) for each of the Subjects. The error rates among ten 
subjects varied between 0.07 and 0.33, with an average value 
of 0.207 and a standard deviation of 0.08. This corresponded 
to about one error per every five estimates, on average. The 
standard deviation of the error rate, however, varied signifi 
cantly among the subjects, ranging from 0 (S3 and S8) to 0.23 
(S2, S5, and S6). In the same figure, we also plotted the 
Subjective ranking (red textured bars) on the sense of depth in 
Case A, obtained from the questionnaire responses. Interest 
ingly, although the Subjects were unaware of their perfor 
mances on the depth estimation through the experiment, in 
the end, some of the subjects ranked the difficulty level on 
depth estimation in agreement with their average error rates. 
For instance, in FIG. 23, subjects S4, S6, and S10 corre 
sponded to relatively higher error rates of 0.27, 0.27, and 
0.27, respectively, than other Subjects, and they also gave 
lower ranking on depth perceptions (Weak, Weak, and Weak, 
respectively); Subject S9 had the lowest error rate of 0.07 and 
his rank on the perception of depth was Strong. Subjects S1 
and S5, however, had somewhat conflicting perception rank 
ings against their error rates. The average ranking among the 
ten subjects for depth estimation without real references was 
within the Weak to Medium range, as will be shown later 
(FIG. 25). Overall, based on a pool often subjects and due to 
the large standard deviation of the error rates in FIG. 23, the 
ranking on depth perception correlated at least to Some extent 
with the error rate of the subjective depth estimations. The 
mean error rate for completing fifteen trials was 0.207 among 
ten subjects, corresponding to about one error on depth esti 
mation within five trials on average. This indicated that the 
subjects could perceive the rendered depth to some extent of 
accuracy under the monocular viewing condition where all 
the depth cues except the accommodation cues were mini 
mized. 

0183 The objective measurement results of the perceived 
depth were then analyzed. For each subject, the perceived 
depth at each rendered depth, such as 5, 4, 3, 2 and 1 diopter, 
was computed by averaging the measurements of the five 
repeating virtual stimuli among the 25 trials. Then, the results 
from ten Subjects were averaged to compute the mean per 
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ceived depth among ten subjects. FIG. 24 is a plot of the 
averaged perceived depths versus the rendered accommoda 
tion cues of the display. The black diamonds indicate the 
mean value of the perceived depth at each of the accommo 
dation cues. A linear relationship was found, by linearly fit 
ting the five data points, with a slope of 1.0169 and a corre 
lation factor (R) of 0.9995, as shown in the blue line in FIG. 
24. The results suggest, with the presence of an appropriate 
real target reference, that the perceived depth varied linearly 
with the rendered depth, creating a viewing condition similar 
to the real world. The depth perception was accurate, with an 
average standard deviation of about 0.1 diopters among the 
ten subjects. For a single Subject, however, the standard devia 
tion was a bit larger, around 0.2 diopters, which agreed with 
the DOF of the human visual system of 0.25-0.3 diopters. 
The much lower standard deviation in Case B may be 
explained by the presence of the real reference target, which 
added an extra focus cue (i.e., blurring) and helped subjects to 
judge finely the depth of the rendered display. Compared to 
Case A without presenting real references, Subjects appeared 
to perceive depth better using the display in an augmented 
viewing configuration. 
0.184 Finally, we compared the subjective ranking data on 
depth perception in two cases: without (Case A) and with 
(Case B) a real target reference. To analyze the ranking data 
from different users, we assigned values of 1, 2, and 3 to the 
rankings of Strong, Medium, and Weak, respectively. Thus, 
the average ranking and the standard deviation for each view 
ing condition could be computed for ten subjects. The results 
are plotted in FIG. 25. Indicated by a blue solid bar with an 
average ranking of 2.3 and with a standard deviation of 0.67. 
the impression on depths was within the Weak to Medium 
range in Case A. However, as indicated by a textured red bar 
with an average ranking of 1.3 and with a standard deviation 
of 0.48, the impression on depths is within the Medium to 
Strong range in Case B. 
0185. Despite the fact that only the focus cues were pri 
marily relied upon for the depth-judgment tasks, the results 
indicated that, under the monocular viewing condition with 
out presenting perspective and binocular depth cues, the per 
ceived depth in Case A matched with the rendered accommo 
dation cue with good accuracy, and in Case B matched well 
with the rendered accommodation cues. In contrast to the 
usability studies on traditional stereoscopic displays that have 
Suggested distorted and compressed perceived depths by ren 
dering conflicting binocular disparity and focus cues, the user 
studies reported herein Suggest that depth perception is 
improved by appropriately rendering accommodation cues in 
this display with addressable focal planes. The depth-judg 
ment task described above proved the potential that this opti 
cal see-through display with addressable focus cues can be 
applied for mixed and augmented reality applications, 
approximating the viewing condition in the real world. 
0186 The major purpose of the accommodative response 
measurements was to quantify accommodative response of 
the human visual system to the depth cues presented through 
the Subject display. In this experiment, the accommodative 
responses of the eye were measured by a near-infrared (NIR) 
auto-refractor (RM-8000B. Topcon). The auto-refractor has a 
measurement range of the refractive power from -20 to 20 
diopters, a measurement speed of about 2 sec and an RMS 
measurement error of 0.33 diopters. The eye relief of the 
auto-refractor is about 50 mm. In the objective measurement, 
the auto-refractor was placed right in front of the beam 
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splitter, so that the exit pupil of the auto-refractor coincided 
with that of the display. Throughout the data-acquisition pro 
cedure, the ambient lights were turned off to prevent their 
influences on accommodation responses. 
0187. During the test, a subject with normal vision was 
asked to focus on the virtual display, which was presented at 
1 diopter, 3 diopters, and 5 diopters, respectively, in a three 
trial test. At each trial, after the subject set his or her focus on 
the virtual display, the accommodative response of the Sub 
ject's eye was recorded at every 2 sec for up to nine measure 
ment points. The results for one subject are plotted in FIG. 26 
for the three trials corresponding to three focal distances of 
the virtual display. The data points are shown as three sets of 
blue diamonds. The red solid lines in FIG. 26 correspond to 
the accommodation cues rendered by the liquid lens. 
Although the measured accommodative response of the user 
fluctuated with time, the average value of the nine measure 
ments in each trial was 0.97 diopters, 2.95 diopters, and 5.38 
diopters, with standard deviations of 0.33 diopters, 0.33 
diopters, and 0.42 diopters, respectively. The averages of the 
accommodative responses of the user matched with the 
accommodation cue stimuli presented by the display. 
0188 Whereas the invention has been described in con 
nection with various representative embodiments, it will be 
understood that it is not limited to those embodiments. On the 
contrary, it is intended to coverall alternatives, modifications, 
and equal limits as may be included within the spirit and 
Scope of the invention as defined by the appended claims. 
What is claimed is: 
1. A see-through display for placement in an optical path 

way extending from an entrance pupil of a person's eye to a 
real-world Scene beyond the eye, the display comprising: 

at least one 2-D added-image source that is addressable to 
produce a light pattern corresponding to a virtual object 
and that is situated to direct the light pattern toward the 
person's eye to Superimpose the virtual object on an 
image of the real-world Scene as perceived by the eye via 
the optical pathway; and 

an active-optical element situated between the eye and the 
added-image source at a location that is optically con 
jugate to the entrance pupil and at which the active 
optical element forms an intermediate image of the light 
pattern from the added-image source, the active-optical 
element having variable optical power and being addres 
Sable to change its optical power to produce a corre 
sponding change in perceived distance at which the 
intermediate image is formed, as an added image to the 
real-world scene, relative to the eye. 

2. The display of claim 1, wherein the added-image source 
is a micro-display comprising a 2-D array of light-producing 
pixels. 

3. The display of claim 1, wherein the active-optical ele 
ment comprises a refractive active-optical element. 

4. The display of claim 3, wherein the refractive active 
optical element comprises a liquid lens. 

5. The display of claim 4, wherein: 
the active-optical element and added-image source are 

situated on an optical axis that intersects the optical 
pathway; and 

the refractive active-optical element further comprises a 
fixed-power objective lens situated on the optical axis. 

6. The display of claim 1, further comprising: 
a beam-splitter situated in the optical pathway to receive 

light of the intermediate image from the active-optical 
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element along an optical axis that intersects the optical 
pathway at the beam-splitter such that the active-optical 
element is on a first side of the beam-splitter; and 

a mirror located on the axis on a second side of the beam 
splitter to reflect light back to the beam-splitter that has 
passed through the beam-splitter from the active-optical 
element. 

7. The display of claim 6, wherein the mirror is a condens 
ing mirror. 

8. The display of claim 7, wherein: 
the mirror has a center of curvature and a focal plane; and 
the active-optical element is situated at the center of cur 

Vature to produce a conjugate exit pupil through the 
beam-splitter. 

9. The display of claim 7, wherein, as the active-optical 
element addressably changes its optical power, the interme 
diate image is correspondingly moved relative to the focal 
plane to produce a corresponding change in distance of the 
added image relative to the eye. 

10. The display of claim 9, wherein the distance at which 
the added image is formed serves as an accommodation cue 
for the person with respect to the intermediate image. 

11. The display of claim 6, wherein the beam-splitter is 
further situated to reflect light reflected from the mirror to the 
person's eye. 

12. The display of claim 1, wherein the display is mount 
able on the person's head whenever the person is using the 
display. 

13. The display of claim 1, wherein the display is binocular 
and comprises first and a second optical pathways extending 
from respective eyes of the person to the real-world scene, 
first and second added-image sources associated with the 
respective optical pathways, and first and second active-op 
tical elements, the first and second added-image sources and 
active-optical elements being situated relative to respective 
eyes of the person. 

14. The display of claim 1, wherein the display is addres 
sably operable in at least one of a variable-single-focal-plane 
mode and a multi-focal-plane mode. 

15. The display of claim 14, wherein: 
for operation in the variable-single-focal-plane mode the 

display further comprises a user interface coupled to the 
active-optical element; and 

the active-optical element is addressable to change its 
power in response to feedback produced by and received 
from the user interface being operated by the person. 

16. The display of claim 15, wherein: 
the user interface is configured to received, from the per 

son, respective responses to accommodation and/or con 
Vergence cues perceived and interpreted by the person; 
and 

the accommodation and/or convergence cues are provided 
by the display to the person interpreting a user-perceived 
distance of the intermediate image in the real-world 
view. 

17. The display of claim 14, wherein: 
for operation in the variable-single-focal-plane mode, the 

display further comprises an eye-tracker situated rela 
tive to the eye to detect and track a parameter of the eye 
related to accommodation and/or convergence; and 

the active-optical element is addressable to change its 
power in response to feedback produced by and received 
from the eye-tracker. 
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18. The display of claim 17, wherein: 
the display further comprises a controller connected to the 

eye-tracker and to the active-optical element; and 
the controller receives data from the eye-tracker, interprets 

the data, and delivers corresponding address commands 
to the active-optical element to provide an accommoda 
tion and/or convergence cue regarding the virtual object 
as view by the person. 

19. The display of claim 18, wherein the controller delivers 
address commands to the active-optical element in real-time 
as the person perceives the intermediate image. 

20. The display of claim 14, wherein: 
for operation in the multi-focal-plane mode, the display 

further comprises a controller connected to the active 
optical element; and 

the active-optical element is addressable by the controller 
to change its optical power in response to a respective 
command received by the active-optical element from 
the controller. 

21. The display of claim 20, wherein the controller is 
configured to address the active-optical element in a time 
multiplexed manner to cause the active-optical element to 
exhibit multiple respective discrete optical powers that form 
multiple respective discrete distances of the virtual object as 
perceived by the person. 

22. The display of claim 21, wherein: 
the controller is further connected to the added-image 

Source to address the added-image source; and 
the controller is configured to address the added-image 

Source to cause the added-image source to produce 
respective light patterns at selected respective distances 
as perceived by the person. 

23. The display of claim 22, further comprising multiple 
added-image sources each being connected to and address 
able by the controller to produce respective light patterns and 
to direct the light patterns, at respective distances and at 
respective times to the person's eye. 

24. The display of claim 23, wherein the respective light 
patterns produced by each added-image source are coordi 
nated by the controller to respective focal distances exhibited 
by the active-optical element in response to respective 
addresses delivered to the active-optical element from the 
controller. 

25. The display of claim 18, wherein: 
the display is a binocular display comprising a respective 

eye-tracker for each eye; and 
the controller is configured to interpret data and generate 

corresponding address commands for the active-optical 
element according to a variable-focus gaze-contingent 
algorithm comprising integrated convergence tracking 
of the person's eyes to provide the person with real-time 
focus cues regarding the virtual object. 

26. The display of claim 21, wherein the controller is 
configured to establish the discrete powers according to a 
depth-fused 3-D algorithm. 

27. The display of claim 14, wherein: 
the display is a binocular display comprising a respective 

active-optical element for each eye; 
for operation in the variable-single-focal-plane mode, the 

display further comprises a respective eye-tracker for 
each eye; 

the display further comprises a controller connected to the 
active-optical elements and to the eye-trackers; and 
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the controller is configured to receive point-of-gaze data 
from the eye-trackers and to address the active-optical 
elements to match the person's perceived convergence 
distances in real-time based on a variable-focus gaze 
contingent display algorithm. 

28. The display of claim 1, further comprising: 
a condensing mirror; and 
a beam-splitter; 
wherein the active-optical element is configured to forman 

intermediate image of the light pattern; 
the mirroris configured to relay light from the intermediate 

image to the beam-splitter; and 
the beam-splitter is configured to direct the light toward the 

eye. 
29. The display of claim 6, wherein: 
the condensing mirror has a center of curvature; and 
the active-optical element is situated at the center of cur 

Vature. 

30. The display of claim 14, wherein: 
for operation in the variable-single-focal-plane mode, the 

display further comprises a feedback device; and 
the active-optical element is addressable to change its 

power in response to feedback provided by the feedback 
device. 

31. The display of claim 14, wherein, for operation in the 
multi-focal-plane mode, the display further comprises a con 
troller connected to the active-optical element, the controller 
being programmed to address the active-optical element in a 
time-multiplexed manner to produce multiple intermediate 
images in the real-worldview at different respective distances 
as perceived by the person. 

32. A method for producing an image of a virtual object in 
a view of a real-world scene as provide to at least one eye of 
a person, the method comprising: 

from a source other than the real-world Scene, producing a 
light pattern corresponding to the virtual object; 

directing the light pattern to an active-optical element, 
located optically conjugate to an entrance pupil of the 
eye to enable the active-optical element to forman inter 
mediate image of the light pattern; 

directing the intermediate image to the person's eye; 
as the person is viewing the real-world Scene and the inter 

mediate image, addressing the active-optical element to 
provide a selected optical power, from a selectable range 
of optical powers, to produce a corresponding perceived 
distance at which the intermediate image is formed rela 
tive to the person's eye in the real-world scene. 

33. The method of claim 32, further comprising: 
producing the light pattern from an addressable source; and 
addressing the source to impart a change in the light pat 

tern. 

34. The method of claim 32, wherein the addressed change 
in the light pattern is coordinated with an addressed optical 
power provided by the active-optical element. 

35. The method of claim 32, further comprising: 
forming the intermediate image along a second axis inter 

secting the first axis; 
at an intersection of the first and second axes, combining 

light of the intermediate image with light from the real 
world Scene Such that the intermediate image is per 
ceived by the person as being in the real-world Scene at 
a distance corresponding to the selected optical power. 
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36. The method of claim 36, wherein the active optical 
element is addressed according to a mode selected from a 
variable-single-focal-plane mode and a multi-focal-plane 
mode. 

37. The method of claim 36, further comprising, in the 
variable-single-focal-plane mode, addressing the active-op 
tical element based on feedback data concerning at least one 
of accommodation and convergence exhibited by the person's 
eye. 

38. The method of claim 37, wherein the feedback data is 
produced by the person. 

39. The method of claim 37, wherein the feedback data is 
produced by monitoring an action of the eye as the eye views 
the intermediate image. 

40. The method of claim39, wherein monitoring of the eye 
is performed by VF-GCD tracking of the person's point of 
gaze, the method further comprising computing a conver 
gence distance of the eye from tracking of the person's point 
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of gaze, and using the computed convergence distance to 
address the active-optical element to provide an updated 
focus cue to the person's eye. 

41. The method of claim 36, further comprising: 
in the variable-focal-plane mode, producing the light pat 

tern from an addressable source; 
controllably addressing the source and the active-optical 

element to provide intermediate images at respective 
distances from the person's eye, as perceived by the 
person. 

42. The method of claim 41, wherein the source and active 
optical element are addressed according to a depth-fused 3-D 
algorithm in a time-multiplexed manner. 

43. The method of claim 41, wherein the active-optical 
element is addressed using a square-wave addressing com 
mand, in which discrete peaks of the square wave correspond 
to respective optical powers of the active-optical element. 

44. The method of claim 43, wherein the square-wave 
addressing command includes at least one null portion. 
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