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(57) ABSTRACT

A processor performs machine learning, which uses a radio-
graphic image that does not include a suture needle as a
surgical tool and a surgical tool image that includes the
suture needle in a posture different from a linear posture as
training data, to construct a trained model for detecting a
region of the suture needle from an input radiographic
image.
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LEARNING DEVICE, LEARNING METHOD,
LEARNING PROGRAM, TRAINED MODEL,
RADIOGRAPHIC IMAGE PROCESSING
DEVICE, RADIOGRAPHIC IMAGE
PROCESSING METHOD, AND
RADIOGRAPHIC IMAGE PROCESSING
PROGRAM

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] The present application claims priority under 35
US.C. § 119 to Japanese Patent Application No. 2020-
154639 filed on Sep. 15, 2020. The above application is
hereby expressly incorporated by reference, in its entirety,
into the present application.

BACKGROUND

Technical Field

[0002] The present disclosure relates to a learning device,
a learning method, a learning program, a trained model, a
radiographic image processing device, a radiographic image
processing method, and a radiographic image processing
program.

Related Art

[0003] Various surgical tools, such as gauze to suppress
bleeding, a thread and a suture needle for sewing up a wound
or an incision, a scalpel and scissors for incision, a drain for
draining blood, and forceps for opening an incision, are used
in a case in which a surgical operation is performed for a
patient. The surgical tools may cause serious complications
in a case in which they remain in the body of the patient after
surgery.

[0004] Therefore, a method has been proposed which
prepares a discriminator as a trained model that has learned
the characteristics of a gauze image and inputs an image
acquired by capturing a surgical field with a camera to a
discriminator to discriminate whether or not gauze is present
(see JP2018-068863A).

SUMMARY OF THE INVENTION

[0005] However, since gauze is stained with blood, it is
difficult to find gauze in the image acquired by the camera
even in a case in which the discriminator is used. Further, a
small surgical tool, such as a suture needle, is likely to go
between the internal organs. Therefore, it is difficult to find
the surgical tool in the image acquired by the camera even
in a case in which the discriminator is used. On the other
hand, it is considered that a discriminator trained to detect a
surgical tool from a radiographic image is used to detect the
surgical tool from the radiographic image captured after
surgery. However, the surgical tool, such as a suture needle,
becomes a shadow that is difficult to distinguish from a
structure, such as a bone in the subject, or a stent graft or the
like inserted into the body in the radiographic image depend-
ing on its posture. Therefore, even in a case in which the
discriminator is used, there is a possibility that the surgical
tool will not be detected with high accuracy.

Mar. 17, 2022

SUMMARY OF THE INVENTION

[0006] The present disclosure has been made in view of
the above-mentioned problems, and an object of the present
disclosure is to provide a technique that can reliably prevent
a surgical tool from remaining in the body of a patient after
surgery.

[0007] According to an aspect of the present disclosure,
there is provided a learning device comprising at least one
processor. The processor performs machine learning, which
uses a radiographic image that does not include a suture
needle as a surgical tool and a surgical tool image that
includes the suture needle in a posture different from a linear
posture as training data, to construct a trained model for
detecting a region of the suture needle from an input
radiographic image.

[0008] The linear posture means a posture in which the
shape of the suture needle on a projected plane is linear in
a case in which the suture needle is projected onto the plane.
[0009] In addition, the learning device according to the
aspect of the present disclosure, the surgical tool image may
be acquired by performing radiography on the suture needle
in the posture different from the linear posture.

[0010] Further, in the learning device according to the
aspect of the present disclosure, the surgical tool image may
be acquired by a method other than radiography.

[0011] Furthermore, in the learning device according to
the aspect of the present disclosure, the processor may
combine the radiographic image that does not include the
surgical tool and the surgical tool image to derive a com-
posite image.

[0012] The processor may perform machine learning
using the composite image as the training data.

[0013] Moreover, in the learning device according to the
aspect of the present disclosure, the processor may combine
the radiographic image and the surgical tool image with
combination parameters corresponding to characteristics of
at least one of the radiographic image or the surgical tool to
derive the composite image.

[0014] Moreover, in the learning device according to the
aspect of the present disclosure, the processor may set the
combination parameters according to at least one of radia-
tion absorptivity of the surgical tool, a degree of scattering
of radiation in the radiographic image, beam hardening in
the radiographic image, or noise corresponding to imaging
conditions of the radiographic image.

[0015] According to another aspect of the present disclo-
sure, there is provided a trained model that is constructed by
the learning device according to the present disclosure.
[0016] According to still another aspect of the present
disclosure, there is provided a radiographic image process-
ing device comprising at least one processor. The processor
acquires a plurality of radiographic images of a subject
captured in different directions, sequentially detects a region
of a suture needle as a surgical tool from the plurality of
radiographic images using a trained model constructed by
the learning device according to the present disclosure,
determines that the surgical tool is included in the subject in
a case in which the region of the surgical tool is detected
from at least one of the radiographic images, and determines
that the surgical tool is not included in the subject in a case
in which the region of the surgical tool is not detected from
all of the radiographic images.

[0017] In addition, according to yet another aspect of the
present disclosure, there is provided a learning method
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comprising: performing machine learning, which uses a
radiographic image that does not include a suture needle as
a surgical tool and a surgical tool image that includes the
suture needle in a posture different from a linear posture as
training data, to construct a trained model for detecting a
region of the suture needle from an input radiographic
image.

[0018] In addition, according to still yet another aspect of
the present disclosure, there is provided a radiographic
image processing method comprising: acquiring a plurality
of radiographic images of a subject captured in different
directions; sequentially detecting a region of a suture needle
as a surgical tool from the plurality of radiographic images
using a trained model constructed by the learning device
according to the present disclosure; determining that the
surgical tool is included in the subject in a case in which the
region of the surgical tool is detected from at least one of the
radiographic images; and determining that the surgical tool
is not included in the subject in a case in which the region
of the surgical tool is not detected from all of the radio-
graphic images.

[0019] In addition, programs that cause a computer to
perform the learning method and the radiographic image
processing method according to the present disclosure may
be provided.

[0020] According to the present disclosure, it is possible to
reliably prevent a surgical tool from remaining in the body
of a patient after surgery.

BRIEF DESCRIPTION OF THE DRAWINGS

[0021] FIG.1 is a block diagram schematically illustrating
a configuration of a radiography system to which a radio-
graphic image processing device according to an embodi-
ment of the present disclosure is applied.

[0022] FIG. 2 is a diagram schematically illustrating a
configuration of the radiographic image processing device
according to this embodiment.

[0023] FIG. 3 is a diagram illustrating the functional
configuration of the radiographic image processing device
according to this embodiment.

[0024] FIG. 4 is a diagram illustrating a radiographic
image for generating a composite image.

[0025] FIG. 5 is a diagram illustrating a suture needle.
[0026] FIG. 6 is a diagram illustrating the suture needle as
viewed from the direction of an arrow A illustrated in FIG.
5.

[0027] FIG. 7 is a diagram illustrating the suture needle as
viewed from the direction of an arrow B illustrated in FIG.
5.

[0028] FIG. 8 is a diagram illustrating a surgical tool
image.

[0029] FIG. 9 is a diagram illustrating the posture of the
suture needle.

[0030] FIG. 10 is a diagram illustrating a composite
image.

[0031] FIG. 11 is a diagram illustrating the capture of a

plurality of target radiographic images.

[0032] FIG. 12 is a diagram illustrating a radiographic
image display screen in a case in which a surgical tool is
detected.

[0033] FIG. 13 is a diagram illustrating a notification
screen in a case in which a region of the surgical tool is not
detected.
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[0034] FIG. 14 is a flowchart illustrating a composite
image generation process performed in this embodiment.
[0035] FIG. 15 is a flowchart illustrating a learning pro-
cess performed in this embodiment.

[0036] FIG. 16 is a flowchart illustrating a detection
process performed in this embodiment.

DETAILED DESCRIPTION

[0037] Hereinafter, embodiments of the present disclosure
will be described with reference to the drawings. FIG. 1 is
a block diagram schematically illustrating the configuration
of a radiography system to which a learning device and a
radiographic image processing device according to an
embodiment of the present disclosure are applied. As illus-
trated in FIG. 1, a radiography system 100 according to this
embodiment acquires a radiographic image of a subject H
that is a patient after a surgical operation and detects a
surgical tool included in the radiographic image. The radi-
ography system 100 according to this embodiment com-
prises an imaging apparatus 1, a console 2, an image storage
system 6, and a radiographic image processing device 7.
[0038] The imaging apparatus 1 detects radiation, which
has been emitted from a radiation source 4, such as an X-ray
source, and transmitted through a subject H, with a radiation
detector 5 to acquire a radiographic image of the subject H
that lies supine on an operating table 3. The radiographic
image is input to the console 2.

[0039] Further, the radiation detector 5 is a portable radia-
tion detector and is attached to the operating table 3 by an
attachment portion 3A that is provided in the operating table
3. In addition, the radiation detector 5 may be fixed to the
operating table 3.

[0040] The console 2 has a function of controlling the
imaging apparatus 1 using, for example, an imaging order
and various kinds of information acquired from a radiology
information system (RIS) (not illustrated) or the like through
a network, such as a wireless communication local area
network (LAN), and commands or the like directly issued by
an engineer or the like. For example, in this embodiment, a
server computer is used as the console 2.

[0041] The image storage system 6 is a system that stores
image data of the radiographic images captured by the
imaging apparatus 1. The image storage system 6 extracts an
image corresponding to a request from, for example, the
console 2 and the radiographic image processing device 7
from the stored radiographic images and transmits the image
to a device that is the source of the request. A specific
example of the image storage system 6 is a picture archiving
and communication system (PACS).

[0042] Next, the radiographic image processing device
according to this embodiment will be described. In addition,
the radiographic image processing device 7 according to this
embodiment includes the learning device according to this
embodiment. In the following description, it is assumed that
the radiographic image processing device represents the
device.

[0043] First, the hardware configuration of the radio-
graphic image processing device according to this embodi-
ment will be described with reference to FIG. 2. As illus-
trated in FIG. 2, the radiographic image processing device 7
is a computer, such as a workstation, a server computer, or
apersonal computer, and comprises a central processing unit
(CPU) 11, a non-volatile storage 13, and a memory 16 as a
temporary storage area. In addition, the radiographic image
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processing device 7 comprises a display 14, such as a liquid
crystal display, an input device 15, such as a keyboard and
a mouse, and a network interface (I/F) 17 that is connected
to a network. The CPU 11, the storage 13, the display 14, the
input device 15, the memory 16, and the network I/F 17 are
connected to a bus 18. In addition, the CPU 11 is an example
of a processor according to the present disclosure.

[0044] The storage 13 is implemented by, for example, a
hard disk drive (HDD), a solid state drive (SSD), and a flash
memory. The storage 13 as a storage medium stores a
learning program 21 and a radiographic image processing
program 22 which are installed in the radiographic image
processing device 7. The CPU 11 reads the learning program
21 and the radiographic image processing program 22 from
the storage 13, expands the programs in the memory 16, and
executes the expanded learning program 21 and radio-
graphic image processing program 22.

[0045] In addition, the learning program 21 and the radio-
graphic image processing program 22 are stored in a storage
device of a server computer connected to the network or a
network storage so as to be accessed from the outside and
are downloaded and installed in the computer forming the
radiographic image processing device 7 on demand. Alter-
natively, the programs are recorded on a recording medium,
such as a digital versatile disc (DVD) or a compact disc read
only memory (CD-ROM), are distributed and installed in the
computer forming the radiographic image processing device
7 from the recording medium.

[0046] Next, the functional configuration of the radio-
graphic image processing device according to this embodi-
ment will be described. FIG. 3 is a diagram illustrating the
functional configuration of the radiographic image process-
ing device according to this embodiment. As illustrated in
FIG. 3, the radiographic image processing device (learning
device) 7 comprises an image acquisition unit 31, a combi-
nation unit 32, a learning unit 33, a detection unit 34, and a
display control unit 35. Then, the CPU 11 executes the
learning program 21 and the radiographic image processing
program 22 to function as the image acquisition unit 31, the
combination unit 32, the learning unit 33, the detection unit
34, and the display control unit 35.

[0047] In addition, the image acquisition unit 31, the
combination unit 32, and the learning unit 33 are an example
of the learning device according to this embodiment. The
image acquisition unit 31, the detection unit 34, and the
display control unit 35 are an example of the radiographic
image processing device 7 according to this embodiment.
[0048] The image acquisition unit 31 acquires a radio-
graphic image G0 that is used as training data for training a
learning model M0, which will be described below, from the
image storage system 6 through the network I/F 17. FIG. 4
is a diagram illustrating the radiographic image GO. In
addition, FIG. 4 illustrates the radiographic image G0 of the
chest of the human body as a target part. However, the target
part included in the radiographic image GO is not limited
thereto. As illustrated in FIG. 4, the radiographic image G0
does not include the surgical tool.

[0049] Further, the image acquisition unit 31 drives the
radiation source 4 to irradiate the subject H after surgery
with radiation and detects the radiation transmitted through
the subject H using the radiation detector 5 to acquire a
target radiographic image to be subjected to a surgical tool
detection process. In addition, in this embodiment, a plural-
ity of target radiographic images having different imaging
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directions are acquired. Specifically, a plurality of target
radiographic images having different imaging directions are
acquired by changing the position of the radiation source 4
or the orientation of the subject H to capture the images of
the subject H in different directions.

[0050] Furthermore, the image acquisition unit 31 also
acquires a surgical tool image EO0 that is used as the training
data for training the learning model M0 from the image
storage system 6. The surgical tool image E0 may be an
image acquired by performing radiography on the surgical
tool or may be an image acquired by a method other than
radiography. The image acquired by a method other than
radiography is an image obtained by two-dimensionally
projecting a three-dimensional model indicating the surgical
tool created by computer graphics or the like. In addition, in
this embodiment, it is assumed that a suture needle for
sewing up a wound or an incision is used as the surgical tool.
[0051] FIG. 5 is a diagram illustrating a suture needle. As
illustrated in FIG. 5, a suture needle 40 is curved, and a hole
41 through which a suture thread is passed is formed in a rear
end portion. In addition, the maximum width is about
several millimeters to several centimeters. Here, FIG. 6
illustrates the suture needle as viewed from the direction of
an arrow A illustrated in FIG. 5, and FIG. 7 illustrates the
suture needle as viewed from the direction of an arrow B.
The direction of the arrow A is a direction orthogonal to the
plane on which the suture needle 40 is placed. The direction
of'the arrow B is a direction in which the plane on which the
suture needle 40 is placed extends.

[0052] In a case in which the suture needle 40 is viewed
from the direction of the arrow A, it is possible to recognize
the suture needle 40 at first glance from the shape as
illustrated in FIG. 6.

[0053] On the other hand, in a case in which the suture
needle 40 is viewed from the direction of the arrow B, it is
difficult to recognize the suture needle 40 at first glance since
the suture needle 40 has a linear shape as illustrated in FIG.
7. In particular, in a case in which the suture needle 40
remains in the body of the subject H and the direction in
which the suture needle 40 is irradiated with radiation is
aligned with the direction of the arrow B illustrated in FIG.
5, the suture needle 40 is a high-brightness shadow having
a linear shape with a length of about several millimeters to
several centimeters in the radiographic image. The shadow
of' the suture needle 40 is indistinguishable from the bone of
the subject H or an artificial object, such as a stent graft,
inserted into the body of the subject H. Therefore, in a case
in which the suture needle included in the surgical tool
image EO0 has a linear shape as illustrated in FIG. 7, the use
of the surgical tool image E0 makes it possible to train the
learning model MO so as to detect the suture needle 40 with
high accuracy.

[0054] Therefore, in this embodiment, the surgical tool
image EO including the suture needle 40 in a posture
different from the linear posture is used. FIG. 8 is a diagram
illustrating the surgical tool images. FIG. 8 illustrates three
surgical tool images. As illustrated in FIG. 8, the postures of
the suture needle 40 included in three surgical tool images
ul to E3 are different from the linear posture.

[0055] In addition, the linear posture may be a substan-
tially linear posture having an allowable error. For example,
as illustrated in FIG. 9, the xyz coordinate system is deter-
mined for the suture needle 40. In FIG. 9, the xy plane is a
plane including an axis connecting both ends of the suture
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needle 40 along the curved shape of the suture needle 40. In
FIG. 9, in a case in which the direction of an arrow C is a
line-of-sight direction, the suture needle 40 appears to be
linear. On the other hand, in a case in which the direction of
an arrow D is the line-of-sight direction, the suture needle 40
appears to be placed on the plane. In a case in which this
coordinate system is determined, the posture of the suture
needle viewed from a direction (for example, the direction
of an arrow E) obtained by rotating the line-of-sight direc-
tion by a certain angle a0 around the y-axis from the
direction of the arrow C may also be included in the linear
posture. In this case, the angle a0 can be, for example, 5
degrees, but is not limited thereto. Therefore, for the posture
of the suture needle 40 included in the surgical tool image
E0, the suture needle 40 is viewed from an angle that is equal
to or greater than the angle a0 from the direction of the
arrow C illustrated in FIG. 9. In addition, the angle a0
illustrated in FIG. 9 is an example and is different from the
actual angle.

[0056] In a case in which the surgical tool image EO0 is a
radiographic image, the suture needle 40 may be disposed in
the posture in which the irradiation direction of radiation is
not aligned with the direction of the arrow C illustrated in
FIG. 9, and the radiographic image of the suture needle 40
may be captured. Further, in a case in which the surgical tool
image EO is created by computer graphics or the like, the
suture needle may be included in the surgical tool image E0
s0 as not to have a linear posture. In addition, the surgical
tool image E0 may be a photographic image of the surgical
tool. In the case of the photographic image, the suture needle
may be disposed in the posture in which the direction of the
optical axis of a camera is not aligned with the direction of
the arrow C illustrated in FIG. 9, and the photographic image
of the suture needle 40 may be captured.

[0057] In addition, the combination unit 32 combines the
surgical tool image E0 with the radiographic image GO0 to
generate a composite image C0. The combination unit 32
combines the radiographic image G0 and the surgical tool
image E0 with combination parameters corresponding to the
characteristics of at least one of the radiographic image G0
or the suture needle which is the surgical tool to generate the
composite image C0. The combination unit 32 sets the
combination parameters according to at least one of the
radiation absorptivity of the suture needle which is the
surgical tool, the degree of scattering of radiation by the
surgical tool, beam hardening in the radiographic image GO0,
or noise corresponding to the imaging conditions of the
radiographic image GO.

[0058] In addition, the radiographic image G0 may be
displayed on the display 14, and the position of the surgical
tool image E0 and the orientation of the surgical tool image
EO0 in the radiographic image G0 may be designated by an
instruction input by the operator through the input device 15.
[0059] In this embodiment, for example, it is assumed that
the combination unit 32 generates the composite image C0
using the following Expression (1). That is, for the pixels (x,
y) of a region of the radiographic image G0 which is
combined with the surgical tool image E0, the combination
unit 32 subtracts a pixel value EO(x, y) of the surgical tool
image E0 weighted by a weight coefficient w1l from a pixel
value GO(x, y) of the radiographic image G0 to derive a pixel
value CO(x, y) of the composite image C0. In addition, the
weight coefficient w1 has a value that is equal to or greater
than 0 and equal to or less than 1. The weight coefficient w1
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is included in the combination parameters according to this
embodiment. FIG. 10 is a diagram illustrating a composite
image. As illustrated in FIG. 10, in the composite image C0,
a shadow 45 of the suture needle is included in the right lung
of the subject.

CO(x,y)=GO(x,y)-wl-E0(x,y) (€8]

[0060] Here, in a case in which the radiation absorptivity
of the surgical tool is high, the contrast of the surgical tool
is high in a radiographic image acquired by performing
radiography for the surgical tool. For example, in a case in
which the surgical tool is a metal tool, such as a suture
needle, scissors, or a scalpel, the contrast of the radiographic
image of the surgical tool is high. Therefore, in a case in
which weighted subtraction between the radiographic image
G0 and the surgical tool image E0 is performed, the com-
bination unit 32 increases the weight coefficient w1 for the
surgical tool image E0 such that the contrast of the surgical
tool is not too high in the composite image CO0.

[0061] Further, the contrast of the radiographic image G0
is reduced due to the scattering of radiation. The influence of
the scattering of radiation becomes larger as the body
thickness of the subject H becomes larger. In addition, as the
body thickness of the subject H becomes larger, the density
of a subject region included in the radiographic image G0
becomes lower. Therefore, the combination unit 32 derives
the average value of the density of the subject region
included in the radiographic image G0, reduces the weight
coeflicient w1 such that a density difference between the
radiographic image GO0 and the surgical tool image EO0
becomes smaller as the average value become smaller, that
is, the body thickness of the subject H becomes larger, and
generates the composite image CO0.

[0062] Here, beam hardening occurs in which, as the tube
voltage applied to the radiation source 4 becomes higher and
the energy of radiation becomes higher, a lower-energy
component of the radiation is absorbed by the subject H and
the energy of the radiation becomes higher while the radia-
tion is transmitted through the subject H. In a case in which
the beam hardening occurs, the contrast of the radiographic
image decreases. Further, the increase in the energy of
radiation due to the beam hardening becomes more signifi-
cant as the body thickness of the subject H becomes larger.
In addition, as the body thickness of the subject H becomes
larger, the density of a subject region included in the
radiographic image G0 becomes lower. Therefore, the com-
bination unit 32 derives the average value of the density of
the subject region included in the radiographic image GO,
reduces the weight coefficient w1l such that a density dif-
ference between the radiographic image G0 and the surgical
tool image E0 becomes smaller as the average value become
smaller, that is, the body thickness of the subject H becomes
larger, and generates the composite image CO0.

[0063] In addition, in a case in which the radiation dose in
the imaging conditions is reduced, the amount of noise
included in the radiographic image G0 increases. Therefore,
in a case in which the radiation dose is small, the combi-
nation unit 32 adds noise N(X, y) corresponding to the
radiation dose to Expression (1) to generate the composite
image C0, as illustrated in the following Expression (2). In
this case, the weight coeflicient w1l may be a predetermined
value or may be set according to at least one of the radiation
absorptivity of the surgical tool, the degree of scattering of
radiation, or the beam hardening. Further, the noise N(x, y)
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may be derived in advance according to the radiation dose
and stored in the storage 13. In addition, the noise N(X, y)
is included in the combination parameters.

CO(x,)=GO(x,y)-wl-EO(x,y)+N(x,») 2)

[0064] In this embodiment, the combination unit 32 may
change the combination position of the surgical tool image
E0 in the radiographic image G0 or the combination param-
eters to generate a plurality of composite images C0. There-
fore, the composite image C0 obtained by combining the
surgical tool image E0 with the radiographic image GO0 as if
the surgical tool image EO is acquired by radiography is
generated. In addition, the composite image C0 may be
generated using a plurality of radiographic images GO
having different subjects H.

[0065] Further, even in a case in which the surgical tool
image EO0 is acquired by performing radiography on the
surgical tool, the composite image C0 may be generated by
combining the surgical tool image EQ with the radiographic
image GO while appropriately setting the combination
parameters.

[0066] A plurality of composite images C0 are generated
and stored in the image storage system 6. Alternatively, the
composite images CO are stored in the storage 13 of the
radiographic image processing device 7. In addition to the
composite images C0, a plurality of radiographic images G0
are also stored in the storage 13.

[0067] The learning unit 33 trains the learning model M0
using training data consisting of the radiographic image G0
that does not include the surgical tool and training data
including the composite image C0 and the correct answer
data specifying the region of the surgical tool in the com-
posite image C0. In addition, the learning unit 33 trains the
learning model MO0 using a plurality of training data items.
The correct answer data is the coordinates of the upper left
corner and the coordinates of the lower right corner of a
region surrounding the suture needle in the composite image
C0, or the coordinates of the lower left corner and the
coordinates of the upper right corner of the region. In
addition, the correct answer data may be generated by a
manual operation while viewing the composite image C0.

[0068] A machine learning model can be used as the
learning model M0. One example of the machine learning
model is a neural network model. Examples of the neural
network model include a simple perceptron, a multilayer
perceptron, a deep neural network, a convolutional neural
network, a deep belief network, a recurrent neural network,
and a stochastic neural network. In this embodiment, it is
assumed that the convolutional neural network is used as the
learning model MO.

[0069] In a case in which an image is input, the learning
model MO is trained so as to output the probability that each
pixel of the image will be the region of the surgical tool. The
probability is a value that is equal to or greater than 0 and
equal to or less than 1. A region consisting of the pixels
having the probability which has been output from the
learning model M0 and is equal to or greater than a prede-
termined threshold value is the region of the surgical tool.
The learning unit 33 inputs the training data to the learning
model M0 and directs the learning model M0 to output the
probability of each pixel being the region of the surgical
tool. Then, the difference between the region consisting of
the pixels having the probability which has been output from
the learning model M0 and is equal to or greater than the
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predetermined threshold value and the region indicated by
the correct answer data included in the training data is
derived as a loss.

[0070] Here, in a case in which the radiographic image G0
is input as the training data to the learning model M0, the
radiographic image G0 does not include the surgical tool.
Therefore, the probability of each pixel being the region of
the surgical tool has to be zero. However, the learning model
MO that has not been completely trained outputs a value
greater than 0 as the probability of each pixel being the
region of the surgical tool. Therefore, in a case in which the
radiographic image GO is input as the training data, the
difference between the probability output for each pixel and
0 is a loss.

[0071] On the other hand, in a case in which the composite
image C0 is input as the training data to the learning model
MO, the surgical tool is included in the composite image C0.
Therefore, the probability that the pixels in the region
defined by the correct answer data in the composite image
C0 will be the region of the surgical tool has to be 1.
However, the learning model M0 that has not been com-
pletely trained outputs a value less than 1 as the probability
of each pixel being the region of the surgical tool. Therefore,
in a case in which the surgical tool image E0 is input as the
training data, the difference between the probability output
for each pixel and 1 is a loss.

[0072] The learning unit 33 trains the learning model M0
on the basis of the loss. Specifically, for example, a kernel
coeflicient in the convolutional neural network and a weight
for the connection of neural networks are derived so as to
reduce the loss. The learning unit 33 repeats learning until
the loss is equal to or less than a predetermined threshold
value. Therefore, a trained model M1 is constructed such
that, in a case in which the radiographic image G0 is input,
the probability that the entire image will be the region of the
surgical tool approaches zero. Further, the trained model M1
is constructed such that, in a case in which the composite
image C0 is input, the probability that the region defined by
the correct answer data will be the region of the surgical tool
approaches 1. The constructed trained model M1 is stored in
the memory 16.

[0073] In a case in which a radiographic image including
the surgical tool is input to the trained model M1 constructed
in this way, the trained model M1 outputs a probability close
to 1 for the pixels in the region of the surgical tool in the
radiographic image and outputs a probability close to O for
the pixels in the other regions.

[0074] The detection unit 34 detects the region of the
surgical tool from a plurality of target radiographic images
Ti (i=1 to n, n is the number of target radiographic images)
obtained by capturing the images of the subject H after
surgery in different directions, using the trained model M1.
FIG. 11 is a diagram illustrating the capture of a plurality of
target radiographic images. As illustrated in FIG. 11, in this
embodiment, for example, it is assumed that the radiation
source 4 is moved to two positions of a first position P1 and
a second position P2 and two target radiographic images are
acquired. An optical axis X1 of the radiation emitted from
the radiation source 4 at the first position P1 is orthogonal to
the radiation detector 5. An optical axis X2 of the radiation
emitted from the radiation source 4 at the second position P2
forms an angle a1 with respect to the optical axis X1. Here,
in this embodiment, in the surgical tool image E0 used as the
training data for training the learning model M0, the suture
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needle 40 is viewed from an angle that is equal to or greater
than the angle a0 from the direction of the arrow C illus-
trated in FIG. 9. Therefore, in a case in which the plurality
of target radiographic images Ti are acquired, it is preferable
that the angle a1 formed between the optical axis X1 and the
optical axis X2 is equal to or greater than the angle a0
illustrated in FIG. 9.

[0075] Inthis embodiment, the trained model M1 has been
trained using the composite image C0 in which the suture
needle is included in a linear posture. In a case in which the
suture needle is included in the subject H, the suture needle
included in the target radiographic images Ti may be linear
depending on the posture of the suture needle with respect
to the direction in which radiation is incident on the subject
H. However, in a case in which there are a plurality of
imaging directions, even though the suture needle is linear
in one target radiographic image, the suture needle is not
linear in the other target radiographic images.

[0076] Therefore, the detection unit 34 sequentially selects
the plurality of target radiographic images Ti and detects, as
the region of the surgical tool, a region consisting of the
pixels, for which the probability output from the trained
model M1 is equal to or greater than a predetermined
threshold value Thl, for each pixel of the selected target
radiographic image. In addition, for all of the pixels of the
selected target radiographic image Ti, in a case in which the
probability output from the trained model M1 is less than the
threshold value Thl, the detection unit 34 outputs a detec-
tion result indicating that the selected target radiographic
image Ti does not include the surgical tool. Further, in a case
in which the detection result indicating that the surgical tool
is not included in all of the target radiographic images Ti is
obtained, the detection unit 34 outputs the detection result
indicating that the surgical tool does not remain in the
subject H.

[0077] In a case in which the region of the surgical tool is
detected from any of the target radiographic images Ti, the
display control unit 35 displays the target radiographic
image (for example, T1), in which the region of the surgical
tool has been detected, on the display 14 such that the region
of the surgical tool is highlighted. FIG. 12 is a diagram
illustrating a radiographic image display screen. As illus-
trated in FIG. 12, the target radiographic image Ti is
displayed on a display screen 50, and a region 51 of the
suture needle as the surgical tool included in the target
radiographic image Ti is surrounded with a rectangular
region 52 such that the region 51 of the surgical tool is
highlighted. In addition, the rectangular region 52 is illus-
trated in white in FIG. 12. However, the rectangular region
52 may be colored. Further, instead of giving the rectangular
region 52, a mark, such as an arrow or an asterisk, may be
given in the vicinity of the region of the surgical tool to
highlight the region of the surgical tool. Further, the region
51 of the surgical tool may be masked to be highlighted. In
addition, the mask may be colored.

[0078] In addition, in a case in which the target radio-
graphic image T1 in which the region of the surgical tool has
been highlighted is displayed, image processing for display,
such as a gradation conversion process or a density conver-
sion process, may be performed on the target radiographic
image T1 in order to easily observe the target radiographic
image T1. The display control unit 35 may perform the
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image processing for display, or an image processing unit for
performing the image processing for display may be sepa-
rately provided.

[0079] In addition, in a case in which the detection unit 34
does not detect the region of the surgical tool from all of the
target radiographic images Ti, the display control unit 35
notifies the fact. FIG. 13 is a diagram illustrating a target
radiographic image display screen in a case in which the
surgical tool is not detected. As illustrated in FIG. 13, a
notification 61 of “No surgical tools were detected.” is
displayed on a display screen 60 so as to be superimposed
on any one (for example, T2) of the plurality of target
radiographic images Ti. In addition, instead of the notifica-
tion 61, for example, an icon or a mark indicating that no
surgical tools were detected may be displayed. Further, the
turn-on and turn-off of the display of the notification 61 may
be switched by an instruction from the input device 15.
[0080] Next, a process performed in this embodiment will
be described. FIG. 14 is a flowchart illustrating a process of
generating the composite image used for learning in this
embodiment. First, the image acquisition unit 31 acquires
the radiographic image G0 and the surgical tool image E0
(Step ST1). Then, the combination unit 32 sets combination
parameters for the radiographic image G0 and the surgical
tool image E0 (Step ST2) and combines the radiographic
image G0 and the surgical tool image E0 according to the
combination parameters to generate the composite image C0
(Step ST3). Then, the process ends.

[0081] Next, a learning process according to this embodi-
ment will be described. FIG. 15 is a flowchart illustrating the
learning process performed in this embodiment. The learn-
ing unit 33 acquires training data consisting of the composite
image CO0 and correct answer data, and training data con-
sisting of the radiographic image G0 without including the
surgical tool (Step ST11), inputs the training data to the
learning model MO, acquires the extraction result of the
region of the surgical tool, trains the learning model M0
using the loss based on the difference from the correct
answer data (Step ST12), and returns to Step ST11. Then, the
learning unit 33 repeats the process in Steps ST11 and ST12
until the loss reaches a predetermined threshold value and
ends the training. In addition, the learning unit 33 may repeat
the training a predetermined number of times and end the
training. Therefore, the learning unit 33 constructs the
trained model M1.

[0082] Next, a surgical tool region detection process
according to this embodiment will be described. FIG. 16 is
a flowchart illustrating the detection process performed in
this embodiment. The image acquisition unit 31 acquires a
plurality of target radiographic images Ti which are detec-
tion targets and have different imaging directions (Step
ST21). The detection unit 34 sets the target radiographic
image Ti which is the detection target as a first radiographic
image (i=1; Step ST22) and detects the region of the surgical
tool from the target radiographic image Ti using the trained
model M1 (Step ST23). In a case in which the region of the
surgical tool is not detected from the target radiographic
image (Step ST24: NO), the detection unit 34 determines
whether or not the detection process has ended for all of the
target radiographic images Ti (Step ST25). In a case in
which the determination result in Step ST25 is “No”, the
detection unit 34 changes the detection target to the next
target radiographic image (i=i+1; Step ST26) and returns to
Step ST23.
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[0083] In a case in which the region of the surgical tool is
detected from the target radiographic image (Step ST24:
YES), the display control unit 35 displays the target radio-
graphic image in which the region of the surgical tool has
been highlighted on the display 14 (Step ST27). Then, the
process ends. On the other hand, in a case in which the
determination result in Step ST25 is “Yes”, the display
control unit 35 notifies that the region of the surgical tool has
not been detected (Step ST28). Then, the process ends.
[0084] Here, since the surgical tool, such as the suture
needle, is a linear shadow in the radiographic image depend-
ing on its posture, it is difficult to distinguish the surgical
tool from a structure, such as a bone in the subject, or a stent
graft or the like inserted into the body. Therefore, even in a
case in which the trained model M1 that has been trained to
detect the suture needle is used, there is a possibility that the
surgical tool will not be detected with high accuracy.
[0085] In this embodiment, machine learning, which uses,
as training data, a radiographic image that does not include
the surgical tool and a surgical tool image that includes a
suture needle in a posture different from a linear posture in
a case in which the suture needle is included in a radio-
graphic image, is performed to construct the trained model
M1 that detects the region of the suture needle as the surgical
tool from the target radiographic image. Further, in this
embodiment, a plurality of target radiographic images Ti
having different imaging directions are acquired, and the
trained model M1 is used to detect the region of the surgical
tool from the plurality of target radiographic images Ti.
[0086] In a case in which the suture needle is included in
the subject H, the suture needle included in the target
radiographic images Ti may be linear depending on the
posture of the suture needle with respect to the irradiation
direction of radiation. However, in a case in which there are
a plurality of imaging directions, even though the suture
needle is linear in one target radiographic image, the suture
needle is not linear in the other target radiographic images.
[0087] Therefore, according to this embodiment, it is
possible to detect the region of the surgical tool from the
target radiographic image regardless of the posture of the
suture needle, which is the surgical tool, in the subject. As
a result, it is possible to reliably prevent the surgical tool
from remaining in the body of a patient after surgery.
[0088] In addition, since the radiographic image which
includes the surgical tool and is necessary for training the
learning model MO is extremely rare, it is difficult to collect
a large number of radiographic images in order to train the
learning model M0. In this embodiment, the learning model
MO is trained using the radiographic image G0 and the
surgical tool image E0 as the training data. Therefore, it is
possible to prepare a sufficient amount of training data. As
a result, it is possible to construct the trained model M1
detecting the surgical tool with high accuracy.

[0089] Further, the radiographic image G0 and the surgical
tool image E0 are combined using the combination param-
eters to generate the composite image CO0. Therefore, it is
possible to generate the composite image C0 obtained by
combining the surgical tool image EQ with the radiographic
image G0 as if the surgical tool image EO0 is acquired
together with the subject by radiography.

[0090] In addition, in the above-described embodiment,
the trained model M1 is constructed by using the composite
image C0 obtained by combining the radiographic image G0
and the surgical tool image E0 as the training data. However,
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the present disclosure is not limited thereto. The trained
model M1 may be constructed by independently using each
of the radiographic image G0 and the surgical tool image E0
as the training data. In a case in which the surgical tool
image EO is used as the training data, the coordinates
surrounding the region of the surgical tool in the surgical
tool image E0 are used as the correct answer data. Further,
in this case, the trained model M1 is constructed such that,
in a case in which the surgical tool image E0 is input, the
probability that the region defined by the correct answer data
will be the region of the surgical tool approaches 1. As such,
even in a case in which each of the radiographic image G0
and the surgical tool image E0 is independently used as the
training data, similarly to the case in which the composite
image C0 is used, it is possible to construct the trained model
M1 such that, in a case in which a radiographic image
including the surgical tool is input, it outputs the probability
close to 1 for the pixels in the region of the surgical tool in
the radiographic image and outputs the probability close to
0 for the pixels in the other regions.

[0091] In addition, in the above-described embodiment,
the radiation is not particularly limited. For example, a-rays
or y-rays other than X-rays can be applied.

[0092] In the above-described embodiment, for example,
the following various processors can be used as a hardware
structure of processing units performing various processes,
such as the image acquisition unit 31, the combination unit
32, the learning unit 33, the detection unit 34, and the display
control unit 35. The various processors include, for example,
a CPU which is a general-purpose processor executing
software (program) to function as various processing units,
a programmable logic device (PLD), such as a field pro-
grammable gate array (FPGA), which is a processor whose
circuit configuration can be changed after manufacture, and
a dedicated electric circuit, such as an application specific
integrated circuit (ASIC), which is a processor having a
dedicated circuit configuration designed to perform a spe-
cific process.

[0093] One processing unit may be configured by one of
the various processors or a combination of two or more
processors of the same type or different types (for example,
a combination of a plurality of FPGAs or a combination of
a CPU and an FPGA). Further, a plurality of processing units
may be configured by one processor.

[0094] A first example of the configuration in which a
plurality of processing units are configured by one processor
is an aspect in which one processor is configured by a
combination of one or more CPUs and software and func-
tions as a plurality of processing units. A representative
example of this aspect is a client computer or a server
computer. A second example of the configuration is an
aspect in which a processor that implements the functions of
the entire system including a plurality of processing units
using one integrated circuit (IC) chip is used. A representa-
tive example of this aspect is a system-on-chip (SoC). As
such, various processing units are configured by using one
or more of the various processors as a hardware structure.

[0095] Furthermore, specifically, an electric circuit (cir-
cuitry) obtained by combining circuit elements, such as
semiconductor elements, can be used as the hardware struc-
ture of the various processors.
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What is claimed is:

1. A learning device comprising:

at least one processor,

wherein the processor performs machine learning, which
uses a radiographic image that does not include a suture
needle as a surgical tool and a surgical tool image that
includes the suture needle in a posture different from a
linear posture as training data, to construct a trained
model for detecting a region of the suture needle from
an input radiographic image.

2. The learning device according to claim 1,

wherein the surgical tool image is acquired by performing
radiography on the suture needle in the posture differ-
ent from the linear posture.

3. The learning device according to claim 1,

wherein the surgical tool image is acquired by a method
other than radiography.

4. The learning device according to claim 1,

wherein the processor combines the radiographic image
that does not include the surgical tool and the surgical
tool image to derive a composite image and performs
machine learning using the composite image as the
training data.

5. The learning device according to claim 4,

wherein the processor combines the radiographic image
and the surgical tool image with combination param-
eters corresponding to characteristics of at least one of
the radiographic image or the surgical tool to derive the
composite image.

6. The learning device according to claim 5,

wherein the processor sets the combination parameters
according to at least one of radiation absorptivity of the
surgical tool, a degree of scattering of radiation in the
radiographic image, beam hardening in the radio-
graphic image, or noise corresponding to imaging
conditions of the radiographic image.

7. A trained model that is constructed by the learning

device according to claim 1.

8. A radiographic image processing device comprising:

at least one processor,

wherein the processor acquires a plurality of radiographic
images of a subject captured in different directions,
sequentially detects a region of a suture needle as a
surgical tool from the plurality of radiographic images
using a trained model constructed by the learning
device according to claim 1, determines that the sur-
gical tool is included in the subject in a case in which
the region of the surgical tool is detected from at least
one of the radiographic images, and determines that the
surgical tool is not included in the subject in a case in
which the region of the surgical tool is not detected
from all of the radiographic images.
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9. A learning method comprising:

performing machine learning, which uses a radiographic
image that does not include a suture needle as a surgical
tool and a surgical tool image that includes the suture
needle in a posture different from a linear posture as
training data, to construct a trained model for detecting
a region of the suture needle from an input radiographic
image.

10. A radiographic image processing method comprising:

acquiring a plurality of radiographic images of a subject
captured in different directions;

sequentially detecting a region of a suture needle as a
surgical tool from the plurality of radiographic images
using a trained model constructed by the learning
device according to claim 1;

determining that the surgical tool is included in the subject
in a case in which the region of the surgical tool is
detected from at least one of the radiographic images;
and

determining that the surgical tool is not included in the
subject in a case in which the region of the surgical tool
is not detected from all of the radiographic images.

11. A non-transitory computer-readable storage medium

that stores a learning program that causes a computer to
perform:

a procedure of performing machine learning, which uses
a radiographic image that does not include a suture
needle as a surgical tool and a surgical tool image that
includes the suture needle in a posture different from a
linear posture as training data, to construct a trained
model for detecting a region of the suture needle from
an input radiographic image.

12. A non-transitory computer-readable storage medium

that stores a radiographic image processing program that
causes a computer to perform:

a procedure of acquiring a plurality of radiographic
images of a subject captured in different directions;

a procedure of sequentially detecting a region of a suture
needle as a surgical tool from the plurality of radio-
graphic images using a trained model constructed by
the learning device according to claim 1;

a procedure of determining that the surgical tool is
included in the subject in a case in which the region of
the surgical tool is detected from at least one of the
radiographic images; and

a procedure of determining that the surgical tool is not
included in the subject in a case in which the region of
the surgical tool is not detected from all of the radio-
graphic images.



