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of captured image information, and a controlling method 
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configured to capture image information when an operation 
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to analyze the image information captured by the image 
sensor unit, and configured to control a cleaning operation 
based on a first cleaning algorithm selected from a plurality 
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ROBOT CLEANER AND CONTROLLING 
METHOD THEREOF 

TECHNICAL FIELD 

Some exemplary embodiments of the present disclosure 
relates to a robot cleaner and a controlling method thereof. 

BACKGROUND ART 

Generally, a robot has been developed for an industrial 
use, and has managed some parts of factory automation. As 
the robot is applied to various fields recently, medical robots, 
space robots, home robots, etc. are being developed. 
A representative of the home robot is a robot cleaner, a 

kind of home electronic appliance capable of performing a 
cleaning operation by Sucking peripheral dust or foreign 
materials with autonomously moving on a predetermined 
region. 

This robot cleaner is provided with a chargeable battery, 
and cleans a predetermined region with autonomously mov 
1ng. 

DISCLOSURE OF INVENTION 

Solution to Problem 

According to one aspect of the present disclosure, there is 
provided a robot cleaner, comprising: an image sensor unit 
configured to capture image information when an operation 
instructing command is received; and a controller configured 
to analyze the image information captured by the image 
sensor unit, and to control a cleaning operation based on a 
first cleaning algorithm selected from a plurality of pre 
stored cleaning algorithms based on a result of the analysis. 

According to another aspect of the present disclosure, 
there is also provided a controlling method of a robot 
cleaner, the method comprising: capturing first image infor 
mation when an operation instructing command is received; 
analyzing the captured first image information; selecting, 
from a plurality of cleaning algorithms, a first cleaning 
algorithm corresponding to an analysis result, and control 
ling a cleaning operation based on the selected first cleaning 
algorithm. 
The foregoing and other objects, features, aspects and 

advantages of the present disclosure will become more 
apparent from the following detailed description of the 
present disclosure when taken in conjunction with the 
accompanying drawings. 

Advantageous Effects of Invention 

Therefore, one aspect of the detailed description is to 
provide a robot cleaner capable of performing a cleaning 
operation by using at least one cleaning algorithm selected 
from a plurality of cleaning algorithms based on an analysis 
result with respect to a captured image, and a controlling 
method thereof. 

Another aspect of the detailed description is to provide a 
robot cleaner capable of performing a cleaning operation by 
selecting a cleaning algorithm Suitable for the peripheral 
circumstances based on image information captured during 
a cleaning operation, and a controlling method thereof. 

Another aspect of the detailed description is to provide a 
robot cleaner capable of performing a cleaning operation by 
recognizing peripheral circumstances during a cleaning 
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2 
operation, and by selecting an optimized cleaning algorithm 
according to the recognized peripheral circumstances, and a 
controlling method thereof. 

BRIEF DESCRIPTION OF DRAWINGS 

The accompanying drawings, which are included to pro 
vide a further understanding of the invention and are incor 
porated in and constitute a part of this specification, illustrate 
embodiments of the invention and together with the descrip 
tion serve to explain the principles of the invention. 

In the drawings: 
FIG. 1 is a block diagram showing a configuration of a 

robot cleaner according to a first embodiment of the present 
invention; 

FIG. 2 is a view of the robot cleaner according to a first 
embodiment of the present invention; 

FIG. 3 is a flowchart showing a controlling method of a 
robot cleaner according to a first embodiment of the present 
invention; and 

FIG. 4 is a flowchart showing a controlling method of a 
robot cleaner according to a second embodiment of the 
present invention. 

MODE FOR THE INVENTION 

Description will now be given in detail of the present 
invention, with reference to the accompanying drawings. 

For the sake of brief description with reference to the 
drawings, the same or equivalent components will be pro 
vided with the same reference numbers, and description 
thereof will not be repeated. 

Hereinafter, preferred embodiments of the present inven 
tion will be explained in more detail with reference to the 
attached drawings. The same components will be provided 
with the same reference numerals, and detailed explanations 
thereof will be omitted. 

FIG. 1 is a block diagram showing a configuration of a 
robot cleaner according to a first embodiment of the present 
invention. 
As shown in FIG. 1, the robot cleaner 10 comprises an 

input unit 110, an image sensor unit 120, a detection unit 
130, a storage unit 140, a controller 150, a display unit 160, 
a running unit 170, a cleaning unit 180, a communication 
unit 190 and a power unit 200. All of the components of the 
robot cleaner 10 shown in FIG. 1 are not necessarily 
required. That is, of the robot cleaner 10 may have a larger 
or smaller number of components than the number of the 
components shown in FIG. 1. 
The input unit 110 receives a signal as a user manipulates 

buttons or selects any function, or receives a generated 
command or a control signal by touching/scrolling a dis 
played screen. 
The input unit 110 receives a signal corresponding to 

information inputted by a user, and may be implemented as 
various devices such as a keypad, a touch screen, a Jog & 
shuttle, a microphone, a mouse, a stylus pen and a touch pen. 
The input unit 110 includes an operation instructing 

command button, a preset specific button for capturing 
image information, a running button, a stopping button, etc. 
The image sensor unit 120 captures image information 

under control of the controller 150. 
As shown in FIG. 2, the image sensor unit 120 includes 

one or more cameras provided on an upper Surface of the 
robot cleaner 10, and configured to capture the upper side 
perpendicular to a moving direction of the robot cleaner 10. 
That is, the image sensor unit 120 is provided with an image 
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sensor Such as a camera for capturing the upper side, thereby 
generating information on upper images. Then, the image 
sensor unit 120 image-processes objects installed on the 
ceiling or a wall Surface, and outputs the images. 
The image sensor unit 120 is provided on a front surface 

(or side surface) of the robot cleaner 10, and includes one or 
more cameras configured to capture a front side (a moving 
direction of the robot cleaner 10) or a lateral side. Alterna 
tively, the image sensor unit 120 may be provided with one 
or more cameras on an upper Surface and a front Surface of 
the robot cleaner 10, respectively. 

The detection unit 130 is provided on a side surface of the 
robot cleaner 10, and is configured to detect an object (or 
obstacle) located within a predetermined region (cleaning 
region). 
The detection unit 130 is configured to transmit a signal 

generated from a SuperSonic sensor, an infrared sensor, a 
radio frequency (RF) sensor, etc., and includes a distance 
detection sensor configured to detect a position of an 
obstacle and a distance from the obstacle through a signal 
received in response to the transmitted signal, a collision 
sensor configured to detect an obstacle by colliding with the 
obstacle, etc. 
The storage unit 140 stores therein each kind of informa 

tion including each type of menu screens, a plurality of 
cleaning algorithms, preset priority information correspond 
ing to the plurality of cleaning algorithms, and a cleaning 
map. 
The storage unit 140 also stores therein various user 

interfaces (UI) and/or graphic user interfaces (GUI). 
The storage unit 140 also stores therein data and programs 

necessary for the robot cleaner 10 to be operated. 
In a case that the robot cleaner 10 performs a cleaning 

operation, the storage unit 140 also stores therein a moving 
path of the robot cleaner 10, a cleaning algorithm used for 
each moving path, etc. 
The storage unit 140 stores therein each kind of informa 

tion received through the communication unit 190 (map 
data, cleaning algorithm, each kind of control signals, etc.). 
The controller 150 is configured to entirely control the 

robot cleaner 10. 
The controller 150 may determine a location of the robot 

cleaner 10 based on image information outputted from the 
image sensor unit 120, and/or location information recog 
nized by a location recognition unit (not shown). 
The controller 150 may receive a signal transmitted from 

an external beacon through the communication unit 190, and 
may determine a location of the robot cleaner 10 based on 
the received signal. 
When an operation instructing command button (not 

shown) provided at the input unit 110 is selected (or an 
operation instructing command is received), or when an 
operation instructing command button (not shown) dis 
played on the display unit 160 is selected, the controller 150 
generates a first control signal for capturing image informa 
tion to output the generated signal to the image sensor unit 
120. 
The controller 150 analyzes image information captured 

by the image sensor unit 120, and selects one of a plurality 
of cleaning algorithms pre-stored in the storage unit 140 
based on a result of the analysis. Also, the controller 150 
controls a cleaning operation by controlling the running unit 
170 and the cleaning unit 180 based on the selected cleaning 
algorithm (e.g., first cleaning algorithm). 

Also, the controller 150 generates a second control signal 
for capturing image information at a preset time interval, and 
outputs this generated signal to the image sensor unit 120. 
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4 
When a preset specific button (not shown) provided at the 
input unit 110 or displayed on the display unit 160 is 
selected, the controller 150 generates a second control signal 
for capturing image information to output the generated 
signal to the image sensor unit 120. 

Also, the controller analyzes the image information cap 
tured by the image sensor unit 120 based on the second 
control signal, and selects at least one (e.g., second cleaning 
algorithm) of a plurality of cleaning algorithms pre-stored in 
the storage unit 140 based on a result of the analysis. 

Also, the controller 150 compares the first cleaning algo 
rithm by which the current cleaning operation is performed, 
with the second cleaning algorithm selected through analysis 
of the image information captured according to the second 
control signal. If the two algorithms are different from each 
other as a result of the comparison, the controller 150 
performs a cleaning operation by controlling the running 
unit 170 and the cleaning unit 180 based on the second 
cleaning algorithm. 
On the other hand, if the two algorithms are equal to each 

other as a result of the comparison, the controller 150 
performs a cleaning operation by controlling the running 
unit 170 and the cleaning unit 180 based on the first cleaning 
algorithm for the current cleaning operation. 

Also, the controller 150 compares preset first priority 
information corresponding to the first cleaning algorithm for 
the current cleaning, with preset second priority information 
corresponding to the second cleaning algorithm selected 
through analysis of the image information captured accord 
ing to the second control signal. Then, the controller 150 
controls the running unit 170 and the cleaning unit 180 based 
on a cleaning algorithm having a higher priority, thereby 
performing a cleaning operation. 

Also, the controller 150 controls each information of the 
robot cleaner 10 including a button selection state (or button 
input state), an operation state of the robot cleaner 10, etc. 
selected by the input unit 110 or the display unit 160, to be 
displayed on the display unit 160. 

In a case that the robot cleaner 10 performs a cleaning 
operation, the controller 150 makes a cleaning map based on 
a moving path of the robot cleaner 10. If the robot cleaner 
10 performs a cleaning operation based on the cleaning map. 
the controller 150 distinguishes a cleaned region having 
been cleaned within the cleaning map, from a non-cleaned 
region. 
The display unit 160 is installed on an upper surface or a 

side surface of the robot cleaner 10, and displays each 
information generated by the controller 150. Here, the 
display unit 160 may include at least one of a Liquid Crystal 
Display (LCD), a Thin Film Transistor-Liquid Crystal Dis 
play (TFT LCD), an Organic Light-Emitting Diode (OLED), 
a Flexible Display, a Field Emission Display (FED) and a 
3D Display. 
Some of these display units 160 may be configured to be 

transparent or semi-transparent so that outside (or inside of 
the robot cleaner 10) can be viewed therethrough. These 
types of display units may be called as transparent displayS. 
And, representative transparent displays include TOLED 
(Transparent OLED), etc. 
The robot cleaner 10 may include two or more display 

units 160 according to an implementation method thereof. 
For example, the robot cleaner 10 may include a plurality of 
display units integrally or separately disposed on one Sur 
face, or a plurality of display units disposed on different 
Surfaces. 

Meanwhile, when a sensor (referred to as a touch sensor, 
hereinafter) for detecting a touch operation of the display 
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unit 160 is overlaid in a layered manner (referred to as a 
touch screen), the display unit 160 may function as both an 
input device and an output device. The touch sensor may 
have, for example, the form of a touch film, a touch sheet, 
a touch pad, and the like. 
The touch sensor may be configured to convert the 

pressure applied to a particular portion of the display unit 
160 or a change in capacitance generated at a particular 
portion of the display unit 160 into an electrical input signal. 
The touch sensor may be configured to detect a touch input 
pressure as well as a touch input location and a touch input 
area. When there is a touch input with respect to the touch 
sensor, the corresponding signal(s) are sent to a touch 
controller. The touch controller processes the signal(s) and 
transmits corresponding data to the controller 150. Accord 
ingly, the controller 150 can recognize a touched region of 
the display unit 160. 
When displaying each information generated by the con 

troller 150, the display unit 160 may display various con 
tents by using a user interface and/or a graphic user interface 
included in the storage unit 140. Here, the contents outputted 
on the display unit 160 may include menu screens for 
outputting various text or image data, and data Such as icons, 
list menus, combo boxes and the like. 
The robot cleaner 10 may further comprise a voice output 

unit (not shown) configured to output voice information 
included in each information generated by the controller 
150. Here, the voice output unit may be implemented as a 
speaker. 
The running unit 170 includes one or more wheels, which 

are driven by a driving unit (not shown) Such as a motor. 
The running unit 170 performs running operations such as 

moving, stopping and direction change under control of the 
controller 150. 

Sensors including an encoder may be connected to the 
running unit 170. 
The cleaning unit 180 is provided on a lower surface of 

the robot cleaner 10, and performs a cleaning operation by 
Sucking foreign materials disposed at a lower side, under 
control of the controller 150, when the robot cleaner 10 is in 
a moving State or a stopped State. 
The cleaning unit 180 may include an air purifier config 

ured to purify pollutants included in the air. 
The communication unit 190 is connected with an exter 

nal terminal Such as a remote controller, a mobile terminal 
and an information providing center, through a wired/wire 
less communication method. Here, the radio internet module 
may include wireless LAN (WLAN), Wi-Fi, Wireless 
Broadband (Wibro), World Interoperability for Microwave 
Access (Wimax), High Speed Downlink Packet Access 
(HSDPA), IEEE 802.16, Long Term Evolution (LTE), Wire 
less Mobile Broadband Service (WMBS), etc. And, the 
short-range communication module may include Bluetooth, 
Radio Frequency Identification (RFID), Infrared Data Asso 
ciation (IrDA), Ultra Wideband (UWB), Zigbee, etc. 
The communication unit 190 also receives each informa 

tion (including information on a control signal, a cleaning 
map, etc.) transmitted from the external terminal. 
The power unit 200 stores or charges power supplied from 

an external power Supply device. 
The power unit 200 may include a battery consisting of a 

single device, or may include one pack (battery pack) 
consisting of a plurality of batteries. 

In the case that the power unit 200 is provided with a 
plurality of batteries, the plurality of batteries may be 
serially connected to each other, and one or more safety 
switches may be disposed between the plurality of batteries. 
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6 
The power unit 200 may be supplied with power by a 

wired/wireless charging method with the external power 
supply device. That is, the power unit 200 may be charged 
by being directly connected to the external power Supply 
device by a power socket. Alternatively, the power unit 200 
may be charged by applying one of a magnetic resonance 
coupling method, an electromagnetic induction method and 
a radio wave method between a transceiver provided at the 
power unit 200 and a transceiver provided at the external 
power supply device. That is, the power unit 200 and the 
external power Supply device may be configured to be 
charged by radio. Here, the configurations of the transceiv 
ers may be easily designed by those skilled in the art. 
The robot cleaner of the present invention may efficiently 

perform a cleaning operation by analyzing information on 
captured images, and by using at least one of a plurality of 
cleaning algorithms based on a result of the analysis. 

Furthermore, the robot cleaner of the present invention 
may perform a cleaning operation Suitable for the peripheral 
circumstances by selecting a cleaning algorithm Suitable for 
the peripheral circumstances based on image information 
captured during the cleaning operation. 

Hereinafter, a controlling method of a robot cleaner 
according to the present invention will be explained in more 
detail with reference to FIGS. 1 to 4. 

FIG. 3 is a flowchart showing a controlling method of a 
robot cleaner according to a first embodiment of the present 
invention. 

Firstly, the image sensor unit 120 captures first image 
information when the operation instructing command button 
provided at the input unit 110 or displayed on the display 
unit 160 is selected. Here, the image sensor unit 120 is 
provided on one side Surface (upper Surface or side Surface) 
of the robot cleaner 10, and captures the upper side or front 
side (or lateral side). And, the image sensor unit 120 outputs 
information on the captured first upper or front image. 
A selected State of the operation instructing command 

button, and a captured State by the image sensor unit 120 (or 
image information captured by the image sensor unit 120) 
may be displayed on the display unit 160, under control of 
the controller 150 (S.110). 

Then, the controller 150 analyzes the first image infor 
mation (including first upper image information, first front 
image information, etc.) outputted from the image sensor 
unit 120. Then, the controller 150 selects at least one 
cleaning algorithm among a plurality of cleaning algorithms 
pre-stored in the storage unit 140 based on a result of the 
analysis. 
More concretely, if image information can be analyzed as 

an analysis result with respect to the first image information 
outputted from the image sensor unit 120, the controller 150 
selects any cleaning algorithm based on image information 
among the plurality of pre-stored cleaning algorithms. On 
the other hand, if image information cannot be analyzed, the 
controller 150 selects any cleaning algorithm not based on 
image information among the plurality of pre-stored clean 
ing algorithms. Here, the cleaning algorithm not based on 
image information may be a cleaning algorithm (e.g., clean 
ing algorithm for avoiding an obstacle) among a plurality of 
cleaning algorithms which are not based on image informa 
tion. 
As one example, if it is determined that no obstacle exists 

based on the first image information outputted from the 
image sensor unit 120, the controller 150 selects a cleaning 
algorithm based on image information (e.g., optimized 
cleaning algorithm for cleaning a place having no obstacle) 
among the plurality of pre-stored cleaning algorithms. 
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As another example, if it is determined that the number of 
obstacles is more than a predetermined number based on the 
first image information outputted from the image sensor unit 
120, the controller 150 selects an optimized cleaning algo 
rithm for avoiding an obstacle among the plurality of 
pre-stored cleaning algorithms (S120). 

Then, the controller 150 performs a cleaning operation by 
controlling the running unit 170 and/or the cleaning unit 180 
based on the selected cleaning algorithm. 

While the robot cleaner 10 performs a cleaning operation, 
the controller 150 may make a cleaning map based on a 
moving path of the robot cleaner 10, and may display the 
made cleaning map (including information on a cleaned 
region and a non-cleaned region) on the display unit 160 
(S130). 

Then, the image sensor unit 120 captures second image 
information based on a control signal generated by the 
controller 150 when a preset time interval has passed, or 
when a preset specific button provided at the input unit 110 
or the display unit 160 has been selected (S140). 

Then, the controller 150 analyzes the second image infor 
mation (including second upper image information, second 
front image information, etc.) outputted from the image 
sensor unit 120. Then, the controller 150 selects at least one 
cleaning algorithm among a plurality of cleaning algorithms 
pre-stored in the storage unit 140 based on a result of the 
analysis. 
More concretely, if image information can be analyzed as 

an analysis result with respect to the second image infor 
mation outputted from the image sensor unit 120, the 
controller 150 selects any cleaning algorithm based on 
image information among the plurality of pre-stored clean 
ing algorithms. On the other hand, if image information 
cannot be analyzed, the controller 150 selects any cleaning 
algorithm not based on image information among the plu 
rality of pre-stored cleaning algorithms. Here, the controller 
150 may select a plurality of cleaning algorithms (S150). 

Then, the controller 150 compares the cleaning algorithm 
by which the current cleaning operation is performed, with 
the cleaning algorithm selected through analysis of the 
second image information (S.160). If the two algorithms are 
different from each other as a result of the comparison, the 
controller 150 performs a cleaning operation by controlling 
the running unit 170 and the cleaning unit 180 based on the 
cleaning algorithm selected based on an analysis result of 
the second image information. 
When the previous cleaning operation (e.g., cleaning 

operation using a cleaning algorithm selected based on an 
analysis result of the first image information) is changed into 
a new cleaning operation (e.g., cleaning operation using a 
cleaning algorithm selected based on an analysis result of 
the second image information), the controller 150 may 
generate guidance information indicating the change of the 
cleaning operation to output the guidance information on the 
display unit 160. 
As one example, when the current cleaning operation is 

changed from a cleaning operation including image infor 
mation selected based on an analysis result of the first image 
information (e.g., optimized cleaning algorithm for cleaning 
a place having no obstacle) into a cleaning operation not 
based on image information selected based on an analysis 
result of the second image information (e.g., optimized 
cleaning algorithm for avoiding an obstacle), the controller 
150 may generate guidance information including a mes 
sage. The current cleaning operation has changed into a 
cleaning operation based on obstacle avoidance from a 
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8 
cleaning operation based on image information, and output 
the guidance information on the display unit 160 (S.170). 
When the cleaning algorithm selected based on an analy 

sis result of the second image information is consistent with 
the cleaning algorithm for the current cleaning operation as 
a check result in S160, the controller 150 performs a 
cleaning operation by controlling the running unit 170 and 
the cleaning unit 180 based on the cleaning algorithm for the 
current cleaning operation. 

FIG. 4 is a flowchart showing a controlling method of a 
robot cleaner according to a second embodiment of the 
present invention. 

Firstly, the image sensor unit 120 captures first image 
information when the operation instructing command button 
provided at the input unit 110 or displayed on the display 
unit 160 is selected. Here, the image sensor unit 120 is 
provided on one side Surface (upper Surface or side Surface) 
of the robot cleaner 10, and captures the upper side or front 
side (or lateral side). And, the image sensor unit 120 outputs 
information on the captured first upper or front image. 
A selected State of the operation instructing command 

button, and a captured State by the image sensor unit 120 (or 
image information captured by the image sensor unit 120) 
may be displayed on the display unit 160, under control of 
the controller 150 (S210). 

Then, the controller 150 analyzes the first image infor 
mation (including first upper image information, first front 
image information, etc.) outputted from the image sensor 
unit 120. Then, the controller 150 selects at least one 
cleaning algorithm among a plurality of cleaning algorithms 
pre-stored in the storage unit 140 based on a result of the 
analysis. 
More concretely, if image information can be analyzed as 

an analysis result with respect to the first image information 
outputted from the image sensor unit 120, the controller 150 
selects any cleaning algorithm based on image information 
among the plurality of pre-stored cleaning algorithms. On 
the other hand, if image information cannot be analyzed, the 
controller 150 selects any cleaning algorithm not based on 
image information among the plurality of pre-stored clean 
ing algorithms. Here, the cleaning algorithm not based on 
image information may be a cleaning algorithm (e.g., clean 
ing algorithm for avoiding an obstacle) among a plurality of 
cleaning algorithms which are not based on image informa 
tion. 
As one example, if it is determined that no obstacle exists 

based on the first image information outputted from the 
image sensor unit 120, the controller 150 selects a cleaning 
algorithm based on image information (e.g., optimized 
cleaning algorithm for cleaning a place having no obstacle) 
among the plurality of pre-stored cleaning algorithms. 
As another example, if it is determined that the number of 

obstacles is more than a predetermined number based on the 
first image information outputted from the image sensor unit 
120, the controller 150 selects an optimized cleaning algo 
rithm for avoiding an obstacle among the plurality of 
pre-stored cleaning algorithms (S220). 

Then, the controller 150 performs a cleaning operation by 
controlling the running unit 170 and the cleaning unit 180 
based on the selected cleaning algorithm. 

While the robot cleaner 10 performs a cleaning operation, 
the controller 150 may make a cleaning map based on a 
moving path of the robot cleaner 10, and may display the 
made cleaning map (including information on a cleaned 
region and a non-cleaned region) on the display unit 160 
(S230). 
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Then, the image sensor unit 120 captures second image 
information based on a control signal generated by the 
controller 150 when a preset time interval has passed, or 
when a preset specific button provided at the input unit 110 
or the display unit 160 has been selected (S240). 

Then, the controller 150 analyzes the second image infor 
mation (including second upper image information, second 
front image information, etc.) outputted from the image 
sensor unit 120. Then, the controller 150 selects at least one 
cleaning algorithm among a plurality of cleaning algorithms 
pre-stored in the storage unit 140 based on a result of the 
analysis. 
More concretely, if image information can be analyzed as 

an analysis result with respect to the second image infor 
mation outputted from the image sensor unit 120, the 
controller 150 selects any cleaning algorithm based on 
image information among the plurality of pre-stored clean 
ing algorithms. On the other hand, if image information 
cannot be analyzed, the controller 150 selects any cleaning 
algorithm not based on image information among the plu 
rality of pre-stored cleaning algorithms. Here, the controller 
150 may select a plurality of cleaning algorithms (S250). 

Also, the controller 150 compares preset first priority 
information corresponding to the cleaning algorithm for the 
current cleaning operation, with preset second priority infor 
mation corresponding to the cleaning algorithm selected 
based on an analysis result of the second image information 
(S260). Then, the controller 150 controls the running unit 
170 and the cleaning unit 180 based on a cleaning algorithm 
having a higher priority, thereby performing a cleaning 
operation. 
When the previous cleaning operation (e.g., cleaning 

operation using a cleaning algorithm selected based on an 
analysis result of the first image information) is changed into 
a new cleaning operation (e.g., cleaning operation using a 
cleaning algorithm selected based on an analysis result of 
the second image information), the controller 150 may 
generate guidance information indicating the change of the 
cleaning operation to output the guidance information on the 
display unit 160. 
As one example, when the current cleaning operation is 

changed from a cleaning operation including image infor 
mation selected based on an analysis result of the first image 
information (e.g., optimized cleaning algorithm for cleaning 
a place having no obstacle) into a cleaning operation not 
based on image information selected based on an analysis 
result of the second image information (e.g., optimized 
cleaning algorithm for avoiding an obstacle), the controller 
150 may generate guidance information including a mes 
sage. The current cleaning operation has changed into a 
cleaning operation based on obstacle avoidance from a 
cleaning operation based on image information, and output 
the guidance information on the display unit 160 (S270). 

The foregoing embodiments and advantages are merely 
exemplary and are not to be construed as limiting the present 
disclosure. The present teachings can be readily applied to 
other types of apparatuses. This description is intended to be 
illustrative, and not to limit the scope of the claims. Many 
alternatives, modifications, and variations will be apparent 
to those skilled in the art. The features, structures, methods, 
and other characteristics of the exemplary embodiments 
described herein may be combined in various ways to obtain 
additional and/or alternative exemplary embodiments. 
As the present features may be embodied in several forms 

without departing from the characteristics thereof, it should 
also be understood that the above-described embodiments 
are not limited by any of the details of the foregoing 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

10 
description, unless otherwise specified, but rather should be 
construed broadly within its scope as defined in the 
appended claims, and therefore all changes and modifica 
tions that fall within the metes and bounds of the claims, or 
equivalents of Such metes and bounds are therefore intended 
to be embraced by the appended claims. 
The invention claimed is: 
1. A robot cleaner, comprising: 
an input unit configured to receive a user input; 
an image sensor unit configured to capture image infor 

mation when the user input is received; 
a controller configured to analyze the image information 

captured by the image sensor unit, and to control a 
cleaning operation based on a first cleaning algorithm, 

an output unit configured to output predetermined infor 
mation; 

wherein the controller determines whether the image 
information can be analyzed or not, 

when the controller determines that image information is 
capable of being analyzed, the controller selects one 
cleaning algorithm as the first cleaning algorithm based 
on image information from among a plurality of pre 
stored cleaning algorithms, 

when the controller determines that the image information 
can not be analyzed, the controller selects one cleaning 
algorithm as the first cleaning algorithm based on a 
predetermined information being different from the 
image information from among a plurality of pre-stored 
cleaning algorithms, 

wherein the image sensor unit captures image information 
at a preset time interval under control of the controller 
during the cleaning operation, 

wherein the controller analyzes the image information 
captured at the preset time interval, and selects a second 
cleaning algorithm, from among the plurality of pre 
stored cleaning algorithms, based on a result of the 
analysis, wherein when the controller determines that 
the image information can be analyzed, the controller 
Selects one cleaning algorithm as the second cleaning 
algorithm based on image information among the plu 
rality of pre-stored cleaning algorithms, 

when the controller determines that the image information 
can not be analyzed, the controller selects another 
cleaning algorithm as the cleaning algorithm based on 
a predetermined information being different from the 
image information from among a plurality of pre-stored 
cleaning algorithms, 

wherein the controller generates guidance information 
indicating the change of the cleaning operation to 
output the guidance information on the output unit. 

2. The robot cleaner of claim 1, wherein the image sensor 
unit captures an upper side or a front side, and outputs 
information on the captured upper or front side. 

3. The robot cleaner of claim 1, wherein when the 
controller selects, from the plurality of cleaning algorithms, 
the first cleaning algorithm, the first cleaning algorithm 
corresponds to an analysis result of the image information, 
and controls a cleaning operation based on the selected first 
cleaning algorithm. 

4. The robot cleaner of claim 1, wherein the controller 
controls a cleaning operation based on the first cleaning 
algorithm when the first and second cleaning algorithms are 
equal to each other, 

wherein the controller controls a cleaning operation based 
on the second cleaning algorithm when the first and 
second cleaning algorithms are different from each 
other. 
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5. The robot cleaner of claim 1, wherein the controller 
compares preset first priority information corresponding to 
the first cleaning algorithm, with preset second priority 
information corresponding to the second cleaning algorithm, 
and controls a cleaning operation based on a cleaning 
algorithm having a higher priority. 

6. The robot cleaner of claim 1, wherein when the 
controller determines that no obstacle exists based on the 
result of the analysis, the controller selects the first cleaning 
algorithm to clean a place having no obstacle among the 
plurality of pre-stored cleaning algorithm. 

7. The robot cleaner of claim 1, wherein while the robot 
cleaner performs the cleaning operation based on the 
Selected first cleaning algorithm, the controller makes a 
cleaning map based on a moving path of the robot cleaner. 

8. The robot cleaner of claim 7, wherein the robot cleaner 
displays the made cleaning map on a display unit, wherein 
the displayed cleaning map includes information on a 
cleaned region and a non-cleaned region. 

9. The robot cleaner of claim 1, wherein when an opera 
tion instructing command is received, the image sensor unit 
captures the image information and then the controller 
controls the cleaning operation based on the first cleaning 
algorithm or the second cleaning algorithm. 

10. A controlling method of a robot cleaner, the method 
comprising: 

receiving, at an input unit, a user input for capturing 
image information; 

capturing first image information when an operation 
instructing command is received; 

analyzing the captured first image information; 
determining whether the first image information can be 

analyzed or not; 
Selecting a first cleaning algorithm or a second cleaning 

algorithm from a plurality of cleaning algorithms, 
wherein one cleaning algorithm is selected as the first 
cleaning algorithm based on the first image information 
from among the plurality of cleaning algorithms when 
the first image information is determined as being able 
to be analyzed, and wherein one cleaning algorithm is 
Selected as the first cleaning algorithm based on criteria 
other than a predetermined information being different 
from the first image information from among a plurality 
of pre-stored cleaning algorithms when the determining 
determines that the first image information can not be 
analyzed; and 

controlling a cleaning operation based on the selected first 
cleaning algorithm; 

capturing second image information at a preset time 
interval during the cleaning operation; 

analyzing the captured second image information; 
determining whether the second image information can be 

analyzed or not; 
Selecting a second cleaning algorithm from the plurality 

of cleaning algorithms, wherein one cleaning algorithm 
is selected as the second cleaning algorithm based on 
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the second image information from among the plurality 
of cleaning algorithms, when the determining deter 
mines that the second image information can be ana 
lyzed, and 

wherein one cleaning algorithm is selected as the second 
cleaning algorithm based on a predetermined informa 
tion being different from the second image information 
from among a plurality of pre-stored cleaning algo 
rithms, when the determining determines that the sec 
ond image information can not be analyzed; 

controlling a cleaning operation based on the selected 
second cleaning algorithm; and 

generating guidance information indicating the change of 
the cleaning operation to output the guidance informa 
tion on an output unit, 

wherein the controlling of the cleaning operation based on 
the second cleaning algorithm comprises: 
checking whether the first cleaning algorithm firstly 

selected is equal to the second cleaning algorithm 
secondly selected; 

when the first cleaning algorithm firstly selected is 
equal to the second cleaning algorithm secondly 
selected as a check result, controlling a cleaning 
operation based on the first or second cleaning 
algorithms; and 

when the first cleaning algorithm firstly selected is 
different from the second cleaning algorithm sec 
ondly selected as a check result, controlling a clean 
ing operation based on the second cleaning algo 
rithm. 

11. The method of claim 10, wherein the capturing of the 
first image information comprises: 

capturing an upper side or a front side by an image sensor 
unit; and 

outputting information on the captured upper or front 
side. 

12. The method of claim 10, further comprising: 
comparing preset first priority information corresponding 

to the first or second cleaning algorithms, with preset 
second priority information corresponding to the sec 
ond cleaning algorithm; and 

controlling a cleaning operation based on a cleaning 
algorithm having a higher priority as a result of the 
comparison. 

13. The method of claim 10, wherein the selecting the first 
cleaning algorithm includes selecting the first cleaning algo 
rithm to clean a place having no obstacle among the plurality 
of cleaning algorithms when it is determined that no 
obstacles exists based on the analysis result. 

14. The method of claim 10, wherein the controlling the 
cleaning operation based on the selected first cleaning 
comprises making a cleaning map based on a moving path 
of the robot cleaner while the robot cleaner performs the 
cleaning operation based on the selected first cleaning 
algorithm. 


